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Abstract

The paper presents a unified model representing the gravitational, elec-
tromagnetic, weak and strong fields, fermions and bosons, in the Geome-
try of General Relativity. It is based on a group belonging to the Clifford
algebra Cl(C,4), acting on the algebra itself. It uses an original real struc-
ture on the Clifford algebra, accounting for the physical specificities of the
geometry. An explicit expression of the group, its action and of the vector
states and charges of the known fermions is given. Bosons are represented
as discontinuities in the derivative of the potential of the force field. No
additional dimension, physical object or exotic property are required. The
model appears as the continuation and extension of the Spinor model of
Mechanics which holds at any scale.

1



The purpose of this paper is to propose a solution to one of the great prob-
lems of contemporary Physics : an unification theory. It seems a bit prepos-
terous to pretend to have a solution to a problem which has eluded so many
bright scientists. However I will not follow the usual path. Most of the previous
attempts, if not all, are based on the concepts and formal system of Quantum
Fields Theory, with virtual particles and bosons, and are focused on improving
the mathematical representation of the Standard Model, including gravitation,
with often the introduction of some new physical objects. Overall the goal is
to find a “Theory of Everything”, following the idea that, elementary particles
being the ultimate constituants of matter and fields, a theory which explains
their behavior should be the keystone for all Physics, if not of all Science.

I do not believe in the existence of a Theory of Everything, Science is or-
ganized in domains, with their own Theories which address efficiently the phe-
nomena they study. In Physics there are Mechanics, Thermodynamics, ... They
propose models and well proven laws, which can address their problems and are
the basis of all the technological feats of the last century. They accept shortcuts,
in that they do not pretend to account for everything, and they neglect, in full
knowledge, phenomena which have a small impact in the problem at hand. Rel-
ativity has not changed this picture : Special Relativity is necessary when high
spatial speeds are considered, and General Relativity when gravitation changes
significantly from one point to another. However these theories are based on
some common Principles and the recognition of basic physical objects, such as
material bodies and force fields, with specific properties, and common concepts
such as momentum, energy,.. They are stated or defined in a somewhat vague
way, flexible enough to be adjusted to the representations used in the differ-
ent theories. So it seems appropriate to base the search of a Great Unification
Theory (GUT) on this common ground.

The first section of the paper is dedicated to a review of the concepts of
measure, space-time, material body, force fields, and the implications of the
Principles of Relativity, Locality and Least Action. A GUT should be fully con-
sistent with these concepts and principles. But it is focused on the phenomena
which occur in a specific domain : Particles Physics, and the goal is to provide
a representation which helps to understand what happens and a model which
enables to do practical computations, and gives results which are in accordance
with the experimental facts. In building its theories Physics has proceeded
layers by layers, exploring, through increasingly complicated experiments, new
phenomena which require more sophisticated representations. I do not believe
in the common interpretation of Quantum Mechanics (QM) and the existence of
two Physics, with concepts and principles which would be different at the macro-
scopic and the atomic level. And, anyway, they would be contrary to the idea of
GUT. The “Axioms” of QM, like the Hilbert spaces, observables, eigen-values,...
are actually theorems, which can be proven, common to all mathematical models
sharing some well defined properties, and from the way variables are estimated
practically. These theorems, for the most part, validate the usual computations
which are done, but with 2 major additions : they provide precise conditions for
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their validity, and they hold whatever the scale. There is no need for a “physi-
cal interpretation” of QM, with some bizarre properties which would hold only
at the atomic scale, because there is none to be found. But of course we can
use these theorems in a GUT, to explore what we can expect with a model of
elementary particles. The proper quantization of the properties of elementary
particles, following the path of the experiments, provides a new approach to the
problem : rather than postulate a mathematical model, I give the conditions
which should be met by the model, and in particular by the group, starting from
the characteristics of the particles as they appear in the successive layers given
by the experiments with the gravitational and electromagnetic (EM) fields, the
weak fields and the strong fields.

Keeping in mind that a Unified Theory should encompass all known facts,
whatever the scale, one cannot focus on the discontinuous processes. There
are actually 2 Physics : continuous and discontinuous processes require dif-
ferent mathematical tools, and our models must account for both, with some
adjustments. There are no totally discontinuous processes, there are continuous
processes in which a discontinuity appears. This transition (such as in change
of phase) is of course significant, and is usually the focus in the study of discon-
tinuous processes. But a physical theory must first account in a consistent way
for continuous processes in order to deal efficiently with discontinuities. The
key discontinuities in a GUT theory occur in the interaction particles / fields
and in the annihilation / creation of particles. So we must address these dis-
continuities for what they are, from a continuous representation. After all even
the Standard Model is based on continuous variables. And if we acknowledge
that there can be discontinuities in the life of a particle, we must acknowledge
that there can be discontinuities in force fields, and this is the genuine nature
of bosons.

This first section is completed by a short review of the experimental facts,
as they are explained in the Standard Model, which gives a basic picture of the
challenges.

The second section is dedicated to the core of the problem, the search for
a unified representation of particles and fields for elementary particles. The
results of the first section lead naturally to a solution based on a group defined
in the Clifford algebra Cl (C, 4) and acting on the same algebra. This path
has been attempted many times. I introduce several new ingredients : a real
structure on Cl (C, 4) based on the only structure which has a physical meaning,
the Clifford algebra Cl (3, 1) which is at the core of the representation of mo-
tion in General Relativity, and new mathematical theorems on Clifford algebras
such as the exponential and the extension of reflections to unitary maps. As
the reader may be not familiar with Clifford algebras this section is introduced
by a mathematical review of the concepts. I show that a 16 real dimensional
Lie group acting on Cl (C, 4) by the adjoint map gives a representation of the
known fermions. I give the format of the state vectors of these particles, the
value of their charges, the explicit matricial representation of the action and of
the lagrangian, which is quite simple. The concept of momentum can then be
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extended to fermions, which enables to study efficiently the collision of particles
in the context of General Relativity. The study of composite particles and their
decay can then be done in the usual way, with the decomposition of representa-
tions. I give an explicit description of the Cartan algebra and the root vectors,
which are an essential tool in these endeavours.

The third section is dedicated to the propagation of the field. The idea
of a force field existing everywhere and propagating by self-interaction raises
several issues, which are more acute in the context of General Relativity. The
usual models based on the implementation of the Principle of Least Action
provide a set of differential equations, representing the conditions of the balance
of energy at equilibirum, which do not cover all the phenomena involved in
propagation. I introduce a new assumption, based on considerations which go
beyond particle physics : in its propagation the force field follows Killing curves.
It is consistent with the known facts, and is crucial in the representation of
bosons. The interactions particles / field can be at the origin of discontinuities
of the derivative of the potential, these discontinuities can be represented like
particles, the bosons. Their mathematical representation is given, and from
there their basic properties can be explained.

Many subjects of the first section are seen in more details in my book “The-
oretical Physics”. The Annex gives a short reminder of essential mathematical
results, which is also useful to fix the notations. More can be found in my book
“Advanced Mathematics for Theoretical Physics”.
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1 THE MEANING OF A GREAT UNIFICA-

TION THEORY

1.1 Measure and standards

In a Theory we assume the existence of objects, characterized by properties,
that is phenomena which can be observed and measured. These properties
define the objects, and their measures are the signature of the object in the
theory, however they are deeply rooted in the representation which is used.

A measure is always an experiment in which a phenomenon is interpreted
with respect to another, similar, phenomena. The measure of the length of
an object is the comparison of some characteristics of one object, with similar
characteristics of another object. An object does not “have” a length, it behaves
similarly as another object in experiments which follow a precise protocol. A
law is deemed scientific if it can be checked : the experiment can be reproduced
and the results compared. The protocols used in the experiments must define
the conditions in which the data are collected and analyzed. To do this one uses
models, based on a formal representation of the phenomenon involved : to each
data which is collected is associated a mathematical object, a variable, which
precise the format of the data : scalars are not collected as vectors, and the data
are usually related to different events, in space and time, of the experiment.
Mathematically these features are defined in standards. They give the rules
which apply to adjust the data from one standard to another, to compare the
results between experiments, for instance in a change of units, or when the
experiment is done in another context, in space and time.

The Principle of Relativity states that the laws of nature do not depend on
the observer. The observer has free will, he can choose the standards inside
the procedure. The principle does not give the laws of nature, it tells only that
the data which are collected much follow some rules when one goes from one
standard to another.

The Principle of Locality states that a phenomenon at a given point, in space
and time, depends only on the value of the variables at this point. The Princi-
ple is the affirmation that there is no action at a distance. As a consequence it
should be possible, at least theoretically, to use different standards at different
points, or equivalently an experiment can be done by the aggregation of data
collected by different observers located at any point, using their own standards,
and exchanging their data at the end of the experiment. This requisite is nec-
essary because any practical experiment covers an extended area in space and
time. Mathematically it implies that the variables must be represented in fiber
bundles : their value is fixed with respect to a standard, given at each point.

The choice of the standard is arbitrary, but the rules according to which they
change are intimately linked to the mathematical object chosen to represent the
variable, and are a fundamental part of the model. Usually it is assumed that
the standards vary according to the rules given by a group, the choice of an
element of the group is arbitrary, but the group itself is part of the model.
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Then the unity element corresponds to a ”neutral state”, a state of reference of
the system, in which no phenomenon occurs. A standard located at each point
is represented by a principal bundle, and the quantities which are measured are
represented in associated fiber bundles.

In any scientific theory it is assumed that the objects are real physical enti-
ties, in the meaning that they have an existence independent of our measures.
In this picture of physical objects, with their intrinsic properties, Physics can
be seen as a Natural Science : the role of the Physicist would be discover new
facts, as the explorer who is looking for new worlds. Cosmology and the media
lead to this perception. But Physics has a higher goal, not only to measure but
to understand, and both proceed from the use of models, in which the physicist
assume that a quantity can, a priory, takes any value, and compute what it
would then happen, so that he can check the validity of his theories. And this
gives to models and standards their full meaning : as well as the standard “1”
corresponds to a state of reference, another value of the standard corresponds
to a change of the value of the variable.

1.2 Geometry

We have 3 objects : the Geometry, Particles, Force Fields. The Geometry of
the Universe is an object of Physics in itself. It deals with the measure of
location, lengths in time and space, and how they change from one observer to
the other. Material bodies have geometric properties, a position and a motion,
whose measure is done in a representation of the Geometry of the Universe.
They constitute the first layer of experiments which are done on material bodies.

1.2.1 Location and the manifold representation

Observational facts lead to assume that the Geometry can be represented by a
4 dimensional manifold M . Events are located in a chart ϕ : R4 → M , specific
to each observer, which is arbitrary : the only purpose of a chart is to provide
a protocol to locate the event in space and time. The only requisite is that the
charts must be compatible : there are precise rules which tell how to compute
the coordinates of the same event in different charts. For instance the “cosmic
ladder” provides the location of events at increasing distances in Astrophysics.

One fundamental feature of the Geometry of the Universe is the “fundamen-
tal symmetry breakdown” : time has specific properties, it is not measured by
the same protocols and one cannot travel in time, it has a specific, given, ori-
entation imposed to any physical phenomenon. A chart, by definition, defines
the set of events which are simultaneous for an observer (the value of the coor-
dinate time is the same), it defines a foliation of the manifold in 3 dimensional
hypersurfaces, but this foliation is specific to each observer.

Any displacement in the universe is then represented by a 4 dimensional
vector in the tangent bundle TM to the manifold. There is an euclidean metric,
a 2 symmetric definite positive form, to measure the spatial distance between
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simultaneous events. Using this metric any observer can define at a point a ba-
sis of the 3 dimensional space and physically check that it is orthonormal. One
proceeds to measures of length and rotation through orthonormal bases, which
provide the standards. On goes from one orthonormal basis to another by oper-
ations depending on a group which is SO(3) for 3 dimensional euclidean bases.
The freedom of observers is that they can proceed to a change of orthonormal
basis.

The Principle of Causality shows that the order of events itself does not
depend on the observer, and from this fact it is not difficult to deduce the
existence of a special metric in the universe, which is not euclidean : the time
coordinate is special, and the metric must have the signature (3, 1) or (1, 3).
Vectors V ∈ TM can be distinguished according to the value of the scalar
product 〈V, V 〉TM and vectors which represent non simultaneous events are
such that 〈V, V 〉TM < 0 (or > 0 with the signature 1,3). Moreover one can
distinguish future oriented vectors 1. The metric is the physical part of the
Geometry. An event, by definition, is a point in the Universe, its location is
absolute, and similarly the metric : it is defined everywhere and it is given.

1.2.2 Position and motion of a material body

A material body occupies a definite location at any time, which is measured by
an observer through a set of coordinates in a chart. All material bodies, and it is
assumed that this is also true for particles, are characterized by an arrangement,
which can be represented by a 3 dimensional orthonormal basis attached to the
body, and measured by its rotation r ∈ SO (3) with respect to the orthonormal
basis of an observer. Location + Arrangement, that we will call Position, are
static, they are defined at any time and measured by an observer with variables
depending on his time.

Material bodies are not immobile : they travel along world lines in the Uni-
verse, and the change of their position is their motion, which can be represented
and measured in two different ways.

The motion can be with respect to a given observer, this is the relative
motion, which is measured by the derivative, with respect to the time of the
observer, of the variables used to measure the position.

But one can also define an absolute motion, without any reference to an
external observer : it sums up to measure the variation of position with respect
to the position of the body itself. The world line along which travels a material
body is represented by a curve, the tangent to this curve is a geometric object,
a 4 vector V , the velocity of the body, whose existence does not depend on any
observer. The motion of the body is a map q : R → M and there is a unique
(up to the choice of an origin) parameter τ such that dq

dτ
= V . This parameter

is the proper time of the body, and this is the time measured by an observer on
his own clock. The world line has then for map : q : R →M :: q (τ) = ΦV (τ, x)
where ΦV is the flow of any vector field which supports V , and x the location

1This is no longer possible if there are more than one time dimension.
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at τ = 0.
The change of arrangement can be measured with respect to an orthonormal

basis attached to the body itself : this is equivalent to measure the instantaneous
rotation by the quantity r−1 dr

dτ
∈ so (3) and one can check easily that this

quantity does not depend on the choice of an orthonormal basis (it does not
depend on the observer).

A basic assumption of Relativity is that the velocity of any material body is
a future oriented 4 vector whose length 〈V, V 〉TM = −c2 is constant (this is +c2

with the signature (1, 3)). As the proper time of an observer is his “biological
time” this assumption is equivalent to say that the clocks of the observers “run”
at the same speed. The universal constant c is just a number which enables to
go from the measures of time to the measures of length, and is not, a priory,
related to the speed of light.

From these assumptions one can easily prove the usual formulas to go from
the measures done in the orthonormal basis of an observer to the measures
done in the orthonormal basis of another observer located at the same point,
and these formula hold without the usual requisite of “inertial frame”.

With these assumptions we can build a comprehensive representation of the
motion.

1.2.3 Tetrads and the principal fiber bundle PG

An observer can choose a 3 dimensional orthonormal basis (εj)
3
j=1, from which

can be deduced a 4 dimensional basis, orthonormal for the metric : there is no
choice for the 4th vector ε0, which must be future oriented and in the direction
of his velocity. The set of 4 vectors (εj)

3
j=0 is a tetrad. From his chart of the

manifold M the observer can deduce a local holonomic basis (∂ξα)
3
α=0 of TM

(they correspond to infinitesimal displacements along the axes, along the time
at the same location for ∂ξ0) and there is a relation between εj and ∂ξα : εj =
[P ]

α
j ∂ξα where [P ] is a 4× 4 matrix which has necessarily the format :

[P ] =

[
1 0
0 [Q]

]

where [Q] gives the components of the spatial orthonormal basis in (∂ξα)
3
α=1 .

The tetrad fixes the geometric standards for the observer. His freedom of
geometric gauge is expressed in the group by which one goes from one tetrad
to another. Because the 4th vector is imposed one considers that a change of
this vector corresponds to a change of observer (another observer, located at
the same point, but with a different velocity).

We assume that there is a tetrad similarly attached to any material body,
then the arrangement of the body with respect to the observer if measured by
the rotation necessary to go from one orthonormal basis to another, that is by
an element of the group of rotations.
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1.2.4 The Clifford bundle

For a change of 3 dimensional orthonormal basis the group is SO (3) , but it
raises an issue when considering rotational motions : the instantaneous rota-
tional motion is measured by r−1 dr

dt
, and we get the same result with a rotational

speed ω and axis −→r and rotational speed −ω and axis −−→r . This comes from
the fact that r−1 dr

dt
belongs to the Lie algebra so (3). The Spin group Spin(3)

has the same Lie algebra so(3) and distinguishes the 2 rotations (the scalars +1
and −1 belong to Spin(3)), so we should actually consider Spin(3) to measure
rotations in Galilean Geometry. The same issue happens with the tetrad, the
right group is Spin (3, 1) and not the Lorentz group SO (3, 1) . This is at the
origin of the - confusing - issue of the “spin” in Physics. It has nothing to do
with a “quantic phenomenon”, this is just a matter of choosing the right repre-
sentation. The choice between one or the other representation is linked to the
possibility to physically differentiate one or the other rotation. In the relativist
picture, with the tetrad, the choice is possible : the 4th vector is imposed, and
it suffices to say that it is in the direction of the axis of rotation (“spin up”)
then the sign of σr ∈ Spin (3, 1) identifies the rotational motion.

With the group Spin (3, 1) , which has a physical meaning, one can define
a principal bundle PG (M,Spin (3, 1) , πG) , that is the choice (arbitrary up to
the 4th vector) of the tetrad of an observer at each point. The map used to
go from one tetrad to another is the adjoint map, denoted Ad, defined in the
Clifford algebra by AdσZ = σ · Z · σ−1, which is similar to the same operation
on matrices. According to the Principle of Locality the measures must be done
at the location where the phenomenon occurs, so we must assume the existence
of a network of observers sharing (with a delay) their data, or equivalently of
a principal bundle PG (M,Spin (3, 1) , πG) which tells what is the tetrad chosen
by the observer at each point. The tetrad are then defined in the associated
vector bundle PG

[
R

4, Ad
]
.

The Spin group is built from a special mathematical object, the Clifford
algebra Cl (3, 1) which can be seen as the extension of the vector space spanned
by the tetrad to a 16 dimensional algebra. Using the principal bundle PG
one can define, at each point, a Clifford bundle PCl which is a vector bundle
PG [Cl (3, 1) , Ad] . There is a Clifford bundle located at each point, and a change
of tetrad implies a change of basis in the Clifford algebra, given by the adjoint
map with an element of Spin (3, 1) .

The principal bundle PG can then be used to represent the position of any
material body : one assigns another tetrad to the material body and its relative
position is represented by an element of Spin (3, 1) at its location.

The instantaneous rotational motion is measured by σ−1
r · dσr

dt
which be-

longs to a sub Lie algebra of Cl (3, 1) . And we can get similar relations for the

transversal motion. Let (ej)
3
j=0 be the tetrad attached to a material body and

V = dq
dt

its velocity with respect to the observer. By definition V = cε0 +
−→v

where −→v is the spatial speed as measured by the observer (located at the same
point). And there is some σ ∈ Spin (3, 1) such that ej = Adσεj . Using the fact
that V = ce0 and denoting U the velocity V as measured by the observer in his
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tetrad, a computation gives :
U = − c

〈Adσε0,ε0〉Adσε0
dej
dt

=
[
dσ
dt

· σ−1, ej
]

dU
dt

= U
c

〈[
dσ
dt

· σ−1, U
]
, ε0

〉
+
[
dσ
dt

· σ−1, U
]

dσ
dt

· σ−1 belongs to the Lie algebra T1Spin (3, 1) ⊂ Cl (3, 1) and the bracket
[] is the bracket in the Clifford algebra.

In a discontinuous motion dσ
dt

· σ−1 is replaced by δσ ∈ T1Spin (3, 1) .
In all cases δσ has a unique decomposition δσ = δσr + δσw where the first

component corresponds to a rotational motion (the usual spin) and the second
to a translational motion.

So the position and motion of a material body can be fully represented in
the Clifford bundle. For any motion, not necessarily continuous (for instance
if the velocity is not continuous as in a collision), the representation is in the
1st jet extension J1PCl of PCl : j1PCl = (q (t) , σ (t) , δσ (t)) where δσ (t) ∈
T1Spin (3, 1) .

1.2.5 Motion of a deformable solid

A deformable solid (or a fluid) is represented by a set of material points moving
on integral curves of a common vector field V . This picture can immediately
be extended in General Relativity : the vector field defines the proper time τ
of the solid, the location of a material point is fixed by this parameter τ and
the location x at some initial time through the flow ΦV : q (τ) = ΦV (τ, x). By
affecting a tetrad to each material point the deformation of the body can be
represented by a section σ ∈ X (PG) . A rigid solid is then a deformable solid
such that σ = s (t) · σ0 (x) where σ0 does not depend on the time but on the
initial location x.

The same representation can be used for a set of particles following similar
trajectories (such as in a beam) : one defines a common section σ : M → PG
and then the position of a given particle is σ (q (t)) . Then the velocity V of a
given particle is given through the common section.

Symmetries in material bodies and their motion (such as periodic motion)
can be represented using the Clifford bundle. For instance the periodic motion
of a particle on a closed curve (such as the electronic shell around a nucleus)
can be easily represented in GR with 2 maps R → R3.

A common case is the constant instantaneous rotational motion of a material
body, such as a particle at the atomic level. The speed of rotation is fixed but
the axis can be changed. When, in the inversion of the axis, the particle “looks
the same”, this can be interpreted as the existence of a spatial symmetry. Then
the representation of the group involves integers and it is said that the particle
has a “spin n”, n ∈ N, and conversely the particles without this symmetry are
labeled as having a “spinn2 ”.

The standards belong to the principal bundle PG. All geometric measures
are done in a vector bundle associated to PG. By itself PG does not give the
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metric, only how the measures of length and time change with a change of
tetrad. This model, which implements fully the Geometry of General Relativity,
does not require any assumption about the speed of light or inertial frames.
Special Relativity adds an assumption : the metric is assumed to be constant,
so it enables to consider universal orthonormal frames and affine coordinates,
however they hold only for observers moving at a constant velocity.

1.3 Mechanics

The second layer of experiments involve forces, and lead to the introduction
of the concepts of momentum, kinetic energy, and additional characteristics of
material bodies.

1.3.1 Momentum and kinetic energy

Material bodies show a resistance to change their motion, both translational
and rotational, and this leads to the introduction in Newtonian Mechanics of the
concepts of translational−→p =Mp

−→v and rotational momentum Γ = R [J ]R−1 dR
dt
,

with 2 characteristics of the material body : its inertial mass Mp and its rota-
tional inertial tensor [J ] . Only the change of momentum can be measured and
it is the opposite of the force or the torque necessary to change the motion. The
kinetic energy, both translational and rotational are then defined by integration
over a trajectory, and only their change can be measured. Formally the change

of kinetic energy is related to the change
−→
δp of momentum (not necessarily con-

tinuous) by δK = 1
Mp

〈−→p , δ−→p 〉 . The translational momentum is a vector, but

the rotational momentum is not and its definition is more convoluted.
In the early days of Relativity the translational momentum has been defined

as MpV with the 4 velocity V , and the identity 〈V, V 〉 = −c2 has lead to
define a “mass at rest” and to the decomposition of MpV in a 3 dimensional
relativist momentum, the 4th component is assumed to represent the “energy”
of a particle (without proper definition). As all simplistic ideas it stuck, but it
has no physical ground. Meanwhile there is no clear definition of the rotational
momentum, and anyway Relativity did not acknowledge the existence of solids.

1.3.2 Spinors

Definition
Position and motion can be represented in the 1st jet extension J1PCl, for

particles as well as deformable solids, so it is logical to look for a similar rep-
resentation of the momentum, which would be a differential operator. To have
a vectorial representation of the momentum we need a representation of the
Clifford algebra. They have faithful representations on matrices, however the
Clifford algebras Cl (3, 1) , Cl (1, 3) are not isomorphic and their representa-
tions are different. However there are morphisms C : Cl (3, 1) → Cl (C, 4) , C′ :
Cl (1, 3) → Cl (C, 4) such that the images of the real Clifford algebras are real
subalgebras of the complex 4 dimensional Clifford algebra Cl (C, 4) (with a 2
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bilinear symmetric form with signature (+ + + +)). Cl (C, 4) has a faithful
representation γ : Cl (C, 4) → L (C, 4) on 4 × 4 complex matrices, so that γC
or γC′ provide a representation of the real Clifford algebras. The matrices are
built from a set of 4 generators γj = γ (εj), representing the vectors of a basis

(εj)
3
j=0 of C4, which must meet the identities : γkγk + γkγj = 2δjkI4. The solu-

tion is not unique, equivalent representations are deduced by conjugation with
a fixed matrix. A convenient representation is with :

γ0 =

[
0 −iσ0
iσ0 0

]
; j = 1, 2, 3 : γj =

[
0 σj
σj 0

]

where

σ0 =

[
1 0
0 1

]
;σ1 =

[
0 1
1 0

]
;σ2 =

[
0 −i
i 0

]
;σ3 =

[
1 0
0 −1

]

are the Dirac’s matrices, such that σj = σ∗
j ;σjσk + σkσj = δjkI2.

Then the generators γj are both Hermitian and unitary : j = 0...3 : γj =

(γj)
∗ = (γj)

−1 .
Each element Z of the Clifford algebra gives, by sum or product of gener-

ators, a matrix γ (Z) which acts on a 4 complex dimensional vector space E,
whose vectors are called spinors. With the representation above, spinors read

S =

[
SR
SL

]
with a right handed component SR and a left handed component

SL, both 2 dimensional complex vectors. The decomposition comes from the
existence of a specific operator in Clifford algebras. The image of the real Clif-
ford algebras should lead to globally invariant subsets of E, which are such that
SL = ǫiSR, ǫ = ±1.

There is a Spinor bundle PCl [E, γC] based on the Clifford bundle PCl. The
main assumption is then, for any particle, the existence of a differential operator

J1PCl → J1PCl [E, γC] ::
j1S = ((q (t) , S (t) , δS)) = (q (t) , γC (σ (t))S0, γC (δσ)S0)
The fixed vector S0 ∈ E characterizes the kinematic properties of the parti-

cle, S (t) = γC (σ (t))S0 its momentum, both translational and rotational, and
δS = γC (δσ)S0 its change of momentum, in a continuous or discontinuous
motion. In a change of gauge S0 does not change, and for an observer attached
to the particle S (t) = S0.

Forces and torques are represented by vectors of E, whose basis is arbitrary
and chosen in each context. They are actually identified through the motion
(represented by σ and then measured in the tetrad) to which they are associated
which enables to distinguish a translational and rotational momentum.

Momentum and kinetic energy
There is a Hermitian scalar product, preserved by γC (σ) , σ ∈ Spin (3, 1)

given by the matrix γ0 :
〈S, S′〉 = 〈γC (σ)S, γC (σ)S′〉 = [S]

∗
[γ0] [S]

〈γC (σ)S0, γC (σ)S0〉 = 〈S0, S0〉 = 2ǫ [SR]
∗ [SR]

It is then logical to identify the mass to Mp =
√
2 [SR]

∗ [SR] then
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SR =
Mp√

2

[
eiα1 cosα0

eiα2 sinα0

]
. The kinematic characteristics of a particle are

fixed by 4 real parameters.
By derivation along a trajectory :
d
dt

〈γC (σ)S0, γC (σ)S0〉 =
〈
γC

(
dσ
dt

)
S0, γC (σ)S0

〉
+
〈
γC (σ)S0, γC

(
dσ
dt

)
S0

〉
=

0
and, by analogy with Newtonian Mechanics, we can define the change of

total kinetic energy, translational and rotational, by :
δK = 1

i
1
Mp

〈γC (σ)S0, γC (δσ)S0〉 = 1
i

1
Mp

〈S0, γC (Adσ−1δσ)S0〉
The computation of δK shows that δK = −ǫMp

2 ktS ReAdσ−1δσ where kS is
a fixed 3 dimensional real vector, which sums up the kinematic characteristics
of the particle. And two particles such that ψ−

0 = eiφψ0 share the same vector
kS .

Collisions
It is usually said that the solution of the problem of the elastic collision (that

is without change of the total energy) of two material bodies is given by the
conservation of momentum Mp

−→v , generalized in Special Relativity. But this is
deceptive. Even in the simplest case it is easy to check that the equation in
the 3 dimensional Galilean space does not provide a solution : it is necessary to
involve, one way or another, the conservation of rotational momentum.

With this remark the model of elastic collisions in General Relativity comes
naturally from the conservation of the sum of the spinors, which account for
the rotational motion. The collision occurring, by definition, at a point, the
standards are identical for the 2 bodies and the sum is well defined. We must
consider separately the two components in δσ = δσr + δσw and the equations
read :∑

p=1,2 γC (δσrp)S0p =
∑
p=1,2 γC

(
δσ′
rp

)
S0p∑

p=1,2 γC (δσwp)S0p =
∑
p=1,2 γC

(
δσ′
wp

)
S0p

Deformable solids
The great interest of this representation is that it can be easily extended to de-

formable solids with a common vector field V (this can be useful in Astrophysics
where General Relativity is required). A deformable solid is represented by a sec-
tion of J1PCl [E, γC] , the vector S0 is associated to its elementary components.
One can introduce a density function µ : M → R giving the number of compo-
nents present at a point m. An elementary computation gives then the conser-
vation law : dµ

dt
+ µdivV = 0. A spinor SB for the solid can be computed by in-

tegration, and for a rigid solid SB = γC (s (t)) γC
(∫

ω3(0)
s0 (x)µ (x)ω3 (x)

)
S0

where the integral is computed over a 3 dimensional spatial hypersurface at
t = 0. Which gives a generalization of common formulas of mechanics. The
representation gives also the stress tensor of the solid.
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Elementary particles
So far the word “particle” has been used in the usual meaning of Mechanics,

as material point. But several features of this representation are of interest
for elementary particles. The fact that the spinor has two components, whose
definition is chiral. The relation SL = ǫiSR between these components. The
definition of the energy 2ǫ [SR]

∗
[SR] which can give a positive or a negative

result. Because the choice of the basis of E is arbitrary, in the usual cases
ǫ does not matter, but it can be interpreted as differentiating particles and
antiparticles.

The model has several similarities with the usual spinors of the standard
model (they are basically the same objects, with a different signature and choice
of γ matrices). The vector kS corresponds to the Dirac’s current.

So we have a clear representation of material bodies and of Mechanics, con-
sistent at any scale, from electrons to galaxies, in the Geometry of General
Relativity, based on standards defined through the principal bundle PG.

1.4 Force fields

The third layer of experiments introduce the third object of Physics : the force
fields, which have the properties to be defined everywhere, to interact with par-
ticles and to propagate in the vacuum by interacting with themselves. They
have been introduced at the end of the XIX◦ century to explain electromag-
netism, and the model has been extended to the gravitational field. Relativity,
then the phenomenon discovered at the level of elementary particles, have lead
to a profound revision of the model. Its main architecture appears to be robust
enough to be used as a basis for a GUT. So I will give here a general description
of what could be the model of a GUT, and a presentation of the main tools
which could be used.

1.4.1 Elementary particles

The spinor model accounts for the motion and the kinematic characteristics of
particles. With force fields new characteristics appear, the charges, which are
constant and tell how the fields interact with them.

In a GUT there should be, for each elementary particle, a variable ψ that we
can assume to belong to a vector space F , which sums up all the measures which
can be done on the particle at any point m ∈M. These measures are done with
respect to some standard, given locally by a principal bundle PU (M,U, πU ) with
a group U . A state of reference ψ0, corresponding to u = 1, is defined and one
goes from ψ0 to ψ (m) by an action ϑ of the group U , so there is a representation
(V, ϑ) of U and ψ itself is represented by ψ (m) = ϑ (u (m))ψ0 in an associated
vector bundle PU [V, ϑ] .

On its trajectory, in a continuous or discontinuous process, the state ψ of a
particle and its change δψ are represented in the 1st jet extension : J1PU [V, ϑ] =
(m,ψ, δψ) .
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In a continuous process ψ = ϑ (u)ψ0 ⇒ δψ =
(
dϑ
du

)
|u=u0 (δu)ψ0 and

(
dϑ
du

)
|u=u0 (δu) =

(
dϑ
du

)
|u=1

(
L′
u
−1
0

u0

)
(δu) with the derivative L′

u
−1
0

u0 of the

translation on U.(
dϑ
du

)
|u=1 = ϑ′ (1) is a linear map T1U → L (V ;V )

δu and
(
L′
u
−1
0

u0

)
(δu) belongs to the Lie algebra T1U of the group U .

Any change, continuous or discontinuous (as long as the fundamental state
ψ0 stays the same) can then be written :

δψ = ϑ′ (1) (X)ψ0 with X ∈ T1U
The adjoint representation (T1U,Ad) gives the adjoint bundle PU [T1U,Ad]

and the 1st jet extension of PU can be written :
J1PU = (m,u ∈ U,X ∈ T1U)
The idea that the state of the particle changes according to the change of u

and its own characteristics (its charges) represented in ψ0 can be summed up
in the existence of a linear differential operator :

J1PU [V, ϑ] → J1PU [V, ϑ] :: (m,ψ, δψ) = (m,ϑ (u)ψ0, ϑ
′ (1) (X)ψ0)

The change of the state of the particle is attributed to the action ϑ′ (1) (X)ψ0

of a force field represented by X ∈ T1U.
This is the extension of the representation by σ and PG [Cl (3, 1) , Ad] with

the group Spin (3, 1) , and the vector ψ0 is the generalization of the spinor S0.
The state ψ should account for the motion, and so encompasses σ, and,

in a unified theory, accounts also for the charges and the specific features of
elementary particles. Charges are measured by comparing the behavior of par-
ticles under the action of a known force field, so the standard given by U are
closely related to the definition of the fields. The value u = 1 corresponds to
the absence of field and gives the value ψ = ϑ (1)ψ0 = ψ0.

1.4.2 Interactions particles / fields

A particle is never immobile in the 4 dimensional Universe, the value of the field
changes along its trajectory, and this entails a change of its state ψ, notably
of its motion, depending both of the characteristics of the particle and of the
change δÀ in the value of the field. And the simplest assumption is that the
infinitesimal change δψ is linearly linked to the change δÀ. This is the basic
idea of gauge fields theories.

The value of the fields is measured in experiments where the field interacts
with known particles. So the standards come from the common structure PU .
The value unity of U corresponds to a state of reference, which is, by definition,
the absence of field.

Let us consider a particle moving on its trajectory q : R → M the state
of a particle which is measured is given by : (p (q (t)) , ψ (t)) where p (q (t)) =
ϕU (q (t) , u) ∈ PU is the gauge used by the observer. It is arbitrary, and its
physical meaning is only given by the protocol for the measure. However one
can see the picture the other way around : by changing the standard one can
come back to a state where there is no field.
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In the absence of field, assimilated to u = 1, with the standard gauge p =
ϕU (m, 1) , by definition ψ (t) = ψ0. Because

(p,ψ0) ∼
(
p · u−1, ϑ (u)ψ0

)
=

(
ϕU

(
q (t) , u−1

)
, ϑ (u)ψ0

)
=

(
ϕU

(
q (t) , u−1

)
, ψ (t)

)

it is equivalent to say that the measured value of the state is ϑ (u (t))ψ0 with
some u (t) ∈ U. This is the generalized principle of equivalence.

The quantity which is measured is ψ (q (t)) = ϑ (u (q (t)))ψ0.
Its change δψ = ϑ′ (1) (X)ψ0 is imputed to a change X ∈ T1U in the value

of the force field, along the trajectory. So, to the curve on M given by the
trajectory with tangent V is associated a unique vector on the tangent space
TPU to the principal bundle. At any point p ∈ PU a vector of the tangent
bundle TPU reads :

VU = ϕ′
Um (m,u)V + ζ (X) (p)

where ζ : T1U → V PU is a map, depending on the fiber bundle, from the
Lie algebra to the vertical bundle V PU = kerπ′

U

The curve on M is lifted as a unique curve on PU . The vector VU associated
to V must have a precise decomposition in its components V ∈ TmM,X ∈ T1U.
There is no such canonical decomposition (that is which does not depend on
the choice of a trivialization). The vertical space VpPU , is uniquely defined
independently on the trivialization, and is isomorphic to the Lie algebra of
Û . A connection Φ is a projection Φ : TP

Û
→ V PU from the tangent space

TpPU to the vertical space VpPU . This is a tensor on the tangent bundle
TPU . The lift should not depend on the gauge, in the meaning that, in a
global change of gauge by the observer, the result should be adjusted similarly
to account for the change of gauge : the connection on P

Û
must be equivariant.

This is a principal connection. It is expressed through a map, the potential
À ∈ Λ1 (M ;T1U) such that at p = ϕU (m,u) : Φ (ϕ′

Um (m,u) vm + ζ (u) (p)) =

ζ
(
u+Adg−1À (m) vm

)
(p)

In a change of gauge p = ϕU (m, g) → p̃ = ϕ̃U (m, g) = ϕU

(
m, g · κ (m)

−1
)

the potential follows an affine law :
˜̄A (m) = Adκ

(
À (m)− L′

κ−1κ (κ′)
)

A principal connection defines a linear connection on any associated bundle
PU [E, ϑ] :

Φ̂ (q) (vm, δψ) = δψ + ϑ′g (1)
(
À (m) vm

)
ψ ∈ VqEM

So the natural representation of the force fields is by a principal connection.
This is a tensor, and the potential is a 1-form, valued in the Lie algebra T1U,
acting on vectors tangent to M , which is necessary because the Universe is not
isotropic and the change in the value of the field is measured along the trajectory
of the particle.

The linear differential operator which represents the action of the fields on
the particle, represented by a section ψ on PU [F, ϑ], in a continuous process, is
then the covariant derivative :

∇ : X (PU [F, ϑ]) → Λ1 (TM ;PU [F, ϑ]) :: ∇ψ = ψ∗Φ̂

∇vψ = Φ̂ (q) (ψ′v) = ϑ′g (1)
(
À (m) v

)
ψ + ψ′ (m) v ∈ F
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Notice that the covariant derivative involves a vector field V : (∇αψ)α=0..3

are just the components of the 1 form. We need V to get a vector ∇V ψ ∈ F.
The explicit introduction of V is essential in the determination of the trajectory
of the particle under the action of the field. There is no need for a “coupling
constant” or the imaginary i.

For a given principal bundle PU , for any curve q(t) there is a unique curve
ψ(t) lifted to V, corresponding to the condition ∇V ψ = 0. However it is not diffi-
cult to see that this condition is usually not compatible with the other condition
ψ (t) = ϑ (g (q (t)))ψ0. The physical reason is that the particle interacts with the
field, at its location, and this interaction is represented in a more complicated
way through the Principle of Least Action.

Particles of the same type k, in a given environment, have similar behaviors.
If there is no collision their trajectories can be represented as integral curves of a
common vector field Vk, and one can introduce a section ψk ∈ X (PU [F, ϑ]) , then
the state of a given particle j is represented by ψk (qj (t)) , where the trajectory
qj (t) is actually defined by the initial conditions. The state of each particle is
then represented by the value of ψk at the location of the particle. This can be
seen as replacing the individual particles by a “field” (in the common meaning)
of particles represented by ψk, which is nothing more than a general solution of
the problem.

1.4.3 Propagation of the fields

Conversely the particle changes the value of the field. The change of the value
of the field, occurring at the point where the particle is located, is smeared out
by propagation. To model the propagation of the field one needs a derivative
of the connection. Because this is a tensor, its computation needs a special
approach, using the Lie derivative, and the result is a 2 form on M valued in
the Lie algebra, the strength of the field F :

F =
∑m

a=1

∑
{α,β} Fa

αβdξ
α ∧ dξβ ⊗−→κ a

Fa
αβ = ∂αÀ

a
β − ∂βÀ

a
α +

[
Àα, Àβ

]a

with ordered indices α, β = 0..3, vectors −→κ a of the Lie algebra T1U and the
bracket [] on T1U.

In a change of gauge F transforms linearly with the adjoint map on T1U :
Fαβ → F̃αβ = AduFαβ so it can be seen as a section of the adjoint bundle
PU [T1U,Ad]

The interaction particle / field is not a symmetric process. Meanwhile the
particle carries away the change of its momentum, the impact of the interaction
on the field is carried away by propagation, which is not an instantaneous phe-
nomenon. The effect can be measured directly in some experiments, such that
the Bremstrahlung, but the main variable is the energy exchanged between the
field and the particle. In a collider, the energy necessary locally to increase the
kinetic energy of a particle is borrowed from the field and compensated through
its propagation, which is at a finite speed. This is why the acceleration becomes
more difficult when the speed is close to c. The concept of particles localized
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at a point introduces a discontinuity in the field, which can be smeared out if
the exchange of energy is small, but can manifest itself as a discontinuity which
propagates, and this gives a boson. We will see how they can be introduced in
the model.

So the architecture of the model is based on a group U , a vector space F
and a representation (F, ϑ) , a principal bundle PU (M,U, πU ) and the associated
bundles PU [F, ϑ] , PU [T1U,Ad] .We need a motor to animate this representation
and provide equations, and it is given by the Principle of Least Action.

1.4.4 The Principle of Least Action

Lagrangian
The Principle of Least Action is an essential tool in Physics, in that it provides

the most general equations linking the different parts of a system. It is in some
way a dynamic version of the Principle of Conservation of Energy. It expresses
that, for a given system and over the domain which it covers in space and time,
the energy exchanged between the objects of the system must be balanced.

For any system represented in a model by variables Z =
(
zi
)n
i=1

over an area

Ω ⊂M, it postulates the existence of a real function L
(
zi, ziα

)
, the Lagrangian,

such that, at equilibrium, the action
∫
Ω
L
(
zi, ziα

)
ω0 is stationary. ω0 is a vol-

ume form, given by the metric, and
(
zi, ziα

)
are the coordinates of a section of

a 1st jet bundle (the Lagrangian can be at an order higher than1, but this is
not necessary here because only the first derivatives are involved). The Prin-
ciple gives only the necessary conditions for an equilibrium, which is dynamic
because it encompasses an area Ω of the space-time. It provides equations relat-
ing the coordinates

(
zi, ziα

)
. In continuous processes the solution is the 1st jet

extension of a section, and the quantities ziα are replaced by the partial deriva-
tives. The Lagrangian is real valued, usually involves complex variables, but is
not necessarily itself holomorphic. The Principle of Least Action does not give
the specification of the Lagrangian, which sums up most of the Physics of the
model. It is the only general law which models the interactions fields / fields
and particles / fields.

For a system of particles and fields interacting the Lagrangian splits in a
part related to the fields (which is the only one containing Fa

αβ) and a part
related to the particles (which is the only one containing ψ):∑N

j=1

∫ T
0 LPdt where each particle is represented by a map ψj defined on

some interval [0, T ] ⊂ R and valued in PU [F, ϑ] , with velocities Vj .∫
Ω LF̟0 where the density ̟0 is related to the metric, and Ω is some com-

pact area of M .
The fact that the two integrals have not the same dimension (over the time

period [0, T ] and Ω) raises mathematical and physical problems, which are not
solved by the naive method of introducing Dirac’s function. A rigorous solution
can be found, in the most general case, by the method of variational derivatives,
which can be extended to fiber bundles. But the solutions are “distributions”
(or “generalized functions”), which are well defined and have a physical meaning
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: whenever an experiment is done, with known fields defined over an arbitrary
compact area ω ⊂ Ω, the distribution ψ gives the “right” value, and similarly
for the potential. One retrieves the common interpretation of Quantum Physics
by operators acting on families of functions.

The state of the particle is represented only in the second integral, thus the

condition is that
∫ T
0
LPdt is stationary with the value of the field accounting

for the interaction with the particle.
The equilibrium itself does not depend on the observer, so the Lagrangian

must be invariant in a change of standards. This imposes conditions on the
specification : the potential cannot appear explicitly in the Lagrangian. The
Lagrangian has necessarily the form LP = L

(
ψij (m) ,∇V ψ

ij (m) , gαβ
)
for the

particles and LF = L
(
Fa
αβ (m) , gαβ

)
for the fields, including the metric g

evaluated at each point. V stays an independent variable, related to the motion,
which must be itself represented in the state ψ through a section ψ.

Charges
Let us consider a particle with trajectory [0, T ] → Ω :: q (t). Assuming that

ψ (t) = ϑ (u (t))ψ0 then the variable becomes u (t) ∈ U which is a Lie group,
thus a manifold with a chart : ϕ : Rm → U : ϕ (ζ1, .ζa...ζm) = u, and its
derivative can be expressed in its Lie algebra T1U.

The covariant derivative ∇V ψ reads :

∇V ψ = ϑ′g (1)
(
À (q (t))V

)
ψ (t) + dψ

dt

= ϑ′g (1)
(
À (q (t))V

)
ϑ (u (t))ψ0 + ϑ′ (u (t))

(
du
dt

)
ψ0

Using the derivatives L′
u−1u,R′

u1 of the translations and the adjoint map
Adu we have the identities (Maths.1882) :

ϑ′ (u) = ϑ′ (1)R′
u−1u = ϑ (u)ϑ′ (1)L′

u−1u
Thus :
ϑ′g (1)

(
À (q (t))V

)
ϑ (u (t))ψ0 + ϑ′ (u (t))

(
du
dt

)
ψ0

= ϑ (u)ϑ′ (1)L′
u−1u

(
(R′

u1)
(
À (q (t))V

)
+
(
du
dt

))
ψ0

LP (ψ (q (τ)) ,∇V ψ (q (τ)))

= Lp

(
ϑ (u)ψ0, ϑ (u)ϑ

′ (1)L′
u−1u

(
(R′

u1)
(
ÀV

)
+
(
du
dt

))
ψ0

)

= LP

(
ψ0, ϑ

′ (1)L′
u−1u

(
(R′

u1)
(
ÀV

)
+
(
du
dt

))
ψ0

)

= LP

(
ψ0, ϑ

′ (1)
(
Adu−1

(
ÀV

)
+ L′

u−1u
(
du
dt

))
ψ0

)

The quantity X (t) = Adu−1

(
ÀV

)
+L′

u−1u
(
du
dt

)
= ∇̂VU

p (u) is the covariant

derivative of the section m→ p (u (m)) ∈ PU along the curve in PU . It is valued
in T1U. The field exists everywhere, we can then assume the existence of a
section U ∈ X (PU ) which gives the value of u at each point m, that is of a
map M → U :: u (m) which is differentiable. The quantity X (t) can then be

expressed as
∑3

α=0 Tα (m)V α ∈ T1U with a 1 form Λ1 (M ;T1U) which takes
the place of the potential. The Lagrangian then reads :
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LP

(
ψ0, ϑ

′ (1)
(∑3

α=0 Tα (q (τ)) V
α
)
(ψ0)

)

In a change of gauge T changes with an affine map as the potential.
The partial derivative Q (ψ0) =

∂Lp

∂X
is a linear map from T1U to R, that is

an element of the dual T1U and Q : V → T1U
∗ gives the charges of the particles,

in the meaning that for a variation δX of the force fields the energy exchanged
with the particle is Q (ψ0) (δX) .

If the Lagrangian is expressed as a scalar product then Lp (ψ0, ϑ
′ (1) (X)ψ0) =

Q (X) =
∑m

a=1QaX
a with a basis (κa)

m
a=1 of T1U. The charges Qa are scalars,

invariant in a change of gauge, and there are as many charges as the dimension
of T1U. A particle such that Qa = 0 is insensitive to the field represented by the
component a.

In a given environment the Principle of Least Action tells that the action is
stationary. ψ appears only in the second integral and the condition is just that

the trajectories are such that
∫ T
0 Lp (ψ0, ϑ

′ (1) (X)ψ0) dt is stationary.
In a system composed of particles, without collisions, one can associate a

section ψk ∈ X (PU [F, ϑ]) to represent each type of particles, and the velocity
belongs to a common vector field Vk such that the trajectories are the integral
curves of Vk. The action for the particles reads :∑

k

∫ T
0 Lp (ψ0k, ϑ

′ (1) (Xk (pk (t))) (ψ0k)) dt with the variables Xk : M →
T1U : Xk (qk (t)) .

The variation of ψk is given by the vector field T (qk (t)) , common to the
particles of the same type, and are such that Lp is the same for each type
of particles, and constant on the trajectories. At equilibrium in continuous
processes the trajectories correspond to constant energy for the different types
of particles.

1.5 The challenges of a GUT

1.5.1 The representation of the motion

The classification of particles, that is their identification, is first done through
their trajectories : particles of the same type must have similar trajectories.
Because the motion, and thus their trajectories, are represented with standards
given by the principal bundle PG it should be involved in the definition of PU..
In a GUT the group U should account for the group Spin (3, 1) , which provides
the standards for the motion.

1.5.2 Family of particles and charges

In a unified theory of fields, all the components of the fields act simultaneously,
however we start from experiments in which families of particles are distin-
guished by their behavior under some components of the fields, and these char-
acteristics are represented by charges. The challenge of a GUT is to provide
a unified representation which accounts for the specificities of these force fields
on one hand, and distinguish families of particles according to their behavior
under the action of these different fields, on the other hand. The force fields are
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represented through groups, so each type of field should be a subgroup Uj of
U. Their action is represented through connections, valued in the Lie algebras.
The vector space which is associated to the force fields is the Lie algebra T1U,
and each type of field is associated to a Lie subalgebras T1Uj ⊂ T1U. Each ele-
mentary particle is identified by a fundamental vector ψ0 ∈ V, but each family k
of particle, associated to the same values of the charges, and then with the same
behavior under the action of a type of field, is identified by a vector subspace
Fk ⊂ F. Under the action of a field j the states of particles of a family k stay in
the orbit {ϑ (u)ψ0k, u ∈ Uj} ⊂ Fk. If the particles of a family k have the same
behavior under a field j, then the fundamental vectors ψ0k must belong to a
vector subspace which is globally invariant by the action of Uj, and the vector
subspaces must be disconnected (except for 0) for j 6= j′.

1.5.3 The gravitational field

The interaction particle / field is usually interpreted as a force (or a torque)
F exercised on the particle, depending on the charge q of the particle, which
changes the momentum p of the particle F = δp. The momentum and the
kinetic energy are represented through to the inertial mass Mp. In Classical
Physics gravitation is a force field as the others. So there there should be a
gravitational charge µ, however experiments show that the gravitational charge
is equal to the inertial mass : Mp = µ.

To solve the conundrum Einstein proposed in his theory of gravitation to for-
get both the gravitational field and the gravitational charge : the gravitational
forces are nothing more than the inertial forces appearing in a curved trajectory.
It requires 2 assumptions : that these trajectories are geodesics (we need to ex-
plain why the trajectories are not straight lines), defined from the metric, and a
law, involving only the inertial charges, explaining how the metric changes from
one point to another, and this is done through the scalar curvature.

The difficulties to explain the motion of stars in the Galaxy with this theory
show that it is difficult to get rid of the gravitational field. In a model of great
unification, including the gravitational field, this is the inertial mass which must
disappear. To keep the concepts of momentum and kinetic energy we must
acknowledge that the spinor S represents both the inertial and gravitational
characteristics of the particle. In particular the kinetic energy should depend
on S only. The spinor is then represented in a vector subspace E of F , globally
invariant by the action of Spin (3, 1) , and the other characteristics of elementary
particles are represented in another vector subspace of F on which act the other
force fields represented by a group U . This is the genuine interpretation of
the Principle of Equivalence : a change of observer (an “accelerated frame”) is
similar to the action of a gravitational field. This is not a return to Einstein’s
theory of gravitation : the metric does not play any role in the picture and we
will assume that its value is given in each environment (how the metric changes
with matter and fields is another problem).
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1.6 Quantization

1.6.1 Quantum Mechanics

The universal use of mathematical models in Physics makes necessary to investi-
gate the properties of these models, and this can be done with a common method
: models are mathematical constructs, which can be studied using Mathematics.
And one can prove that they have properties of their own.

The “Axioms” of Quantum Mechanics (Hilbert space, eigen values, oper-
ators, Heisenberg law,...) are actually mathematical theorems, which can be
proven as such, and apply to models which have some precise characteristics.

The models considered must involve only vectorial variables X1, ..., Xk col-
lectively denoted X, belonging to an open subset of a vector space V which
must be infinitely dimensional, separable and be a Fréchet space. These con-
ditions are usually met whenever the variables are differentiable and such that
the integral of their norm is bounded. Usually X are maps, defined over the
time or some spatial area, they represent the state of a system over this area.
There is no assumption about the laws followed by the variables : we stay at
the level of the description of the system.

Then :
1. There is a separable Hilbert space H and a linear isometry Υ : V → H

which associates to each state represented by X a vector ψ belonging to an
open subset of H containing 0. For any basis (ei)i∈I of V there are unique
families (εi)i∈I , (φi)i∈I of linearly independent vectors of H such that : εi =
Υ(ei) ,Υ(X) =

∑
i∈I 〈φi,Υ(X)〉H εi, ∀i, j ∈ I : 〈φi, εj〉H = 0.

2. If two similar systems, represented by the variables X,X ′, interact, it is
possible to represent the total system by the tensorial product Y = X⊗X ′, then
the corresponding Hilbert space is the tensorial product H ⊗ H ′. The tensors
are decomposable if there is no interaction.

3. Because the vector space is infinite dimensional, the value of X is esti-
mated from a batch of data using a simplified definition Φ (X) of X , an observ-
able, valued in a finite dimensional vector space. The simplest solution is to
take a primary observable YJ (X) =

∑
i∈I X

iei where J is a finite subset of I.
YJ (X) provides an optimal estimator of X , to any primary observable is asso-

ciated uniquely a self-adjoint compact, trace-class, operator ŶJ on H such that

the measure YJ (X) =
∑

i∈I

〈
φi, ŶJ (Υ (X))

〉
H
ei. The value YJ (X) which is

measured is an eigen vector of YJ and the probability that the measure is equal

to YJ (X) if the system is in the state X is : Pr (YJ (X) |X) =
‖ŶJ (Υ(X))‖2

H

‖Υ(X)‖2
H

4. If a system can be represented by the variables X ∈ V, Y ∈ V meeting
the conditions above, such that Y = ϑ (g) (X) where ϑ is the action of a group
G (meaning that X and Y represent the same state) then :

i)
(
H, ϑ̂

)
is a unitary representation of the group G, with ϑ̂ = Υ◦ϑ (g)◦Υ−1

ii) For any observable Φ ∈ L (V ;W ) the vector space W ⊂ V is globally

invariant by G and
(
HΦ, ϑ̂

)
with HΦ = ϑ̂ (g) ◦ Φ̂ ◦ ϑ̂

(
g−1

)
(W ) is a finite

22



dimensional unitary representation of G
iii) If there is an additional variable Z, defined by a fixed map Z = f (X)

then it defines a relation of equivalence between the states represented by X,X ′
: X ∼ X ′ ⇔ f (X) = f (X ′) . To each class of equivalence is associated a class

of equivalence in H with the relation : ψ ∼ ψ′ ⇔ ∃g ∈ G : ψ′ = ϑ̂ (g)ψ. Each

class of equivalence in H is globally invariant by ϑ̂.
5. Evolution of a system : the model meets the additional conditions : X

is a map X : R → F from an open subset of R to a normed vector space F ;
∀t ∈ R the evaluation map E (t) : V → F is continuous ; two states X,X ′ of
the system are deemed equivalent if the set ω = {t : X (t) = X ′ (t)} has a null
Lebesgue measure. Then there is a map Θ : R → L (F ;F ) such that Θ (t) is

unitary, X (t) = Θ (t)X (0) , for each t there is an isometry Ê (t) ∈ L (H ;F )

such that Ê (t) (Υ (X)) = X (t) .
There are other theorems but we will not use them here.

1.6.2 Observable of the type of a particle

We will proceed by steps.
The assumptions are :
i) The state of a particle is measured in a finite dimensional, normed, vector

space F
ii) Over its trajectory in a given environment the state of a particle follows

a continuous map : : ψ : [0, T ] → F
iii) With a norm on F the maps ψ (t) are such that :∫ T
0 max

(
‖ψ (t)‖ ,

∥∥∥dψ(t)dt

∥∥∥
)
dt <∞.

iv) Two particles with maps ψ, ψ′ are deemed belonging to the same type if
the set {t ∈ [0, T ] : ψ (t) = ψ′ (t)} has a non null Lebesgue measure.

The set S of maps ψ : [0, T ] → F which meet the condition iv) is an infinite
dimensional, separable, Fréchet space. Moreover the evaluation map : E (t) :
S →V :: E (t)ψ = ψ (t) is then continuous.

S is isomorphic to an open of a Hilbert space H with an isometry : Υ : S →
H :: Υ (ψ) = ψ̂

There is a map Θ : R → L (F ;F ) such that ψ (t) = Θ (t)ψ (0) and Θ (t) is
unitary

Practically particles are submitted to different environments represented by
Θ (t), and from the set of data {ψ (t) ∈ F, t ∈ [0, T ]} which is collected, one
estimates a vector ψ0 with a linear model [ψ (t)] = [Θ (t)] [ψ0] . Each type k of
particle is characterized by a single vector ψ0k ∈ F, which does not depend on
the environment and represents its fundamental state. The map : Π : S →V ::
Π (ψ) = ψ0k is an observable.

We add now the assumption :
v) The state of the particle is measured with respect to standards following

the rules of a group U, that is in a vector bundle PU [F, ϑ] associated to a
principal bundle with Lie group U.
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Then the map Θ (t) can be expressed as ϑ (u (t)) where u : [0, T ] → U is a
map which depends on the environment. And ψ (t) = ϑ (u (t))ψ0k.

The space S is invariant by the global action ϑ of U on F , (S, ϑ) is a

representation of U . We can implement the theorem 4 :
(
H, ϑ̂

)
is a unitary

representation of U , with ϑ̂ = Υ ◦ ϑ ◦ Υ−1. Υ is an isometry, which induces an
inner product on the space S which is itself a unitary representation of U . A
unitary representation is the sum of irreducible, orthogonal, unitary representa-

tions :
(
H, ϑ̂

)
= ⊕k

(
Hk, ϑ̂k

)
and similarly : (S, ϑ) = ⊕k (Sk, ϑk) isomorphic to

(
Hk, ϑ̂k

)
by Υ. Each type of particle generates, by {ϑ (u)ψ0k, u ∈ U} a vector

space, invariant by U, which belongs necessarily to one of the finite dimen-
sional irreducible representations of U. These representations can be expressed
as tensorial products of fundamental representations. Composite particles are
associated to tensorial products of representations, and elementary particles are
represented by vectors of the standard (or spin) representation of the group U
and its contravariant.

vi) A key feature measured in the experiments is the kinetic energy, linked
directly to the motion. In the model above, representing the measures done on
a particle along its trajectory, if we add the measure of the kinetic energy K of
the particle, the model is no longer strictly linear : the kinetic energy is a scalar
function depending non linearly on the state ψ. So the general theorem for a
change of standard does not apply, but we can implement the theorem 4.iii) : to
each irreducible representation is associated a given value of the kinetic energy.
We have generations of particles, differentiated by their mass (or gravitational
charge) and behaving similarly with respect to the other fields.

So quantization gives a picture which is consistent with what has been as-
sumed previously.

Moreover we can precise the definition of the observable ψ̂0 of the fun-
damental state of a particle. The Physicist proceeds to an experiment in
which he submits the particle to different, known, values of the force fields,
say un ∈ U, n = 1...N and measures the states Xn ∈ F, n = 1...N of the par-
ticle. With the previous hypotheses F is a normed vector space. The map :
ε (X) =

∑N
n=1 ‖ϑ (un) (X)−Xn‖ is continuous, bounded from below, it has a

minimum in F and ψ̂0 = X for which ε (X) is minimum.
However it raises several issues, which are common in quantization.
Let us consider experiments in which one tries to identify a particle. In

the theory there are p particles, identified by their known fundamental state
(ψk)

p
k=1 . The experiment can be summed up to submit the particle to known

forces fields, that is a set un ∈ U of N values of u, and to collect the values
Xn ∈ F of the state of the unknown particle under un. One can compute the
quantities : εk =

∑N
n=1 ‖Xn − ϑ (un)ψk‖ and the particle will be identified

to the family k such that εk is minimum. The procedure provides always an
answer. The quality of the experiment depends on N , but also crucially on p
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: by increasing the number of families of particles, one increases the assumed
efficiency of the experiment. To see this, we could improve the experiment by
checking the two hypotheses :

H0 : the particle is new
against H1 : the particle belongs actually to one of the known families.
Under H0 we can estimate the value ψ̂0 of the fundamental state of the new

particle and we accept H0 if ε0 =
∑N

n=1

∥∥∥Xn − ϑ (un) ψ̂0

∥∥∥ ≤ εk for k = 1...p.

But by construct ∀ψ ∈ F : ε0 ≤ ∑N
n=1 ‖Xn − ϑ (un)ψ‖ ⇒ ε0 ≤ εk.

This is the classic delusion of Quantum Physics, which claims that its com-
putations are always checked with great accuracy. It always provides a result,
but we do not know if this is all the story.

The classification depends on the choice of the vector space F and the group
U. One guesses that more sophisticated experiments, in exotic conditions, lead
to account for new phenomena, which is done by enlarging F and U. It has been
the path followed by Particles Physics. The classification becomes more com-
plicated, new particles as well as new force fields are introduced. But this raises
some issues. The only force fields of which we have a sensible knowledge are
the EM and the gravitational fields, which are at the foundation of the concept
and of the theory of fields. Enlarge the group U to account for experimental
facts and pretend that the extension is the manifestation of “new” force fields is
an assumption consistent with the gauge theory, but is not the evidence of the
existence of separate, distinct, force fields. Actually the idea of a unified theory
of fields leads to the contrary. So we need to clarify the physical meaning of
the enlargement of the mathematical representation, which leads to look at the
idea of symmetry.

1.7 Symmetries

Symmetries are essential in Particles Physics, and their study requires a consis-
tent mathematical background.

1.7.1 Orbits and classes of conjugacy

Let x ∈ E be a variable representing some physical property of an object. The
value of x is measured with respect to a gauge given by a group G : there is an
action ϑ of G on E and ϑ (g) : E → E is a map which follows the usual rules.
The measure X of a variable x ∈ E changes with the gauge g as : X = ϑ (g) (x) .

The orbit of x ∈ E is the set O (x) = {ϑ (g) (x) , g ∈ G} . The relation of
equivalence on E : X ∼ Y ⇔ ∃g ∈ G : Y = ϑ (g) (X) ⇔ Y ∈ O (X) defines
a partition of E denoted E/G. In a gauge theory the orbits define the physical
objects which can be distinguished : the orbits of two distinct physical objects
must be disjointed.

We say that there is a symmetry at x = a if, for some values g ∈ S ⊂
G : ϑ (g) (a) = a. Obviously the set S is a subgroup of G, called the isotropy
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subgroup of G with respect to a : G (a) = {g ∈ G : ϑ (g) (a) = a} . It contains
at least g = 1 so it is never an empty set.

If x, y ∈ E belong to the same orbit, that is if ∃g ∈ G : y = ϑ (g) (x) , it is easy
to check that the isotropy subgroups of x, y are related : G (y) = g ·G (x) · g−1.
Conjugation is the operation on G : J : G→ G :: J (g) (h) = g ·h ·g−1, it defines
a partition of G in classes of conjugacy, denoted G/J. The classes of conjugacy
are an essential characteristic of the structure of a group.

From the result above : O (x) = O (y) ⇒ G (y) = J (G (x)) : if x, y ∈ E
belong to the same orbit in E, then G (x) , G (y) belong to the same class of
conjugacy in G. There is a bijection between the orbits, that is the sets E/G -
which define the physical objects which can be distinguished - and the classes
of conjugacy G/J of the gauge group. The power of discrimination of the
representation depends on the gauge group.

One useful tool to study the classes of conjugacy is the character. The
character of a geometric representation (E, f) of the group G is the map : G→
C :: χ (g) = Tr (f (g)) . The character depends only on the class of conjugacy of
g : χ (g) = χ

(
h · g · h−1

)
. If (E1, f1) , (E2, f2) are unitary representations of G

then the character of the sum of the representations is the sum of the characters,
and the character of the tensorial product of the representations is the product
of the characters.

1.7.2 Symmetries for elementary particles

In our model elementary particles and force fields are represented through a
gauge group U acting on a vector space F by ϑ.

Mathematics tell us that the Lie algebra T1U is the direct sum of finite
dimensional Lie subalgebras (T1U)

p
j=0 which are also ideals. The first Lie algebra

U0 corresponds to the radical, which can possibly be null, and the others are
ideals which, by the exponential, give normal subgroups Uj of U and U is the
product U = U0×U1×U2...×Up. The decomposition is unique, but there is no
simple rule to find it, and moreover, this mathematical feature by itself does not
imply that these subgroups Uj correspond to physical symmetries. Indeed the
group U is defined by the observer, adjusted to fit the experimental results, but
is somewhat arbitrary and the mathematical decomposition does not necessarily
corresponds to a significant physical feature.

In Physics a symmetry is always related to a change of standard : if one goes
from 1 to ϑ (g) one gets the same result. In the model above, the observable
is ψ and there is a symmetry if ϑ (u)ψ0 = ψ0, which occurs for some types of
particles and for some values of u. This feature is, strangely, called a “symmetry
breakdown” in Quantum Physics. The set U (ψ0) = {u ∈ U : ϑ (u)ψ0 = ψ0} is
the isotropy subgroup with respect to ψ0, and it does not necessarily coincides
with one of the subgroups Uj . The Lie algebra of U (ψ0) is a Lie subalgebra
of T1U, and the action of T ∈ T1U (ψ0) is null : ϑ′ (1) (T )ψ0 = 0 which is
equivalent to say that the charge of the particles with fundamental state ψ0 is
null with respect to the force fields represented by U (ψ0) . The orbits O (ψ0)
are, from an experimental point of view, at the foundation of the classification
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of particles. The orbits are not vector spaces and, by definition, the orbits of
two distinct types of particles are disjointed sets : if ∃u, u′ ∈ U : ϑ (u)ψk =
ϑ (u′)ψl ⇒ ψl = ϑ

(
u′−1u

)
ψk ⇒ O (ψl) ≡ O (ψk) . The orbits are in bijective

correspondence with the classes of conjugacy of U. So, for a given representation
(F, ϑ) of U the possible families of elementary particles are in correspondence
with the classes of conjugacy of U, and with the values of the character χ (g) .
However the mathematical possibilities do not correspond necessarily to physical
realizations (usually there is an infinite number of classes of conjugacy), even if
this leads some enthusiast Physicists to predict the existence of new particles.

The values of the charges depend on the units. In a GUT there should
be a unified set of units, and the charges are scalars defined up to a fixed
quantity. Each particle is characterized by a set of charges q1, ...qp, different for
two distinct types of particles. Some particles share the same value qj for some
type j of charge, this feature leads to define families of particles, and further to
distinguish specific force fields. Two particles with fundamental states ψk, ψl are
deemed identical with respect to a field represented by a group S if ψk, ψl belong
to the same orbit : ∃g ∈ S : ψl = ϑ (g)ψk ⇔ ψl ∈ OS (ψk) : their behavior is
the same under the action of u ∈ S, they have the same charge and belong to
the same family. Conversely the values u ∈ S can be seen as specific to a force
field, and the existence of different families as the evidence of the existence of
different force fields, which act independently on particles. Force fields are then
organized along the families of particles, that is the partition F/S. We could
expect that the partition F/S corresponding to the families of particles with
the same charges with respect to S, is coarser than F/U, but actually we have
the opposite :

OS (ψ0) = {ϑ (u)ψ0, u ∈ S} ⊂ OU (ψ0) = {ϑ (u)ψ0, u ∈ U}
the partition given by S is finer than the partition given by U.
The issue comes from the difference between a GUT, where it is assumed

that the group U and the space F are known from the beginning, and the
experimental path which proceeds by enlarging step by step the group and the
vector space : at each step n one specifies a group Un and a vector space Fn with
respect to which the fields u and the states ψ are estimated. Then a sensible
representation accounting for all the fields would be U = U1 × ... × Un and
F = F1 ⊕ ...⊕ Fn. But it would be unified in name only, and the difference has
a physical meaning : the force fields in the product U1 × ... × Un appear to be
independent, as if it was possible to produce the field Un without U1, which is
contrary to the experiments done.

To conciliate the assumption of the existence of a unified field, represented
by a group U acting on a unique vector space F , and the experimental evidences
of the existence of families of particles which have a similar behavior under some
value of the field, it is necessary to adjust the model. This can be done, in the
general framework, as follows.

We keep the representation of the state of each elementary particle by a
single vector ψk belonging to a unique vector space F , with the action ϑ of a
group U. The representation is unitary, there is a Hermitian scalar product on
F , and for each u ∈ U, the matrix [ϑ (u)] is unitary, then it is diagonalizable :
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[θ (u)] = [P (u)] [D (u)] [P (u)]
−1

with [P (u)]
−1

= [P (u)]
∗

Let us denote :
(λk (u))

p
k=1 the eigen values with their order of multiplicity mk.

Bk (u) the matrix deduced from [D (u)] by subtituting the eigen values λk
by 1, and by 0 the other terms

Ek (u) = [P (u)] [Bk (u)] [P (u)]
−1

then :
[θ (u)] =

∑
k λk (u) [Ek (u)]

[Ek] [El] = δklI,
∑

k [Ek] = I
ϑ (u) is the sum of the orthogonal projections on the eigen subspaces Sk (u).
If for some family the particles have the same behavior with respect to a field

represented by a subgroup Uk one can say that the state ψ0 of these particles
belong to a vector space Sk (u) common to the subgroup Uk. Or, equivalently,
ϑ is the sum of orthogonal projections on vector subspaces which are associated
to a type of charge and a type of field.

Which leads to the following assumptions :
i) There are N types of charges, which can be seen as corresponding to N

types of force fields.
ii) Each charge i = 1..in of the type n is represented by a vector φin ∈ F, the

null charge is represented by φinn = 0

iii) For each particle ψk =
∑N

n=1 φ
ik
n with a combination

(
φi11 , φ

i2
2 , ...φ

iN
N

)

specific for each particle
iv) Fn = Span

(
φin

)
i=1...in.

and the vector spaces Fn are orthogonal to each
other : ∀p, q = 1...N : Fp⊥Fq so that, with the orthogonal projection πn : F →
Fn the state of each particle is projected for the field n as : πn (ψ) = φikn

v) The representation of the field of type n is (Fn, ϑn) with the action
ϑn (u) (ψ) = ϑ (u)πn (ψ) , which gives an apparent action of the field

ϑ′ (1) (T )πn (ψ) = ϑ′ (1) (T )
(
φikn

)
.

ϑ (u) (ψk) =
∑N

n=1 ϑn (u) (ψ) =
∑N

n=1 ϑ (u)πn (ψk) =
∑N
n=1 ϑ (u)

(
φikn

)

The elements of U for which Fn is globally invariant by ϑ constitute a sub-
group Un of U, so we can say equivalently that the field of type n is represented
by the group Un. To be more precise :

The group U acts unitarily on F , it transforms, by ϑ (u) orthonormal basis
of F into orthonormal basis. So we can assume that SU (m) ⊂ U. If dimF =
p, dimFn = q, we take an orthonormal basis (ei)

q
i=1 of Fn, completed by p − q

vectors to give an orthonormal basis (ei)
p
i=1 of F. There is a unique matrix

J ⊂ SU (m) which transforms by ϑ the initial basis (εi)
p
i=1 into (ei)

p
i=1 : its

columns are just the components of the vectors ei.
The matrices which keep invariant (εi)

p
i=q+1 and transform the basis (εi)

p
i=1

in another orthonormal basis are of the form :

[M ] =

[
N 0
0 I

]

with any matrix N ∈ SU (q) . So the matrices [ϑ (u)] = [J ]−1 [M ] [J ] which
leave globally invariant Fn constitute a subgroup of U, isomorphic to SU (q) .
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The vector spaces Fn are not invariant under the action of the whole of U,
the representation (F, ϑ) is irreducible, as it was assumed.

Each apparent force fields corresponds to a “layer” of features, measured in
a set of experiments, and associated on one hand to a projection from F to a
vector subspace, according to the symmetries and the charges, and on the other
hand to the subgroup of U which preserves these symmetries.

The key to a GUT is then, not to try to find the “right” subgroups by
a pure mathematical analysis of a group U , but, starting from a group which
seems adequate and large enough, to define subgroups, isomorphic to the groups
usually associated to the different force fields, from the symmetries found with
the charges of the particles. This process is simpler, and actually closer to the
physical facts.

1.7.3 The radical and the EM field

In a group G the center is the set, which can be empty, of elements of G which
commute with all the elements of G. They belong to all the classes of conjugacy
so, in a physical gauge theory, they do not enable us to distinguish different
objects if this is done in the same representation, that is with the same vector
space F and action ϑ.

In a model based on a representation (F, ϑ) of U this is the radical T1U0 of
T1U , which can possibly be null, which has a special role. T1U = T1U0 ⊕ T1U
and only T1U = T1U/T1U0 is a semi simple Lie algebra, to which the general
results about root spaces decomposition hold. The radical has specific properties
: this is a subalgebra and an ideal such that some of its power (by the map ad) is
abelian - and the corresponding group is commutative. We will limit ourselves
to the case where T1U0 is itself abelian, because it is the most common2. Then
the group U0 is commutative. There is a comprehensive theory of commutative
groups and their representations (Maths.1821,1911).

The exponential map : exp : T1U0 → U0 is onto and its kernel is a discrete
subgroup of U0. There are p ≤ dim T1U0 linearly independent vectors Tj of T1U0

such that ker exp =
{
T =

∑p
j=1 zjTj, zj ∈ Z

}
so that ϑ (expT )ψ = ψ. Because

T1U0 is an ideal ∀g ∈ U can be written g = u0 ·u = expT ·u with T ∈ T1U0, u ∈
U. An experiment which differentiates the particles according to U0 keeps u = 1
and varies T = T1, ..., TN , the measures are then ψn = ϑ (expTn)ψ0. The states
of the particles show a periodic distribution.

The irreducible finite dimensional representations of an abelian group are
necessarily unidimensional : ϑ (u)ψ = λ (u)ψ with a fixed vector ψ, and a
scalar function λ (u) = exp (iκ (u)) with κ : U0 → (Rp,+) a morphism. If p = 1
then U0 = U (1) .

We cannot, in a unique representation, account for the fields which are rep-
resented by a commutative group such as U(1). However, for U(1), there are 3
possible, distinct, unitary irreducible representations :

2Notice that a Cartan algebra is abelian, but not an ideal, which implies that ∀X ∈ L0, Y ∈

L : [X, Y ] ∈ L0
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the standard representation : ψk = eiTψ0k which gives the action ϑ′ (1) (T )ψ0k =
iTψk

the contragredient representation : ψk = e−iTψ0k which gives the action
ϑ′ (1) (T )ψ0k = −iTψk

the trivial representation : ψk = ψ0k which gives the action ϑ′ (1) (T )ψ0k = 0
So the solution is practically to keep a single vector space F , associate U(1)

to the action ϑ1
(
eiT

)
(ψ0k) = eiqkTψ0k with qk = +1,−1, or 0, which represents

the charge of the particle. There are only 3 possible values for the charge, and
the neutral particles are not sensitive to the field.

We get back the usual representation of the EM field by the group U(1)
and the scalars are the electric charges. In this model the electric charge is
a universal constant. For composite particles the total charge is an integer
multiple of the elementary charge.

1.8 The Standard model

The Standard Model is only a part, but an important one, of Quantum Theory
of Fields. It is built in a common interpretation of Quantum Physics, but its
main features are in line with the picture that we have given previously, and
must be integrated in a GUT.

In the Standard Model there are 4 force fields which interact with particles
(the gravitational field is not included) :

- the electromagnetic field (EM)
- the weak interactions
- the strong interactions
- the Higgs field
and two classes of elementary particles, fermions and bosons, in distinct

families.

1.8.1 Geometry

The Standard Model is based on the Geometry of Special Relativity, and the
usual presentations are with the signature (1,3). For some strange reason Par-
ticle Physicists measure lengths in space with a definite negative metric. Thus
the metric is assumed to be constant. The standard for the observation of the
motion is an “inertial frame”, and a change of standard is given by the Poincaré
group. The Principle of Relativity imposes that the variables are equivariant
under the action of this group. The Poincaré group is a semi-group, which
entails complications in the computation of derivatives, and the Lorentz group
SO (1, 3) cannot fully account for the rotational motion, which requires the
introduction of the spin as an extra variable.

These limitations in the representation of the changes in the motion, which is
essential in the concept of force and momentum, seem alleviated in the common
picture of QM : particles have no precise location, any measure of a physical
quantity is given by an operator acting on a wave function. But the result
of the measure is an eigen value, meaning that it corresponds to a “constant”
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instantaneous motion. From a physical point of view the model cannot account
explicitly for the acceleration. These limitations are not crucial as the model is
used essentially to represent discontinuous processes, but they are in view of a
GUT.

1.8.2 Fermions

Generations
The matter particles, called fermions, are organized in 3 generations with, for

each one, 2 leptons and 2 quarks :
- First generation : quarks up and down; leptons : electron, neutrino.
- Second generation : quarks charm and strange; leptons : muon, muon

neutrino
- Third generation : quarks top and bottom; leptons : tau and tau neutrino
Their stability decreases with each generation, the first generation consti-

tutes the usual matter. Each type of particle is called a flavor.




Generation I II III
Quarks

u up c charm t top
mass (Mev/c2) 2.44 1.275 172.44
charge 2/3 2/3 2/3

d down s strange b bottom
mass (Mev/c2) 4.8 95 4.18
charge -1/3 -1/3 -1/3
Leptons

e electron µ muon τ tau
mass (Mev/c2) 0.511 105.67 1.7768
charge -1 -1 -1

νe electron nutrino νµ muon neutrino ντ tau neutrino
mass (Mev/c2) <2.2.10−6 <1.7 <15.5
charge 0 0 0




Fermions interact with the force fields, according to their charge, which are
- color (strong interactions) : each type of quark can have one of 3 different

colors (blue, green, red) and they are the only fermions which interact with the
strong field

- hypercharge (electroweak interaction) : all fermions have an hypercharge
(-2,-1,0,1,2) and interact with the weak field

- electric charge (electromagnetic interactions) : except the neutrinos all
fermions have an electric charge and interact with the electromagnetic field.
However the electric charge for the quarks is somewhat conventional because it
is built up from the electroweak charge and they cannot be observed directly.
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Each fermion (as it seems also true for the neutrinos) has a mass and interacts
also with the gravitational field.

Each fermion has an associated antiparticle, which is represented by conju-
gation of the particle. In the process the charge changes (color becomes anticolor
which are different, hypercharge takes the opposite sign), left handed spinors
are exchanged with right handed spinors, but the mass is the same.

Fermions of the same type in different generations differ only by their mass,
all the other features, such as the charges, involving the interactions with the
fields, are identical.

Over all we have 24 elementary particles, and 24 antiparticles :
3 generations of pairs of leptons : e, ν; leptons of the same flavor have the

same electroweak charge ;
3 generations of 6 quarks, differentiated by the flavor (u, d) and the color

(r, g, b) . Quarks of the same color, flavor and generation have the same mass;
quarks of the same flavor have the same electroweak charge.

Spinor part
The spinor comes from the Dirac’s equation, which is still a key component

of the Standard Model. At the early stages of Relativity Physicists extended
simply the definition of the momentum to a 4 dimensional vector : P = mU
with the 4 dimensional velocity : U = 1√

1− ‖v‖2

c2

(−→v + cε0) where ε0 is the time

vector associated to the observer. When
‖v‖ ≪ c : E = mc2 1√

1− ‖v‖2

c2

≃ 1
2m ‖v‖2 +mc2

it was then postulated that E represents the “energy” of the particle, mc2

its “energy at rest”. With these conventions the 4 dimensional relativist mo-
mentum P = 1√

1− ‖v‖2

c2

m−→v + E
c
ε0 is composed of a “relativist momentum”

pr =
1√

1− ‖v‖2

c2

m−→v and its 4th component is the energy.

In common QM a particle has no precise location, and its state is measured
through a wave function ψ. In a relativist picture ψ would follow some equa-
tion derived from E2 = c2 ‖−→p r‖2 +m2c4. Its “Quantization”, that is applying
the “minimal substitution rule”, the operation where mathematical symbols
are substituted to other symbols, E → i~ ∂

∂t
; prα → −i~∂α gives the Klein-

Gordon equation :
(
�+m2

)
ψ = 0 which provides wrong results. Dirac pro-

posed another equation, assuming that : E = A.pr +Bm the substitution gives
: i~∂ψ

∂t
= (Ai~∇+Bm)ψ. But one can check that this is possible only if ψ is

a vectorial quantity (and no longer a scalar function). Moreover to be Lorentz
equivariant A,B must be 4 × 4 complex matrices, built from a set of matrices
γ = (γj)j=0..3 meeting the relation : γiγj+γjγi = 2ηijI4 where [η] is the matrix

of the metric. The wave function ψ (t, ξ1, ξ2, ξ3) is then a vector, called spinor, be-
longing to a 4 dimensional complex vector space E. The Dirac’s equation reads :

i∂ψ
∂t

= −i∑3
α=1 γα

∂ψ
∂ξα

+mγ0ψ. It is usually written :
(
i
∑3
µ=0 γ

µ∂µ −m
)
ψ = 0
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with γµ = ηµµ [γ0] [γµ] , [γ0]
2
= 1 and can be seen as a propagation equation for

ψ or as a substitute for the Schrödinger equation. Its eigen values correspond
to the energy. Its eigen vectors, which provide a basis for observable quantities,
correspond to “plane waves”. The existence of solutions with negative energy
leads to antiparticles. The proof of their existence has not closed the issue of
the interpretation of these solutions, the most common being that antiparticles
are “holes” in a sea of virtual particles, and that they moved backwards in time.

The spin is represented by a quantum number (spin up or down) which is
added to the representation.

ρ = ψ (t, x)
∗
ψ (t, x) gives the probability to find the particle at (t, x) . Then

the Dirac’s currents ja = ψ
t
γaψ gives the probability to find the particle in

ξa, a = 1, 2, 3 and the solutions of the Dirac’s equation meet the continuity
equation : ∂ρ

∂t
+
∑3
α=1

∂jα
∂ξα

= 0
By itself the spinor does not involve any motion of a particle, or of its

momentum. As all other observables these quantities are operators, which are
obtained from the fields equations by Fourier decomposition or path integrals
of the Spinor functions.

It happens that an algebra of 4×4 complex matrices generated by 4 matrices
(γj)

3
j=0 meeting γiγj + γjγi = 2ηijI4 is a representation of the Clifford algebra

Cl (1, 3) , through its complexified C⊗Cl (1, 3) . The matrices γ usually chosen,
with the signature (1, 3) , are :

γ0 =

[
σ0 0
0 −σ0

]
, γj =

[
0 σj

−σj 0

]
for j = 1, 2, 3

with the Dirac’s matrices. Spinors are then vectors of a 4 dimensional com-
plex vector space E, such that (E, γ) is a complex representation of the Clifford
algebra Cl (3, 1) . Spinors are equivariant under the action of Spin(3, 1), and
then of the Lorentz group, but the group itself does not play any further role
in the model. From a mathematical point of view spinors belong to a vectorial
bundle on the Minkovski space.

Each elementary particle is associated to a different spinor ψk, which are
4× 1 matrices of complex valued functions defined on the Minkovski space.

The spinors do not represent the inertial mass, which are independent vari-
ables, with which the spinor should be multiplied.

There is a scalar product on the vector space E, given by the matrix γ0,
which is invariant by Spin(1, 3).

Antiparticles
According to the CPT conservation principle in a “time inversion” particles

transform in anti-particles, and as a consequence the spinors ψck of antiparticles

are related to the spinor of the particle ψk by : ψck = −iγ2
(
(ψk)

)

Chirality
Elementary particles have a feature called “chirality” : they can be left handed

or right handed. In the Clifford algebra Cl (C, 4) there is an element ω such
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that
[
γ
(
ω2

)]
= [γ (ω)]

2
= I4 and it induces a decomposition of any spinor in a

left and right part :
ψR = 1

2 (ψ + γ (ω)ψ) , ψL = 1
2 (ψ − γ (ω)ψ) called Dirac’s chiral spinors

(which are 4× 1 matrices)
E = ER ⊕ EL
It appears that the weak field acts only on the left part of the spinors, so that

actually in the Standard Model the state of particles are represented through
ψR, ψL, which are 4× 1 matrices.

Multiplets
Fermions are regrouped in “multiplets”, which are sub-families of particles

whose behavior is similar in discontinuous processes. Inside the same gener-
ation, electrons and neutrinos can change in each other in weak interactions,
meanwhile the quarks (u, d) of different colors stay together in strong interac-
tions. So leptons (e, ν) constitute a doublet, and the quarks u (red,blue,green),
d (red,blue,green) constitute 2 triplets. Accounting for chirality, the correspond-
ing mathematical objects (one object for each generation) are :

Singlets :[
ψRe

]
4×1

,
[
ψRν

]
4×1

, representing the right part of the electron and neutrino[
ψRu

]
4×3

,
[
ψRd

]
4×3

representing the right part of the quarks u and d
doublet :[
ψLe
ψLν

]

8×1

, with
[
ψLe

]
4×1

,
[
ψLν

]
4×1

representing the left part of the electron

and the neutrino
triplets :[
ψLu
ψLd

]

12×3

, with
[
ψLu

]
4×3

,
[
ψLd

]
4×3

representing the left part of the quarks

u and d

1.8.3 Action of the force fields

The force fields act on the state of particles, that is the spinor, through a
connection, and the field is represented by the potential. In the Standard Model
potentials are bosons, but from a mathematical point of view this does not
matter. The group is U = U (1) × SU (2) × SU (3) , with U (1) associated to
the electromagnetic field, U (1)×SU (2) associated to the electroweak field, and
SU (3) to the strong field. The EM field acts on all particles, the electro-weak
field acts on doublets of left handed leptons and quarks, the strong field acts on
triplets of quarks. However there are several issues, theoretical and practical. If
the model is based on a gauge field, there is no principal bundle associated to the
groups, (E, γ) is a representation of Cl (C, 4) and has no explicit relation with
U . The fundamental representations of U (1) , SU (2) , SU (3) which are involved
are the standard representations : to each vector of the basis of the Lie algebras
is associated a matrix, proportional to the 3 2×2 Dirac’s matrices for SU(2) and
8 3×3 Gell Mann matrices for SU (3) , which act as such on column matrices. So

34



an adjustment in the dimensions is necessary, done through Kronecker products
and cross diagonal matrices.

Moreover there are coupling constant, which are necessary for mathematical
reasons (the matrices used are Hermitian and not skew Hermitian as they should
be), historical reasons, and also because of the mix EM / weak fields.

The Dirac’s operator
The Standard Model does not acknowledge trajectories so the covariant deriva-

tive ∇V ψ is replaced by the Dirac’s operator, which is a differential operator
which can be defined in a general mathematical context (Th.Ph.p.260). It sums
to take the average value of the covariant derivative along the 4 directions ∂ξµ :

Dψ =
∑3

µ=0 γ (dξ
µ) [∇µψ]

The interactions term are then 〈ψ,Dψ〉 = [ψ]
∗
[γ0] [Dψ] with the adjustments

necessary to account for the splitting of the vectors in multiplets.

1.8.4 Bosons

The potentials are assumed to behave like particles, and possibly have a mass
and a charge, but there is no term to account for them, other than the interaction
with the fermions, their propagation, and the Higgs mechanism.

There are :
- 8 gluons linked to the strong interactions : they have no electric charge

but each of them carries a color and an anticolor, and are massless. They are
their own antiparticles.

- 3 bosons W j linked with the electroweak field, which carry weak hyper-
charge and have a mass.

- 1 boson B, specific to the electromagnetic field, which carries a hypercharge
and a mass.

- 1 Higgs boson, which has two bonded components, is its own antiparticle
and has a mass but no charge or color

The bosons W,B combine to give the photon, the neutral boson Z and
the charged bosons W±. The photon and Z are their antiparticle, W± are the
antiparticle of each other. So in the Standard Model photons are not elementary
particles (at least when electroweak interactions are considered).

The propagation of the fields is modeled through the strength of the fields,

defined as indicated previously : Fa
αβ = ∂αÀ

a
β−∂βÀaα+

[
Àα, Àβ

]a
, all variables

being valued in the Lie algebras, with coupling constants. There is a scalar
product, for 2 forms valued in the Lie algebras, and in the Lagrangian the
terms for the propagation of the fields are just 〈F ,F〉 .

So, meanwhile the boson can be seen as the value of the potential at the
location of the particle, the propagation is actually treated in a classic manner,
with continuous variables Àaβ defined everywhere.
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1.8.5 Masses and the Higgs mechanism

Because of the introduction of multiplets and the combination of the EM and
weak field, the masses of fermions do not appear as multipliers of the spinors
as could be expected, but in separate terms of the Lagrangian, modeling the
action of the Higgs field, in a complicated way, with additional parameters.

The introduction of the Higgs mechanism, interpreted as a 5th field and
the “polarization of the vacuum”, is primarily motivated by the mathemati-
cal inconsistencies coming from the formulation of the Lagrangian. To respect
equivariance the potentials (whatever their denomination) should “factor” in
the covariant derivatives. Because it is replaced by the Dirac’s operator they
are left alone (in the bosons), and the equivariance is broken if the bosons have
a mass. Because the spinors are expressed in multiplets, to be equivariant, the
masses of the fermions of each multiplet should be equal.

1.8.6 Composite particles

Elementary particles can be combined together to give other particles, which
have mass, spin, charge,... and behave as a single particle. Quarks cannot be
observed individually and group together to form hadrons : a meson (a quark
and an anti-quark with opposite color) or a baryon (3 quarks) : a proton is
composed of 3 quarks udd and a neutron of 3 quarks uud. A particle can
transform itself into another one, it can also disintegrate in other particles, and
conversely particles can be created in discontinuous processes, notably through
collisions. The weak interaction is the only field which can change the flavor in a
spontaneous, discontinuous, process, and is responsible for natural radioactivity.
The decays of particles can then be studied through the equivalence of tensorial
representations into some of simpler representations.

1.8.7 Requirements and assumptions of the GUT model

A GUT model must account for the experimental facts as they appear in the
Standard Model. They lead to the following assumptions.

1) We have a n dimensional complex vector space F endowed with a Her-
mitian scalar product and a unitary representation (F, ϑ) of the m dimensional
Lie group U

(κa)
m
a=1 a basis of T1U

a Hermitian scalar product on F , which is preserved by ϑ : 〈ϑ (u)ψ1, ϑ (u)ψ2〉 =
〈ψ1, ψ2〉

⇒ 〈ϑ′ (1) (T )ψ, ψ〉 = −〈ψ, ϑ′ (1) (T )ψ, ψ〉 : we take as Lagrangian
Lp =

1
i
〈ψ, ϑ′ (1) (T )ψ〉

The charges are then : Qa (ψ) =
1
i
〈ψ, ϑ′ (1) (κa) (ψ)〉 = 1

i
[ψ]

∗
[ϑa] [ψ] which

implies that the charges are real

2) Antiparticles are represented in the contragredient representation
(
F, (ϑ)

)
.

The conjugate (ϑ) of the map ϑ is defined by (ϑ) (u) (ψ) = (ϑ (u)) (ψ) so this
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is equivalent to represent the state ψc of the antiparticle associated to ψ by its
conjugate. Then :

Qa (ψ
c) = 1

i
[ψc]

∗
[ϑa] [ψ

c] = 1
i
[ψ]

t
[ϑa] [ψ] =

(
1
i
[ψ]

t
[ϑa] [ψ]

)t
= 1

i
[ψ]

∗
[ϑa]

t
[ψ] =

− 1
i
[ψ]

∗
[ϑa] [ψ] = −Qa (ψ)

because [ϑa] is skew-symmetric.
3) The force fields associated to commutative groups must be treated in a

distinct representation. The only identified case is the EM field associated to
U(1), the electric charge is a distinct feature, and we have seen above how to
deal with it.

4) So, in the core of the model we are concerned only with particles, distin-
guished by the apparent action of the gravitational, weak and strong fields in 3
layers, along which are organized the known fermions.

In the standard model left and right parts are represented by distinct spinors.
We have in one generation a = 1, 2, 3 :

2 electrons right and left :eaR, e
a
L

2 neutrinos right and left : νaR, ν
a
L

6 quarks u right and left :
(
uaRb, u

a
Rg, u

a
Rr

)
,
(
uaLb, u

a
Lg, u

a
Lr

)

6 quarks d right and left :
(
daRb, d

a
Rg, d

a
Rr

)
,
(
daLb, d

a
Lg, d

a
Lr

)

4a) The gravitational field leads to a first projection for a = 1, 2, 3
πG (eaL) = πG (eaR) = ea

πG (νaL) = πG (νaR) = νa

πG (uaRb) = πG
(
uaRg

)
= πG (uaRr) = πG (uaLb) = πG

(
uaLg

)
= πG (uaLr) = ua

πG (daRb) = πG
(
daRg

)
= πG (daRr) = πG (daLb) = πG

(
daLg

)
= πG (daLr) = da

that is 12 distinct vectors, upon which acts u by ϑ (u)πG (ψ) and this action
is equivalent to Spin (3, 1) acting on the vector subspace FG = Span {ea, νa, ua, da, a = 1, 2, 3}

4b) The weak field leads to a second projection
The vectors eaR, ν

a
R, u

a
Rb, u

a
Rg, u

a
Rr, d

a
Rb, d

a
Rg, d

a
Rr are invariant by a subgroup

UW of U

Moreover
(
uaLb, u

a
Lg, u

a
Lr

)3
a=1

are projected as a vector uL,
(
daLb, d

a
Lg, d

a
Lr

)3
a=1

are projected as a vector dL
The subgroupUW of U isomorphic to SU (2) acts on the vectors eaL, ν

a
L, uL, dL

We can assume that there is a projection :
πW (eaR) , πW (νaR) , πW (uaRb) , πW

(
uaRg

)
, πW (uaRr) , πW (daRb) , πW

(
daRg

)
, πW (daRr) =

0
πW (uaLb) = πW

(
uaLg

)
= πW (uaLr) = uL

πW (daLb) = πW
(
daLg

)
= πW (daLr) = dL

The action of ϑ (u)πW is equivalent at SU (2)

4c) The strong field leads to a third projection.
The vectors eaR, e

a
L, ν

a
R, ν

a
L are invariant by a subgroup US of U

The vectors u1Rb, u
2
Rb, u

3
Rb are projected as a vector uRb,the vectors u

1
Rg, u

2
Rg, u

3
Rg

are projected as a vector uRg, the vectors u1Rr, u
2
Rr, u

3
Rr are projected as a
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vector uRr, the vectors u1Lb, u
2
Lb, u

3
Lb are projected as a vector uLb,the vectors

u1Lg, u
2
Lg, u

3
Lg are projected as a vector uLg, the vectors u1Lr, u

2
Lr, u

3
Lr are pro-

jected as a vector uLr,
The vectors d1Rb, d

2
Rb, d

3
Rb are projected as a vector dRb,the vectors d

1
Rg, d

2
Rg, d

3
Rg

are projected as a vector dRg , the vectors d1Rr, d
2
Rr, d

3
Rr are projected as a

vector dRr, the vectors d1Lb, d
2
Lb, d

3
Lb are projected as a vector dLb,the vectors

d1Lg, d
2
Lg, d

3
Lg are projected as a vector dLg, the vectors d1Lr, d

2
Lr, d

3
Lr are pro-

jected as a vector dLr.
We can assume that there is a projection πS which accounts for these results.

The action of ϑ (u)πS is equivalent at SU (3)

5) All together the states of the 48 particles are defined by :
12 vectors (ea, νa, ua, da) such that
πG (ea) = ea, πG (νa) = νa, πG (ua) = ua, πW (da) = da

πW (ea) = πW (νa) = πW (ua) = πW (da) = 0
πS (ea) = πS (ν

a) = πS (u
a) = πS (d

a) = 0
4 vectors (eL, νL, uL, dL) such that
πG (eL) = eL, πG (νL) = νL, πG (uL) = uL, πW (dL) = dL
πW (eL) = πW (νL) = πW (uL) = πW (dL) = 0
πS (eL) = πS (νL) = πS (uL) = πS (dL) = 0
4 vectors (eR, νR, uR, dR) such that
πG (eR) = πG (νR) = πG (uR) = πW (dR) = 0
πW (eR) = πW (νR) = πW (uR) = πW (dR) = 0
πS (eR) = πS (νR) = πS (uR) = πS (dR) = 0
3 vectors (qr, qb, qr) such that
πG (qb) = πG (qg) = πG (qr) = 0
πW (qb) = πW (qg) = πW (qr) = 0
πS (qb) = qb, πS (qg) = qg, πq (qr) = qr
With orthogonal projections :
πG : V → Span (F a, νa, ua, da) = FG,
πW : V → Span (FL, νL, uL, dL) = FL
πS : V → Span (qr, qb, qr) = Fq
FR = Span (FR, νR, uR, dR)
FG⊥FL, FG⊥Fq, FL⊥Fq, FR⊥FG, FR⊥FL, FR⊥Fq
The Left and right hand part, defined in an even dimensional Clifford algebra

are orthogonal, so FR⊥FL.
(FG, ϑ ◦ πG) is equivalent to an irreducible representation of Spin(3, 1)
(FW , ϑ ◦ πW ) is equivalent to an irreducible representation of SU(2)
(FS , ϑ ◦ πS) is equivalent to an irreducible representation of SU(3)
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2 THE GROUP U

The specification of the group U is of course essential. From the previous results
we have some hints.

1) The first, and main features are linked to the motion and kinetic energy.
We have already a strong model, based on spinors and the Spin group, which
come both from the Clifford algebra Cl (3, 1) . In the Standard Model Spinors -
even if this is not explicit - come from a representation of Cl (1, 3) . The tetrad
at each point defines a copy of the Clifford algebra so, as a standard, it has a
physical ground.

2) The groups U (1) , SU (2) , SU (3) involve a complex structure. Any prac-
tical Lagrangian is based on a Hermitian product. The representation is unitary.
All these elements lead to consider a complex structure, and any real Clifford
algebra can be complexified.

3) The action of the weak field depends on the chirality, which is a specific
feature defined through the Clifford algebra Cl (C, 4).

4) Clifford algebras are rich mathematical structures, which contain them-
selves many subgroups : indeed Cl (C, 4) incorporates obviously U (1) and
SU (2) ∼ Spin (3) , as well as Spin (3, 1) . A, non exhaustive, list of groups
in a Clifford algebra can be found in Shirokov.

5) The groups are a necessary component of the representation, however the
fields are themselves valued in the Lie algebra. It is natural to want that, at each
pointm, the groups and their Lie algebras are defined in the same mathematical
object. The Lie algebras of groups defined from a Clifford Algebra belong to
the Clifford Algebra : we have a single structure, with many properties, which
contains everything.

So our leading assumption is that the force fields can be represented as a
group defined on Cl (C, 4) acting itself on Cl (C, 4) .

Clifford algebras have become common with their use in engineering and the
conception of software but it is useful to remind their basic properties, and I
will introduce some results which are new in Mathematics.

2.1 General properties of Clifford algebras

A Clifford algebra is defined by introducing, in a n dimensional vector space
F on a field K = R,C, endowed with a bilinear symmetric form 〈〉 , a new
operation : the product between vectors, denoted ·, with a specific property :

∀u, v ∈ F : u · v + v · u = 2 〈u, v〉
A Clifford algebra is 2n dimensional, it contains the scalars K, the vectors

of F , the product of vectors of F (called homogeneous elements) and the sum
of homogeneous elements.

All real Clifford algebras with a form with the same signature (p, q) are
isomorphic. All complex Clifford algebras of the same dimension are isomorphic.

Cl (C, 4) corresponds to C4 with the form

39



〈X,Y 〉 = ∑4
k=1XkYk ⇔ 〈εj , εk〉 = δjk

Cl (3, 1) corresponds to R4 with the form

〈X,Y 〉 = ∑3
k=0XkYk −X0Y0 ⇔ 〈εj , εk〉 = ηjk, η00 = −1

Cl (1, 3) corresponds to R
4 with the form

〈X,Y 〉 = X0Y0 −
∑3
k=0XkYk ⇔ 〈εj , εk〉 = ηjk, η00 = +1, ηjj = −1

Cl (3, 1) , Cl (1, 3) are not isomorphic.

2.1.1 Basis

A Clifford algebra is a 2n dimensional vector space, and it is convenient to use
bases defined by the ordered product of vectors εj of an orthonormal basis of F
:

Eα = Ei1...ip = εi1 · εi2 ...εip , i1 < i2... < ip

with the vector E0 = 1 to account for the scalars, so that :
Z = A+

∑
Zi1...ipEi1...ip

The scalar component A is denoted 〈Z〉 = A
A Clifford algebra is a finite dimensional Banach vector space, and the prod-

uct · can be expressed as a bilinear map.
It is convenient to use in the algebras Cl (C, 4) , Cl (3, 1) , Cl (1, 3) the basis

:
Z = a+ v0ε0 + v1ε1 + v2ε2 + v3ε3 + w1ε0 · ε1 + w2ε0 · ε2 + w3ε0 · ε3
+r1ε3 · ε2 + r2ε1 · ε3 + r3ε2 · ε1
+x0ε1 · ε2 · ε3 + x1ε0 · ε3 · ε2 + x2ε0 · ε1 · ε3 + x3ε0 · ε2 · ε1 + bε0 · ε1 · ε2 · ε3
and to represent a vector by the notations :
Z = (a, v0, v, w, r, x0, x, b) in Cl (C, 4)
Z = [a, v0, v, w, r, x0, x, b] in Cl (3, 1) , Cl (1, 3)
with the 4 scalars a, v0, x0, b and the 4 vectors v, w, r, x ∈ C3 or R3.

2.1.2 Product

From the basic property of the product, for any orthogonal vectors of F : u ·v+
v · u = 0 but the antisymmetry does not hold for other vectors of the Clifford
algebra. For the vectors of the orthonormal basis of F :

εj · εk + εk · εj = 2 〈εj , εk〉 = 2ηjk

with the matrix [η]F of the symmetric form on F .
As a consequence the product of 2 vectors of an orthonormal basis of the

Clifford algebra is : Eα · Eβ = ǫ (α, β)Eγ where Eγ is another vector of the
basis, and ǫ (α, β) = ±1 depends on both α, β and their order (it is usually not
antisymmetric).

Z = X · Y =
∑

α,βXαYβEα · Eβ =
∑
γ

(∑
α,β ǫ (α, β)XαYβ

)
Eγ

In a Clifford algebras some elements are invertible for the internal product.
The set GCl of invertible elements is a Lie group.

To each element of the Clifford algebra is associated a linear map :
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πL : Cl → L (Cl;Cl) :: πL (X) (Y ) = X · Y
and in an orthonormal basis πL (X) is represented by a 2n × 2n matrix :

πL (X) [Y ] = [X · Y ] =
∑

αβ [πL (X)]
α
β [Y ]

β
Eα

The matrices πL (X) are such that each line is a different permutation of the
components of X , with a sign ±1, and similarly for the columns.

The map πL is an algebra isomorphism : πL : Cl → L (Cl;Cl)

πL (X · Y ) = πL (X) ◦ πL (Y ) ;πL
(
X−1

)
= [πL (X)]

−1
;πL (1) = I2n

Similarly we have :
πR : Cl → L (Cl;Cl) :: πR (Y ) (X) = X · Y
πR (Y ) [X ] = [X · Y ]

πR (Y · Z) = πR (Z)πR (Y ) ;πR
(
Y −1

)
= πR (Y )

−1

πL (X) ◦ πR (X) (Z) = πR (X) ◦ πL (X) (Z) = X · Z ·X

The product is then in Cl (C, 4) :
(a, v0, v, w, r, x0, x, b) · (a′, v′0, v′, w′, r′, x′0, x

′, b′) = (A, V0, V,W,R,X0, X,B)
A = aa′ + v0v

′
0 + vtv′ − wtw′ − rtr′ − x′0x0 − xtx′ + bb′

V0 = av′0 + v0a
′ − vtw′ + wtv′ − rtx′ − xtr′ + x0b

′ − bx′0
V = av′ + a′v + v0w

′ − v′0w + x′0r + x0r
′ + b′x − bx′ + j (v) r′ + j (r) v′ −

j (w) x′ + j (x)w′

W = aw′ + a′w + v0v
′ − v′0v + b′r + br′ + x′0x − x0x

′ − j (v) x′ + j (w) r′ +
j (r)w′ + j (x) v′

R = ar′ + a′r − x′0v − x0v
′ + b′w + bw′ + v′0x + v0x

′ − j (v) v′ + j (w)w′ +
j (r) r′ + j (x) x′

X0 = ax′0 + a′x0 + v0b
′ − bv′0 − vtr′ − rtv′ + wtx′ − xtw′

X = ax′ + a′x + b′v − bv′ − x′0w + x0w
′ + v0r

′ + v′0r + j (v)w′ − j (w) v′ +
j (r) x′ + j (x) r′

B = ab′ + a′b+ v0x
′
0 − v′0x0 + vtx′ − xtv′ − wtr′ − rtw′

with the operator j : C3 → L (C, 3) :

j (z) =




0 −z3 z2
z3 0 −z1
−z2 z1 0




which has many algebraic properties and is very convenient in computations.
In particular :

j (x) y = −j (y)x
[j (x)]

t
= [j (−x)]

j (x) j (y) = yxt − ytx

2.1.3 Involutions

Homogeneous elements are elements which can be written as the product of
vectors of the underlying vector space Z = X1 ·X2... ·Xp. On these elements we
have 2 operations, which are extended by linearity to the sum of homogeneous
elements, that is to the whole of the Clifford algebra..
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Graded involution
The principal involution ı : Cl → Cl is the extension to the Clifford algebra of

the operation on F : εj → −εj , so that the homogeneous elements of rank even
do not change sign, and the homogeneous elements of rank odd change sign.
The principal involution is an algebra automorphism (ı (X · Y ) = ı (X) · ı (Y )),
it leads to distinguish 2 vector subspaces ı (Z) = ±Z and any Clifford algebra
is the sum Cl = Cl0 ⊕Cl1 of a Clifford subalgebra Cl0 such that ı (Z) = Z and
a vector subspace Cl1 : ı (Z) = −Z.

In Cl (C, 4) :

ı (a, v0, v, w, r, x0, x, b) = (a,−v0,−v, w, r,−x0,−x, b)
Cl0 = {(a, 0, 0, w, r, 0, 0, b)}
Cl1 = {(0, v0, v, 0, 0, x0, x, 0)}

Transposition
Transposition is the operation which reverses the order of the product : Zt =

Xp ·Xp−1... ·X1 = (−1)
1
2 p(p−1)

X1 ·X2... ·Xp.
It is not an automorphism.
In Cl (C, 4) :

(a, v0, v, w, r, x0, x, b)
t
= (a, v0, v,−w,−r,−x0,−x, b)

The symmetric elements are ClS = (a, v0, v, 0, 0, 0, 0, b) , and the antisym-
metric ClA = (0, 0, 0, w, r, x0, x, 0)

Transposition acts by a diagonal matrix DT on the components : [Zt] =
[DT ] [Z] , from which one deduces a relation between the matrices πL, πR :

[πR (Y )] = [DT ]
[
πL

(
Y t

)]
[DT ]

A homogeneous element Z is invertible iff its scalar product 〈Z,Z〉 6= 0. Its
inverse is then :Z−1 = 1

〈Z,Z〉Z
t

Using these 2 involutions one can decompose any Clifford algebra in sub-
spaces of quaternionic type :

[Cls] = ⊕k=s(mod4)

{
ı (Z) = (−1)s Z; (Z)t = (−1)

1
2 s(s−1) Z

}
, s = 0..4

Chirality
The ordered product of all the vectors of a basis of F : Z = ε1 · ε2...εn, does

not depend on the choice of a basis and has specific properties. On Cl (C, 4)
ω = ε0 ·ε1 ·ε2 ·ε3 is such that ω2 = 1, ω = ωt. It decomposes the Clifford algebra
in a right and left part Cl = ClR ⊕ ClL :

ClR =
{
Z = 1

2 (Z + ω · Z)
}
= {Z : ω · Z = Z}

ClL =
{
Z = 1

2 (Z − ω · Z)
}
= {Z : ω · Z = −Z}

ClR is a sub Clifford algebra and an ideal : ∀Z ∈ ClR;Z
′ ∈ Cl : Z ·Z ′ ∈ ClR

[ClR, ClR] ⊂ ClR, [ClL, ClL] ⊂ ClR
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But Z ∈ ClR, ClL are never invertible : ω · g = ǫg ⇔ ω · g · g−1 = ǫ = ω
In Cl (C, 4) :

ClR = {Z : (a, v0, v, w, w,−v0,−v, a)} ;ClL = {Z : (a, v0, v, w,−w, v0, v,−a)}

2.1.4 Scalar product

There is a scalar product on the Clifford algebra defined by extension from
homogeneous elements :

〈X1 ·X2...Xp, Y1 · Y2...Yq〉 = δpq 〈X1, Y1〉 ... 〈Xp, Yp〉
such that a basis is orthonormal.
In an orthonormal basis :
Z = A+

∑
Zi1...ipEi1...ip

〈Z,Z ′〉 = AA′ +
∑
Zi1...ipZ

′
i1...ip

〈
Ei1...ip , Ei1...ip

〉

In Cl (C, 4) :

〈Z,Z ′〉 = aa′ + v0v
′
0 + vtv′ + wtw′ + rtr′ + x0x

′
0 + xtx+ bb′

In Cl (1, 3) :

〈Z,Z ′〉 = aa′ + v0v
′
0 − vtv′ + wtw′ − rtr′ − x0x

′
0 + xtx+ bb′

For homogeneous elements : 〈Z · Z ′, Z · Z ′〉 = 〈Z,Z〉 〈Z ′, Z ′〉
The scalar component of the product Z · Z ′ is related to the the scalar

product 〈Z,Z ′〉 . In any Clifford algebra :

〈X,Y 〉 =
〈
Xt · Y

〉

As a consequence :
〈Eα, Eβ〉 = 〈Etα · Eβ〉 = [η]

α
β

∀X,Y, Z : 〈X · Y, Z〉 = 〈Y,Xt · Z〉 , 〈Y ·X,Z〉 = 〈Y, Z ·Xt〉
Transpose and the graded involution preserve the scalar product.
〈Xt, Y t〉 = 〈X,Y 〉 ; 〈ı (X) , ı (Y )〉 = 〈X,Y 〉

2.1.5 Transpose of matrices

From these results we have a useful relation between the matrix [πL (X)] and
its transpose :

[πL (Xt)] = [η] [πL (X)]t [η]

[πR (X)]
t
= [η] [πR (Xt)] [η]

[πR (X)] = [DT ] [η] [πL (X)]
t
[η] [DT ]

where [η] is the diagonal matrix of the scalar product.
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Proof. [X · Y ] =
∑
αβ [πL (X)]

α
β [Y ]

β
Eα ⇒ [X · Eβ ] =

∑
α [πL (X)]

α
β Eα ⇒

〈X ·Eβ , Eα〉 = [η]
α
α [πL (X)]

α
β =

〈
X,Eα ·Etβ

〉
= [DT ]

β
β 〈X,Eα · Eβ〉

using 〈Y ·X,Z〉 = 〈Y, Z ·Xt〉 , Etβ = [DT ]
β
β Eβ

[πL (X)]
α
β = [η]

α
α [DT ]

β
β 〈X,Eα · Eβ〉

[πL (X)]
β
α = [η]

β
β [DT ]

α
α 〈X,Eβ ·Eα〉

Eα · Eβ = ǫ (α, β)Eγ with a unique γ and ǫ (α, β) = ±1

(Eα ·Eβ)t = Etβ ·Etα = ǫ (α, β)Etγ = [DT ]
β
β [DT ]

α
αEβ ·Eα = [DT ]

γ
γ ǫ (α, β)Eγ =

[DT ]
γ
γ Eα · Eβ
Eβ ·Eα = [DT ]

β
β [DT ]

α
α [DT ]

γ
γ Eα·Eβ = ǫ (β, α)Eγ = [DT ]

β
β [DT ]

α
α [DT ]

γ
γ ǫ (α, β)Eγ

ǫ (β, α) = [DT ]
β
β [DT ]

α
α [DT ]

γ
γ ǫ (α, β)

[πL (X)]βα = [η]ββ [DT ]
α
α [DT ]

β
β [DT ]

α
α [DT ]

γ
γ 〈X,Eα ·Eβ〉

= [η]
β
β [DT ]

α
α [DT ]

β
β [DT ]

α
α [DT ]

γ
γ [η]

α
α [DT ]

β
β [πL (X)]

α
β

= [η]
α
α [η]

β
β [DT ]

γ
γ [πL (X)]

α
β

[πL (Xt)]
α

β = [η]
α
α [DT ]

β
β 〈Xt, Eα · Eβ〉 = [η]

α
α [DT ]

β
β

〈
X, (Eα ·Eβ)t

〉

= [η]αα [DT ]
β
β

〈
X, [DT ]

γ
γ Eα · Eβ

〉
using 〈Xt, Y t〉 = 〈X,Y 〉

[πL (Xt)]
α

β = [η]
α
α [DT ]

β
β [DT ]

γ
γ 〈X,Eα · Eβ〉 = [DT ]

γ
γ [πL (X)]

α
β

= [η]αα [η]
β
β [πL (X)]βα

that we can write : [πL (Xt)] = [η] [πL (X)]t [η]
[πR (X)] = [DT ] [πL (Xt)] [DT ] = [DT ] [η] [πL (X)]

t
[η] [DT ]

[πR (X)]
t
= [DT ] [η] [πL (X)] [η] [DT ] = [η] [DT ] [πL (X)] [DT ] [η] = [η] [πR (Xt)] [η]

In Cl (C, 4) :

[
πL

(
Zt

)]
= [πL (Z)]

t
;
[
πR

(
Zt

)]
= [πR (Z)]

t

2.1.6 Morphisms

Definition
A morphism between 2 sets endowed with the same algebraic structure is

a map Φ which preserves all the operations. For two algebras this is a linear
map such that Φ (X · Y ) = Φ (X) · Φ (Y ) . For Clifford algebras, because of the
additional relation 2 〈u, v〉 = u · v+ v ·u morphisms (that we will called Clifford
morphisms) require additional properties. We have 3 main theorems :

i) An algebra morphism between the Clifford algebrasCl (F1, 〈〉1) , Cl (F2, 〈〉2)
on the same field is a Clifford morphism iff it preserves the scalar product :
〈Φ (Z) ,Φ (Z ′)〉2 = 〈Z,Z ′〉1 .

ii) Any linear map ϕ : F1 → F2 between vector spaces on the same field
which preserves the scalar product can be extended to a Clifford morphism
Φ : Cl (F1, 〈〉1) → Cl (F2, 〈〉2)
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iii) If a linear map : ϕ : F1 → Cl (F2, 〈〉2) is such that ∀u, v ∈ F1 : ϕ (u) ·
ϕ (v) + ϕ (v) · ϕ (u) = 2 〈ϕ (u) , ϕ (v)〉2 then there is a unique morphism Φ :
Cl (F1, 〈〉1) → Cl (F2, 〈〉2) such that ϕ = Φ ◦ ı where ı : F1 → Cl (F1, 〈〉1) is the
canonical injection.

These results show that all the Clifford algebras, on a vector space of same
dimension and same field, endowed with a scalar product of same signature, are
isomorphic.

Consider a change of orthonormal basis defined by a linear map ϕ on a
Clifford algebra Cl (F, 〈〉) , considered as a vector space : ϕ (Eα) = Ẽα. It will
preserve the scalar product : ∀Z,Z ′ ∈ Cl : 〈ϕ (Z) , ϕ (Z ′)〉 = 〈Z,Z ′〉 . However
we will not have necessarily :

∀u, v ∈ F : ϕ (u) ·ϕ (v)+ϕ (v) ·ϕ (u) = 2 〈ϕ (u) , ϕ (v)〉 = 2 〈u, v〉 = u ·v+v ·u
ϕ is not an automorphism. The new basis Ẽα does not have all the usual

properties. It will happen only if ϕ (Z) · ϕ (Z ′) = ϕ (Z · Z ′) and for this it
suffices that ϕ maps vectors of F on vectors of F . Moreover it must maps 1 to
1 (because ϕ (1)

n
= nϕ (1) = ϕ (1)). Which gives a special importance to linear

maps which preserve both the scalar product and F . They come in particular
from the adjoint map.

Adjoint map
The adjoint map :

Ad : GCl → GL (Cl;Cl) :: AdgZ = g · Z · g−1

defines a linear action of the group GCl of invertible elements :

Adg·g′ = Adg ◦Adg′ ;Ad1 = Id

and is such that :

Adg (X · Y ) = AdgX · AdgY
In any basis Eα of the Clifford algebra :
[Adg] (Eα) = [Adg]

(
εj1 · .... · εjq

)
= [Adg] (εj1) · ... · [Adg]

(
εjq

)

the map Adg is fully defined by its value for the vectors εj of F , that is by
its value on F . Moreover Adg1 = 1.

This is a projective map, in the meaning : ∀k 6= 0 ∈ K : Adkg = Adg
(Cl,Ad) is a representation of the group GCl. So for any group G of a

Clifford algebra, by restriction (Cl,Ad) is a representation of G on the Clifford
algebra.

Its matrix in an orthonormal basis is :

[Adg] = [πL (g)]
[
πR

(
g−1

)]
=

[
πR

(
g−1

)]
[πL (g)]

and using the previous result :

[Adg]
t
= [η] [Adgt ] [η]
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Orthogonal group
In a Clifford algebra the adjoint map preserves the scalar product if :
〈AdgX,AdgY 〉 = 〈X,Y 〉
〈AdgX,AdgY 〉 = [AdgX ]

t
[η] [AdgY ] = [X ]

t
[η] [Y ] ⇔ [Adg]

t
[η] [Adg] = [η]

thus if [Adgt ] =
[
Adg−1

]
⇔ gt · g ∈ R

The orthogonal group of a Clifford algebra is the group :

O (Cl) =
{
g ∈ Cl : gt · g = 1

}

Then the matrix [Adg] belongs to the orthogonal group O (2n) .
The Lie algebra of the orthogonal group is given by :
T1O (Cl) = {T : T t + T = 0}
gt · g = 1 provides relations between the components.
If the adjoint map preserves also the vector space F then, as the adjoint map

is defined by its value on F , the group is, up to a complex scalar, isomorphic to
SO(n).

Reflection
The adjoint map for the orthogonal group preserves the scalar product, and

its matrix is orthogonal and belongs to SO (2n) , however it does not necessarily
preserves the vector space F,or is isomorphic to SO (n) . This feature requires
additional properties.

In any n dimensional real vector space endowed with a non degenerate scalar
product (not necessarily definite positive) a reflection of vector u, 〈u, u〉 6= 0 is

the map : R (u) v = v − 2 〈u,v〉
〈u,u〉u. Its unique eigen vector is u with eigen value

−1 and detR(u) = (−1)
n
. It preserves the scalar product and, conversely, any

orthogonal map can be written as the product of at most n reflections.
In a real Clifford algebra based on a vector space F of dimension n the

reflection of vector u ∈ F, 〈u, u〉 6= 0 can be written, using u · v + v · u =
2 〈u, v〉 , u−1 = 1

〈u,u〉u :

R (u) v = v−2 〈u,v〉
〈u,u〉u = v− (u · v + v · u) ·u−1 = −Aduv ⇔ Aduv = −R (u) v

The matrix of the restriction of Adu to F has for determinant : det [Adu]F =
(−1)n det [R (u)] = 1. The map Adu can be extended to the Clifford algebra, it
preserves the scalar product on Cl, thus it is orthogonal and defines an auto-
morphism. More generally Adu1...up

defines an automorphism.
Conversely a Clifford automorphism ϑ ∈ L (Cl;Cl) must preserve both the

scalar product and be globally invariant on F . Its restriction to F is expressed
as the product of p ≤ n reflections, that is [Adg ]F = (−1)

p
[R (u1)] ... [R (up)] =[

Adu1...up

]
. As the mapAdg is fully defined by its value on F , any automorphism

on a Clifford algebra can be expressed as Adg where g is the product of at most
n vectors of F . If g is the product of at most p vectors, then its components in
the basis are at most of order p, and the corresponding Lie algebra is deduced
from T1O (Cl) = {T : T t + T = 0} by discarding the components T of order
higher than p.
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Spin group
A set whose elements are the product of an odd number of vectors of F cannot

be a group, as we can see with the graded involution :
ı (u1 · ... · u2p+1) = −u1 · ... · u2p+1 ⇒ ı (g · g′) = ı (g) · ı (g′) = g · g′
A set whose elements are the product of an even number of vectors of F is

a group. When each vector is such that 〈uk, uk〉 = 1 we have the Spin group.
The Spin group is a subgroup of the orthogonal group, Adg preserves the scalar
product and maps vectors of F on vectors of F . detAdg = 1.

∀g ∈ Spin (Cl) : gt · g = 1
This relation gives necessary identities between the components.
The groups Spin (p, q) , Spin (q, p) are isomorphic.

2.1.7 Lie algebras

Lie algebra
As any algebra a Clifford algebra is a Lie algebra with the bracket

[Z,Z ′] = Z · Z ′ − Z ′ · Z
[Zt, Z ′t] = − [Z,Z ′]t

ı ([Z,Z ′]) = [ı (Z) , ı (Z ′)]
A Clifford algebra is the Lie algebra of its invertible elements : Cl = T1GCl.
The map ad (Z) : Cl → Cl :: ad (Z) (Z ′) = [Z,Z ′] is linear and represented

in matrix by

[ad (Z)] = πL (Z)− πR (Z)

The radical is the center ZCl, composed of the scalars if n is even, of the
scalars and the multiple of the volume element ω if n is odd. The quotient
Cl/ZCl is then a semi-simple Lie algebra.

In Cl (C, 4) :
[Z,Z ′] = (A, V0, V,W,R,X0, X,B)
A = 0
1
2V0 = −vtw′ + wtv′ + x0b

′ − bx′0
1
2V = v0w

′ − v′0w + b′x− bx′ + j (v) r′ + j (r) v′
1
2W = v0v

′ − v′0v + x′0x− x0x
′ + j (w) r′ + j (r)w′

1
2R = −j (v) v′ + j (w)w′ + j (r) r′ + j (x) x′
1
2X0 = v0b

′ − bv′0 + wtx′ − xtw′
1
2X = b′v − bv′ − x′0w + x0w

′ + j (r)x′ + j (x) r′
1
2B = v0x

′
0 − v′0x0 + vtx′ − xtv′

Lie subalgebras
In Cl (C, 4) , Cl (3, 1) : are Lie subalgebras
The Lie algebra : {0, 0, 0,W,R, 0, 0, 0}= ı (Z) = Z; (Z)t = −Z
The Lie algebra : {A, 0, 0,W,R, 0, 0, B}
The Lie algebra : {0, 0, 0,W,R,X0, X, 0}
The Lie algebra : {(A, V0, V,W,W,−V0,−V,A)}
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See more in Shirokov.

Left invariant vector fields
The tangent vector space to the Clifford algebra, as a manifold, is Cl itself.

The tangent T (τ) ∈ Cl to a path : Z : [0,∞] → Cl :: Z (τ) is T (θ) = dZ
dτ

|τ=θ. It
is left invariant if T (τ) = L′

Z1 (T (0)) = Z (τ) ·T (0) which gives the differential
equation :

dZ
dτ

= Z (τ) · T (0) , Z (0) = T (0)
Equivalently if T : Cl → Cl is a vector field, the integral curve going from 1

to a point Z (τ) = ΦT (τ, 1) is given by :
∂
∂τ

ΦT (τ, 1) |τ=θ = T (Z (θ))
and the vector field is left invariant if T (Z (θ)) = Z (θ) · T (1)
A Clifford algebra is a Lie algebra, and its left invariant vector fields are

then characterized by the differential equation :

dZ

dτ
= Z (τ) · T ;Z (τ) = 1

which holds whatever the element T .

Exponential map
The map πL is an algebra morphism so the exponential in the Clifford algebra

has for image the exponential in the algebra of linear maps on a Banach vector
space :

πL (expT ) = expπL (T ) ⇔ [πL (expT )] =
∑∞

p=0
1
p! [πL (T )]

p
= πL

(∑∞
p=0

1
p!T

p
)

⇔ expT =
∑∞
p=0

1
p!T

p

The exponential is well defined for any element of the Clifford algebra.
The exponential map is the map : exp : Cl → Cl :: expT = ΦT (1, 1) which

represents the integral curve of a left invariant vector field T .

Z (τ) = exp τT ⇔ dZ

dτ
= Z (τ) · T

Z (τ) is the solution of the differential equation, which reads in coordinates
: [

dZ
dτ

]
= [Z · T ] = [πR (T )] [Z (τ)] ;Z (0) = 1

with a fixed matrix [πR (T )] so the solution is given by the exponential of a
matrix :

[Z] = [exp [πR (T )]] [1] = [exp [DT ] [πL (T t)] [DT ]] [1] = [1 · expT ] = [expT ]
The exponential map is then defined over all the Clifford algebra and :

exp : Cl → Cl :: Z = expT =

∞∑

p=0

1

p!
T p

d
dτ

exp τT = exp τT ·T ⇔ (exp τT )
−1 · (exp τT ) = T the left invariant vector

fields are given by Z (τ) = exp τT.
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The map T → expT is smooth, with derivative d
dT

expT |T=u = expu con-
sidered as a linear map from u to expu, that is :[

d
dT

expT |T=u

]
= [πL (expu)]

det [πL (expu)] = expTr (πL (u))
Tr (πL (u)) =

∑
α [πL (u)]

α
α = 2n 〈T 〉

det [πL (expu)] = exp 2n 〈T 〉 6= 0
thus, according to the constant rank theorem (Maths.1452) exp is a local

diffeomorphism on the Clifford algebra (Maths.1452).
The map : Z (τ) = exp (τT ) defines a one parameter group with infinitesimal

generator T : Z (τ + τ ′) = Z (τ) · Z (τ ′) and Z (τ)−1 = Z (−τ) .
The inverse map (exp)

−1
, similar to a logarithm, has for derivative

[πL (expu)]
−1

=
[
πL

(
(expu)

−1
)]

= [πL (exp (−u))] .
The set GCl = {expZ,Z ∈ Cl} is the group of invertible elements of the

Clifford algebra, with the Clifford algebra itself as Lie algebra.
Not all elements of a Clifford algebra can be written as an exponential. Ex

: Z ∈ ClR have no inverse because :
∀n > 0 : Zn ∈ ClR but 1 /∈ ClR so there is an exponential but expZ /∈ ClR.
From the definition :
exp (T )t = (expT )t ; ı (expT ) = exp (ı (T ))
The exponential has well known general properties (Maths.1751) in partic-

ular :
∀T ∈ Cl : exp (ad (T )) = AdexpT
g · expT · g−1 = Adg expT = exp (AdgT )
For Z (τ) = Adexp τTX with fixed T,X

d

dτ
(Adexp τTX) = Adexp τT [T,X ]

Special values of the exponential map
In particular if Z · Z = λ 6= 0 ∈ C :
expT =

∑∞
p=0

1
p!T

p =
∑∞
p=0

1
(2p)!T

2p + T ·
∑∞

p=0
1

(2p+1)!T
2p

=
∑∞

p=0
1

(2p)!λ
p + T ·∑∞

p=0
1

(2p+1)!λ
p

Let us denote λ = µ2 with any square root µ of λ
expT =

∑∞
p=0

1
(2p)!µ

2p + T · 1
µ

∑∞
p=0

1
(2p+1)!λ

2p+1 = coshµ+ 1
µ
(sinhµ)T

Let us denote : λT = coshµ, µT = 1
µ
(sinhµ)

λ2T − µ2
Tµ

2 = 1 = λ2T − µ2
T (T · T )

that we can write :

T.T ∈ C ⇒ expT = coshµ+
1

µ
(sinhµ)T ;µ2 = T · T

coshµ, 1
µ
(sinhµ) are always real.

If λ ∈ R :
λ > 0 : expZ = cosh

√
λ+ 1√

λ

(
sinh

√
λ
)
Z

λ < 0 : expZ = cos
√
−λ+ 1√

−λ
(
sin

√
−λ

)
Z
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λ = 0 : expZ = 1 + Z
(expT )

−1
= exp (−T ) = coshµ+ 1

µ
(sinhµ)T

Killing form
The Killing form is the bilinear map

B (Z,Z ′) = Tr (ad (Z) ◦ ad (Z ′))

It is preserved by all automorphisms on the Lie algebra.
Moreover :

B (X, [Y, Z]) = B ([X,Y ] , Z)

The Killing form is degenerate : it is null on the radical, and non degenerate
on Cl/rad.

In Cl (C, 4) :

B (Z,Z ′) = 32 (v0v
′
0 + vtv′ − wtw′ − rtr′ − x0x

′
0 − xtx′ + bb′) = 32 (〈Zt, Z ′〉 − aa′)

2.1.8 Representation of Clifford algebras

Like any Lie algebra a Clifford algebra has the geometric representation on itself
with the adjoint map : (Cl, ad) .

Like any finite dimensional Lie algebra, Clifford algebras can be represented
on algebras of matrices. Their dimension and field depend on the field, signature
and dimension of the underlying vector space F . A fundamental representation
(A, γ) of a Clifford algebra is then defined by a set of generators γj = γ (εj)
which are invertible and meet the conditions :

γjγk + γkγj = 2 〈εj, εk〉 I
For any element Z of the Clifford algebra γ (Z) is then deduced by linear

combinations and products of the generators.
Each set of generators defines a faithful irreducible representation. Any set

of matrices deduced by conjugation with a fixed matrix defines an equivalent
representation. So that all the equivalent representations are given by a change
of basis on the Clifford algebra :

g ∈ Spin : εj → ε̃j = Adgεi
Eα → Ẽα = AdgEα
γj → γ̃j = γ (g)γjγ (g)

−1

γ (Z) → γ̃ (Z) = γ (g) γ (Z) γ (g)
−1

Complex Clifford algebras are represented on algebras of complex matrices :
Cl (C, 2n) on L (C, 2n)
Cl (C, 2n+ 1) on L (C, 2n)×L (C, 2n) or on L

(
C, 2n+1

)
with 2 blocs 2n×2n

matrices in diagonal.
Cl (C, 4) is represented on the algebra L (C, 4) of 4× 4 matrices.
Real Clifford algebras are represented on algebras of complex, real or quater-

nionic matrices depending on the size and signature : . Cl (3, 1) is represented
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on 4 × 4 real matrices,Cl (1, 3) is represented on pairs of 2 × 2 quaternionc
matrices.

An algebraic representation (A, γ) defines a geometric representation (E, ϑ)
on any vector space E on the same field, with the adequate dimension : with
any basis of E, the matrices γ (Z) represent endomorphisms ϑ (g).

If γj is a set of generators, the conjugates γ∗j or the transpose γtj define
another set of generators, and the contragredient representation (A, γ∗) which
is usually not equivalent to (A, γ) .

Equivalence with the adjoint representation of SL(C, n)
Cl (C, 2n) has a faithful representation on the algebra L (C, 2n) of 2n×2n com-

plex matrices, which is itself the Lie algebra of the complex invertible matrices
GL (C, 2n) . L (C, 2n) is not semi-simple, its radical ZL is the scalar matrices
and sl (C, 2n) = L (C, 2n) /ZL is the semi simple Lie algebra of invertible ma-
trices with determinant 1, it has the dimension 22n − 1 and the rank 2n− 1. So
Cl (C, 2n) /C is a semi simple Lie algebra of rank 2n − 1.

Let us consider the representation (T1G,Ad) of a group G belonging to the
Clifford algebra Cl (C, 2n) on the Clifford algebra itself with the adjoint map.
The Lie algebra T1G ⊂ Cl (C, 2n)

Let us consider the action :
Θ : G→ L (L (C, 2n) ;L (C, 2n)) :: Θ (g) (M) = [γ (g)] [M ] [γ (g)]−1

Θ(g · g′) (M) = [γ (g · g′)] [M ] [γ (g · g′)]−1
= Θ(g) ◦Θ(g′) (M)

∀ [M ] ∈ L (C, 2n) , ∃Z ∈ L (C, 2n) : [M ] = [γ (Z)]

Θ (g) (γ (Z)) = [γ (g)] [γ (Z)] [γ (g)]
−1

=
[
γ
(
g · Z · g−1

)]
= [γ (AdgZ)] ⇔

Θ(g) ◦ γ = γ ◦Adg ⇔ Θ(g) = γ ◦Adg ◦ γ−1

We have the commuting diagram :

Cl (C, 2n) Adg Cl (C, 2n)
Z → → → Adg (Z)
↓ ↓
γ γ
↓ ↓

γ (Z) → → → Θ(g) (γ (Z))
L (C, 2n) Θ (g) L (C, 2n)

The representation (Cl (C, 2n) , Ad) of G is equivalent to the representation
(L (C, 2n) ,Θ) of G by Θ (g) = γ ◦ Adg ◦ γ−1 and the morphism is an isomor-
phism because γ is bijective. The action Θ is just the adjoint action on matrices
and the representation (L (C, 2n) ,Θ) of G is a subrepresentation of the adjoint
representation (L (C, 2n) ,Θ) of GL (C, 2n) , as (Cl (C, 2n) , Ad) is a subrepre-
sentation of the group GCl (C, 2n) of invertible elements of Cl (C, 2n) .

The 2n matrices γ (Eα) are linearly independent because Eα are indepen-
dent, thus they constitute a basis of L (C, 2n) . In this basis the matrix of Θ (g)
is the same as Adg in the orthonormal basis of Cl (C, 2n) :

Θ (g) (M) = Θ (g) (
∑

α κ
α [γ (Eα)]) =

∑
α κ

α [γ (g)] [γ (Eα)] [γ (g)]
−1

=
∑

α κ
α [γ (Adg (Eα))] =

∑
α κ

α
[
γ
(∑

β [Adg]
β

α
Eβ

)]
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=
∑

α,β [Adg]
β

α
καγ (Eβ)

Whenever the group G is defined by a condition on the matrix Adg the same
condition applies on the representation (L (C, 2n) ,Θ) .

The map γ depends on a choice of generators but it is faithful. To each
2n × 2n matrix representing [Θ (g)] corresponds a unique matrix Adg and thus
a unique g, up to the product by a constant.

Cartan algebras
These results are useful to find the Cartan algebras of a Clifford algebra.
Cl (C, 2n) /ZC is a semi simple, complex Lie algebra. A Cartan algebra can

be obtained through the equivalence of the representations (Cl (C, 2n) , Ad) of
GCl (C, 2n) and (L (C, 2n) ,Θ) of SL (C, 2n) , whose derivative is the adjoint
representation (sl (C, 2n) , ad) of sl (C, 2n) .

The root spaces decomposition of the representation (sl (C, 2n) , ad) is based
on the Cartan algebra of diagonal matrices, and the Cartan algebra of Cl (C, 2n)
is given by the 2n−1 elements Eα of the basis which are represented by diagonal
matrices.

2.2 Identification of the group U

The basic assumption is that the group U belongs to Cl (C, 4) and acts on
Cl (C, 4) in a representation (Cl (C, 4) , Ad) . The only mathematical structure
which has a physical meaning is the tetrad, and from there the Clifford algebra
Cl (3, 1) , and we need to define a way to go from Cl (3, 1) to Cl (C, 4) which
has also a physical meaning. By doing this we will define a real structure on
Cl (C, 4) , different from the usual one, and from there a Hermitian scalar prod-
uct. The group U is then the real part of the unitary group acting by the adjoint
map on Cl (C, 4) . The main tool to identify the group is by looking at the struc-
tures given by the set of vectors (ea, νa, ua, da) , (eL, νL, uL, dL) , (eR, νR, uR, dR) ,

(qr, qb, qg) , that is invariant vector spaces and orthogonal projections.

2.2.1 Morphism from Cl (3, 1) to Cl (C, 4)

One of the main features of Cl (3, 1) is the special role of the time vector ε0.. In

Cl (C, 4) all the vectors (εj)
3
j=0 are on the same footing. In order to keep this

physical feature in Cl (C, 4) we define a morphism, based on ε0.

Definition
The map C, from a real 4 dimensional vector space F endowed with a bilinear

form of signature (3, 1) to C4 endowed with its canonical bilinear form, defined
by :

C : F → C4 :: C (ε0) = iε0, j = 1, 2, 3 : C (εj) = εj
can be extended to a Clifford morphism (injective but not onto) :

C : Cl (3, 1) → Cl (C, 4) :: C ([a, v0, v, w, r, x0, x, b]) = (a, iv0, v, iw, r, x0, ix, ib)
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On the left hand side the components3 [a, v0, v, w, r, x0, x, b] which are nec-
essarily real, are in the orthonormal basis of Cl (3, 1) , and on the right hand
side the components (a, iv0, v, iw, r, x0, ix, ib) are expressed in the orthonormal
basis of Cl (C, 4) and are either real or pure imaginary.

There is a similar procedure for the signature (1, 3) : C′ : F → C
4 :: C (ε0) =

ε0, j = 1, 2, 3 : C (εj) = iεj
The proof, based on the universal property of Clifford algebras, holds for

any dimension or signature, and can be found in Maths.750.
The image

ClR = {(a, iv0, v, iw, r, x0, ix, ib) , a, v0, v, w, r, x0, x, b ∈ R} ⊂ Cl (C, 4)

is a real Clifford subalgebra of Cl (C, 4) , Clifford isomorphic to Cl (3, 1) and
C is a real Clifford morphism :

∀α, β ∈ R : C (αZ + βZ ′) = αC (Z) + βC (Z ′)
C (Z · Z ′) = C (Z) · C (Z ′)
C ([X,Y ]) = [C (X) , C (Y )]
C(expZ) = expC (Z)

As a consequence, if L ⊂ Cl (3, 1) is a Lie algebra, then C (L) is a real Lie
algebra in Cl (C, 4) , and if G ⊂ Cl (3, 1) is a group then C (G) is a group in
Cl (C, 4) .

C commutes with transposition :

C (Z)
t
= C

(
Zt

)

C preserves the scalar product in the meaning :

〈C (Z) , C (Z ′)〉Cl(C,4) = 〈Z,Z ′〉Cl(3,1)
The matrix of the map C : Cl (3, 1) → Cl (C, 4) :: [C (Z)] = [C] [Z] is a

diagonal 16× 16 matrix which is a “square root” of the matrix [η] of the scalar

product on Cl (3, 1) : [C]
2
= [η] , [C] [C] = I, [C] = [η] [C]

Real structure on Cl (C, 4)
The Clifford algebra Cl (C, 4) splits, as a vector space, in two real vector

subspaces :
Cl (C, 4) = ClR ⊕ iClR with ClR = C (Cl (3, 1))
which are isomorphic to Cl (3, 1). ClR ⊕ iClR is a real form of Cl (C, 4) .
The 16 dimensional complex vector space Cl (C, 4) becomes a 32 real dimen-

sional vector space. From a mathematical point of view this is a real structure,
different but similar to the usual one based on the components in a basis.

3We stick to the notation used previoulsy : [] denotes components in Cl(3,1) and () denotes
components in Cl(C,4), with the same conventions for a,v,w,...
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Any element of Cl (C, 4) has a unique decomposition in a real and an imag-
inary part, in accordance with the specificities of the physical geometry : Z =
ReZ + i ImZ where

Re (a, v0, v, w, r, x0, x, b) = (Re a, i Im v0,Re v, i Imw,Re r,Rex0, i Imx, i Im b)
Im (a, v0, v, w, r, x0, x, b) = (Im a,−iRe v0, Im v,−iRew, Im r, Imx0,−iRex,−iRe b)

are vectors of Cl (C, 4) with complex components with respect to the or-
thonormal basis of Cl (C, 4) .

Complex conjugate
A real structure in a complex vector space defines a complex conjugation. The

new complex structure defines a new complex conjugation, denoted CC (Z) , and
we will keep [Z] to denote the usual conjugation, based on the components.

The real and imaginary part of a vector Z ∈ Cl (C, 4) in the real structure
built from C are then denoted and defined by :

ReZ =
1

2

(
[Z] + [η] [Z]

)
; ImZ =

1

2i

(
[Z]− [η] [Z]

)

We have a real bijective map :
ℑ : Cl (3, 1)× Cl (3, 1) → Cl (C, 4) :: ℑ (X,Y ) = C (X) + iC (Y )
ℑ−1 : Cl (C, 4) → Cl (3, 1)×Cl (3, 1) :: ℑ−1 (Z) =

(
C−1 (ReZ) , C−1 (ImZ)

)

With this new real structure we can define a complex conjugation in Cl (C, 4) :

CC : Cl (C, 4) → Cl (C, 4) :: CC (Z) = ReZ − i ImZ

The operation is antilinear and CC (CC (Z)) = Z. This is an involution on
the vector space and it commutes with transposition and the graded involution.

Cl (3, 1)R = {Z ∈ Cl (C, 4) :: CC (Z) = Z}
CC (Z · Z ′) = CC (Z) · CC (Z ′)
The relation with the usual complex conjugation is : CC (Z) = [η] [Z] with

the matrix [η] of the scalar product in Cl (3, 1) .

CC (a, v0, v, w, r, x0, x, b) =
(
(a),−(v0), (v),−(w), (r), (x0),−(x),−(b)

)

The adjoint is then defined as : Z∗ = CC (Zt)

(a, v0, v, w, r, x0, x, b)
∗
=

(
(a),−(v0), (v), (w),−(r),−(x0), (x),−(b)

)

Real map
The complex conjugate of the linear map F ∈ L (Cl (C, 4) ;Cl (C, 4)) is the

map :

CC (F ) ∈ L (Cl (C, 4) ;Cl (C, 4)) : CC (F ) (Z) = CC (F (CC (Z)))
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The map is real if CC (F ) = F : it maps real vectors to real vectors,and
imaginary vectors to imaginary vectors. If CC (F ) = −F then it inverses the
structures. With F = Adg, g ∈ Cl (C, 4) :

CC (Adg) (Z) = CC (AdgCC (Z)) = CC
(
g · CC (Z) · g−1

)

= CC (g) · Z · CC
(
g−1

)
= AdCC(g)Z

The map Adg is real if g ∈ ClR or g ∈ iClR, with AdCC(g)Z = Ad−CC(g)Z.

Hermitian scalar product
We define the Hermitian form in Cl (C, 4) :

〈X,Y 〉H = 〈CC (X) , Y 〉Cl(C,4) =
〈
CC

(
Xt

)
· Y

〉

It is linear in the second argument and antilinear in the first, it is Hermitian.
〈(a, v0, v, w, r, x0, x, b) , (a′, v′0, v′, w′, r′, x′0, x

′, b′)〉H
= (a)a′ − (v0)v

′
0 + (v)

t
v′ − (w)

t
w′ + (r)

t
r′ + (x0)x

′
0 − (x)

t
x′ − (b)b′

Because C is a Clifford algebra morphism we still have :
∀u, v ∈ F = Span (εj)

3
j=0 : 2 〈u, v〉H = 2 〈CC (u) , v〉Cl = CC (u) · v + v ·

CC (u) = CC (ut) · v + v · CC (ut) = u∗ · v + v · u∗
〈X1 ·X2...Xp, Y1 · Y2...Yq〉H = 〈CC (X1) · CC (X2) ...CC (Xp) , Y1 · Y2...Yq〉Cl =

δpq 〈CC (X1) , Y1〉Cl ...
〈
CCXp, Yp

〉
Cl

= δpq 〈X1, Y1〉H ... 〈Xp, Yp〉H
But : ∀u ∈ F : u · u∗ = (〈u, u〉H , , 0, 0, 2i Im(v0v) , j (Re v) Im v) so we have

u · u∗ = 〈u, u〉H only if u ∈ ClR or u ∈ iClR.
The matrix of the form in the usual orthonormal basis is [η] :

〈X,Y 〉H = [CC (X)]
t
[Y ] =

[
[η] [X ]

]t
[Y ] = [X ]

t
[η] [Y ]

〈X,Y 〉H has the signature (8; 8) .
〈X,Y 〉H = 〈ReX − i ImX,ReY + i ImY 〉Cl(C,4)
= 〈ReX,ReY 〉Cl(C,4)+〈ImX, ImY 〉Cl(C,4)−i 〈ImX,ReY 〉Cl(C,4)+i 〈ReX, ImY 〉Cl(C,4)
〈X,Y 〉H is real on Cl (3, 1)R , iCl (3, 1)R .

The usual basis (Eα)
16
α=0 is orthonormal : 〈Eα, Eβ〉H = ηαβ = ±1.

The Hermitian product is preserved by the graded involution and by trans-
pose. It is preserved by a map F if :

〈X,Y 〉H = 〈F (X) , F (Y )〉H = 〈CC (F (X)) , F (Y )〉Cl(C,4)
= 〈CCF (CC (X)) , F (Y )〉Cl(C,4) = [CC (X)]

t
[CCF ]

t
[F ] [Y ] = [CC (X)]

t
[Y ]

[CCF ]
t
[F ] = I

With F = Adg if [CC (Adg)]
t
[Adg] =

[
AdCC(g)

]t
[Adg ] =

[
AdCC(gt)

]
[Adg] =[

AdCC(gt)·g
]
= I ⇔ CC (gt) · g ∈ C

In particular it will happen if g = C (s) or if g = iC (s) with st · s ∈ R.
We have an extension of the theorem about reflections.

2.2.2 Reflections

On a n dimensional complex vector space F , endowed with a bilinear symmetric
form and a real structure, one can define a Hermitian product. A linear map
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which preserves the Hermitian product is represented by a unitary matrix, with
the appropriate signature. Such a map is also an orthogonal map on the 2n
dimensional real vector space. Indeed U (n, p, q) ⊂ O (2n, p, q) ∩ GL (C, n) .
Then it can be expressed as the product of at most 2n real reflections.

On Cl (C, 4) a real reflection is a map :

R (u) : ClR → ClR :: R(u)z = z−2
〈u,z〉

Cl

〈u,u〉 u where u, z are vectors of the real

part of F = Span (εi)
3
i=0

Writing u = C (u1) , z = C (z1) :

R (u) z = C (z1) − 2
〈C(u1),C(z1)〉Cl

〈C(u1),C(u1)〉Cl

C (u1) = C (z1) − 2
〈u1,z1〉Cl(3,1)

〈u1,u1〉Cl(3,1)
C (u1) =

C
(
z1 − 2

〈u1,z1〉Cl(3,1)

〈u1,u1〉Cl(3,1)
u1

)
= C (R (u1) z1)

and :
R (u1) z1 = −Adu1z1
R (u) z = −C (Adu1z1) = −AdC(u1)C (z1)
As Adig ∼ Adg the vectors u can belong to Re (F ) or iRe (F ) .
Then Adu1...up

preserves the Hermitian product :〈
Adu1...up

Z,Adu1...up
Z ′〉

H
=

〈
Adu1...up

CC (Z) , Adu1...up
Z ′〉

Cl(C,4)

= 〈CC (Z) , Z ′〉Cl(C,4) = 〈Z,Z ′〉H
Any map on F can be extended over the Clifford algebra by
[Adg] (Eα) = [Adg]

(
εj1 · .... · εjq

)
= [Adg] (εj1) · ... · [Adg]

(
εjq

)

So any map which preserves both the Hermitian product and the vector
space F is necessarily of the form Adu1...up

where uj are at most 8 vectors of
Re (F ) or iRe (F ) .

Then it preserves the vector subspace :
(0, 0, 0, w, r, 0, 0, 0) :
Z = w1ε0 · ε1 + w2ε0 · ε2 + w3ε0 · ε3 + r1ε3 · ε2 + r2ε1 · ε3 + r3ε2 · ε1
because
Adg (w1ε0 · ε1 + w2ε0 · ε2 + w3ε0 · ε3 + r1ε3 · ε2 + r2ε1 · ε3 + r3ε2 · ε1)
= Adgε0 ·Adg (w1ε1 + w2ε2 + w3ε3) + r1Adgε3 ·Adgε2 + r2Adgε1 ·Adgε3 +

r3Adgε2 ·Adgε1
=

∑3
j=0 [Adg ]

j

0 εj ·
(∑3

k=0

(
w1 [Adg]

k

1 + w2 [Adg]
k

2 + w3 [Adg]
k

3

)
εk

)

+
∑3
j,k=0

(
r1 [Adg]

j

3 [Adg]
k

2 + r2 [Adg]
j

1 [Adg]
k

3 + r3 [Adg]
j

2 [Adg]
k

1

)
εj · εk

=
∑3

{j,k}=0{w1

(
[Adg]

j

0 [Adg ]
k

1 − [Adg]
j

1 [Adg]
k

0

)
+w2

(
[Adg]

j

0 [Adg]
k

2 − [Adg ]
k

0 [Adg]
j

2

)
+

w3

(
[Adg]

j

0 [Adg]
k

3 − [Adg]
k

0 [Adg]
j

3

)

+r1

(
[Adg]

j

3 [Adg]
k

2 − [Adg]
j

2 [Adg]
k

3

)
+ r2

(
[Adg]

j

1 [Adg]
k

3 − [Adg ]
k

3 [Adg]
j

1

)
+

r3

(
[Adg]

j

2 [Adg]
k

1 − [Adg]
k

1 [Adg]
j

2

)
}εj · εk

=W1ε0 · ε1 +W2ε0 · ε2 +W3ε0 · ε3 +R1ε3 · ε2 +R2ε1 · ε3 +R3ε2 · ε1

2.2.3 Unitary group

The sets G of vectors of Cl (C, 4) which can be written as the product of p

vectors of F = Span (εj)
3
j=0 take the form :
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- for p = 1 they constitute a group only if
G =

{
λ (0, v0, v, 0, 0, 0, 0, 0, 0, 0) , λ ∈ C, v20 + vtv = 0

}
with a fixed vector

- for p = 3G =
{
(0, v0, v, 0, 0, x0, x, 0) , v

2
0 + vtv + x20 + xtx = 1, v0x0 + vtx = 0

}

but they never constitute a group if p is odd as can be checked with the graded
involution.

- for p even we have a group, which is different from the Spin group Spin (C, 4) ,
for which the vectors must be such that 〈u, u〉Cl = 1.

Definition
For any g ∈ Cl (C, 4) : 〈g, g〉H = 〈CC (g) , g〉Cl(C,4) = 〈CC (gt) · g〉 = CC (gt)·

g and we define the unitary group by :

U =
{
g ∈ Cl (C, 4) : CC

(
gt
)
· g = 〈g, g〉H ∈ C

}

It can equivalently be defined as the direct product : U = C× U0 where U0

is the Lie group :

U = C× U0 : U0 =
{
g ∈ Cl (C, 4) : CC

(
gt
)
· g = 1

}

whose Lie algebra is :

T1U0 =
{
T ∈ Cl (C, 4) : CC

(
T t

)
+ T = 0

}

T1U0 = {(iA, V0, iV, iW,R,X0, iX,B) , A, V0, V,W,R,X0, X,B ∈ R}

U0 is a 16 real dimensional Lie group and U is a 18 real dimensional Lie group
whose Lie algebra is the direct product C × T1U with bracket : [z.T, z · T ′] =
[[z, z′] · [T, T ′]] = 0.

Properties
Its adjoint map preserves the Hermitian product.
The inverse reads :

g ∈ U : g−1 = CC
(
gt
)
/ 〈g, g〉H =

(
(a),−(v0), (v), (w),−(r),−(x0), (x),−(b)

)
/ 〈g, g〉H

The computation of CC (gt) · g give necessary relations between the compo-
nents :
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U = {g = (a, v0, v, w, r, x0, x, b) ∈ Cl (C, 4) : CC (gt) · g = 〈g, g〉H}
Im (av0 + bx0 + vtw + xtr) = 0
Im (ax0 + bv0 + vtr + xtw) = 0
Im (ab+ v0x0 + vtx+ wtr) = 0

Im (x0v + bw + ar + v0x) + j (Re v) Im v − j (Rew) Imw + j (Re r) Im r − j (Rex) Imx = 0
Re (av + v0w − x0r − bx+ j (x)w − j (v) r) = 0
Re (v0v + aw − br − x0x+ j (r)w − j (v) x) = 0
Re (−bv + x0w − v0r + ax+ j (v)w − j (x) r) = 0

a(a)− v0(v0) + vt(v)− wt(w) + rt(r) + x0(x0)− xt(x)− b(b) = 〈g, g〉H

The only additional condition for U0 is 〈g, g〉H = 1.

Real part
The elements of U have a real and an imaginary part. Only the real part is

a subgroup.
g ∈ ReU ⊂ ClR, g = ks, k ∈ C, s ∈ U0 ⇔ CC (g) = CC (k)CC (s)
either : k ∈ R, s ∈ Re (U0) or k ∈ iR, s ∈ Im (U0) but only Re (U0) is a group

so ReU can be equivalently defined as the product of the groups R× Re (U0) .
The real part of g ∈ U reads :

ReU = {g = (a, iv0, v, iw, r, x0, ix, ib) ∈ ClR : CC (g) = g, gt · g = 〈g, g〉H}
av0 + bx0 + vtw + xtr = 0
ab+ v0x0 + vtx+ wtr = 0

av − v0w − x0r + bx− j (x)w − j (v) r = 0
a2 − v20 + vtv − wtw + rtr + x0x0 − xtx− b2 = 〈g, g〉H = 〈g, g〉Cl

Adjoint map
Using the identity CC (gt) / 〈g, g〉H = g−1 one can compute the adjoint map.
For g ∈ ClR ⇔ g = (a, iv0, v, iw, r, x0, ix, ib) , a, v0, x0, b ∈ R, v, w, r, x ∈ R3

the adjoint map reads :

Adg (A, V0, V,W,R,X0, X,B) =
(
Ã, Ṽ0, Ṽ , W̃ , R̃, X̃0, X̃, B̃

)
/ 〈g, g〉H

Ã = 〈g, g〉H A+ 2 (av + v0w − x0r − bx− j (r) v − j (x)w)
t
V

Ṽ0 =
(
a2 − v20 − vtv + wtw + rtr − x20 − xtx+ b2

)
V0

+2i (v0v + aw + br + x0x− j (x) v − j (r)w)t V+2 (ax0 + bv0 + wtx+ vtr)B

Ṽ = 2i (v0v + aw + br + x0x+ j (w) r + j (x) v) V0+
(
a2 + v20 + vtv + wtw + rtr + x20 + xtx+ b2

)
V

+2 (x0j (v)− bj (w) + aj (r) − v0j (x) + j (r) j (r) + j (v) j (v)− j (x) j (x)− j (w) j (w))V
+2i (bv + x0w + v0r + ax+ j (w) v + j (r) x)B

W̃ =
(
a2 + v20 − vtv − wtw + rtr − x20 + xtx− b2

)
W

+2 (−x0j (v) + bj (w) + aj (r)− v0j (x) + j (r) j (r) + j (w) j (w)− j (v) j (v)− j (x) j (x))W
+2i (v0j (v) + aj (w) + bj (r) + x0j (x) + j (x) j (v) + j (r) j (w) + j (w) j (r) + j (v) j (x))R
+2i (bv + x0w + v0r + ax+ j (w) v + j (r) x)X0
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−2{ax0 + bv0 + wtx+ rtv + aj (v) + v0j (w) + x0j (r) + bj (x) + j (x) j (w)
+j (w) j (x) + j (v) j (r) + j (r) j (v)}X
R̃ = 2i (v0j (v) + aj (w) + bj (r) + x0j (x) + j (w) j (r) + j (r) j (w) + j (x) j (v) + j (v) j (x))W
+ 〈g, g〉H R+2 (x0j (v) + bj (w) + aj (r) + v0j (x) + j (v) j (v) + j (w) j (w) + j (r) j (r) + j (x) j (x))R
+2 (rx0 − va+ xb − wv0 + j (v) r − j (x)w)X0

+2i (bj (v) + x0j (w) + v0j (r) + aj (x) + j (v) j (w) + j (w) j (v) + j (x) j (r) + j (r) j (x))X

X̃0 = 2i (bv + x0w + v0r + ax− j (x) r − j (v)w)
t
W+2 (x0r − av + v0w − bx− j (v) r − j (x)w)

t
R

+
(
a2 + v20 + vtv + wtw + rtr + x20 + xtx+ b2

)
X0+2i (v0v + aw + br + x0x− j (r)w − j (v)x)tX

X̃ = 2{ax0+ bv0+xtw+ vtr+ aj (v)+ v0j (w)+x0j (r)+ bj (x)+ j (w) j (x)
+j (x) j (w) + j (v) j (r) + j (r) j (v)}W
+2i (bj (v) + x0j (w) + v0j (r) + aj (x) + j (w) j (v) + j (v) j (w) + j (x) j (r) + j (r) j (x))R
+2i (v0v + aw + br + x0x+ j (r)w + j (v)x)X0+
+
(
a2 − v20 − vtv + wtw + rtr − x20 − xtx+ b2

)
X

+2 (−x0j (v)− bj (w) + aj (r) + v0j (x)− j (w) j (w)− j (v) j (v) + j (x) j (x) + j (r) j (r))X

B̃ = 2 (−ax0 + bv0 + xtw − vtr) V0+2i (ax+ bv + x0w + v0r + j (v)w − j (x) r)
t
V

+
(
a2 + v20 − vtv − wtw + rtr − x20 + xtx− b2

)
B

Adg maps the vector subspaces :

(A, 0, 0, 0, 0, 0, 0, B)→
(
Ã, Ṽ0, Ṽ , 0, 0, 0, 0, B̃

)

(0, V0, V, 0, 0, 0, 0, 0)→
(
Ã, Ṽ0, Ṽ , 0, 0, 0, 0, B̃

)

(0, 0, 0,W,R, 0, 0, 0)→
(
0, 0, 0, W̃ , R̃, X̃0, X̃, 0

)

(0, 0, 0, 0, 0, X0, X, 0) →
(
0, 0, 0, W̃ , R̃, X̃0, X̃, 0

)

Subgroups of U
The elements of the group such that the adjoint map preserves both the

Hermitian product and the vector space F can be written as the product of an
even number of vectors of ReF or iReF. With the graded involution we have
necessarily ı (g) = g which implies : g = (a, 0, 0, w, r, 0, 0, b) . They belong to U
and meet the general conditions :

Im (ab+ wtr) = 0
Im (bw + ar) − j (Rew) Imw + j (Re r) Im r = 0
Re (aw − br + j (r)w) = 0
which sum sup, for g = (a, 0, 0, iw, r, 0, 0, ib) ∈ ClR, to ab+ wtr = 0.
So the elements of Cl (C, 4) which read

U7 =
{
g = (a, 0, 0, iw, r, 0, 0, ib) , ab+ wtr = 0, a, b ∈ R, w, r ∈ R

3
}

constitute a 7 real dimensional Lie subgroup U7 of U .
〈g, g〉H = 〈g, g〉Cl = a2 − wtw + rtr − b2

The matrix [Adg] of the adjoint map, expressed in the orthonormal basis
with our usual notation takes the form :
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[Adg]16×16 =




1 0 0 0 0
0 [N (v0, v)] 0 0 0
0 0 [M (w, r)] 0 0
0 0 0 [N (x0, x)] 0
0 0 0 0 1




where [N (v0, v)] , [N (x0, x)] , [M (w, r)] are the matrices :
[N (v0, v)]4×4 = [N (x0, x)]4×4 = 1

〈g,g〉
H

{
(
a2 + wtw + rtr + b2

)
I4

+2

[
1 i (aw + br − j (r)w)t

i (aw + br + j (w) r) −bj (w) + aj (r)− j (w) j (w) + j (r) j (r)

]
}

[M (w, r)]6×6 = 1
〈g,g〉

H

{I6

+2

[
bj (w) + aj (r) + j (r) j (r) + j (w) j (w) i (aj (w) + bj (r) + j (r) j (w) + j (w) j (r))
i (aj (w) + bj (r) + j (w) j (r) + j (r) j (w)) bj (w) + aj (r) + j (w) j (w) + j (r) j (r)

]
}

It maps the vector subspaces :

(0, V0, V, 0, 0, 0, 0, 0)→
(
0, Ṽ0, Ṽ , 0, 0, 0, 0, 0

)
, (0, 0, 0, 0, 0, X0, X, 0) →

(
0, 0, 0, 0, 0, X̃0, X̃, 0

)

with the same matrix, and maps

(A, 0, 0, 0, 0, 0, 0, B)→
(
Ã, 0, 0, 0, 0, 0, 0, B̃

)

(0, 0, 0,W,R, 0, 0, 0)→
(
0, 0, 0, W̃ , R̃, 0, 0, 0

)

Group Spin(C, 4)
The group Spin (C, 4) has for Lie algebra :
T1Spin (C, 4) =

{
T = (0, 0, 0,W,R, 0, 0, 0) ,W,R ∈ C3

}
⇒ T t + T = 0 and

gt · g = 1
Its elements read : g = (a, 0, 0, w, r, 0, 0, b) and g−1 = gt = (a, 0, 0,−w,−r, 0, 0, b) .

From the equation gt · g = 1 we get the relations between the components :
wtr = −ab
a2 + b2 + wtw + rtr = 1
They can also be computed through the exponential.
T1Spin (C, 3) =

{
Tr = (0, 0, 0, 0, R, 0, 0, 0) , R ∈ C3

}
is the Lie algebra of the

Lie group Spin (C, 3)
Tr · Tr = −RtR thus the elements of the group read :
expTr = coshµr +

sinhµr

µr
(Tr) with µ

2
r = −RtR = Tr · Tr

The vector space
{
Tw = (0, 0, 0,W, 0, 0, 0, 0) ,W ∈ C3

}
is not a Lie algebra

but :
Tw · Tw = −W tW
expTw = coshµw + sinhµw

µw
(Tw) with µ

2
w = −W tW = Tw · Tw

One can define as chart of the manifold Spin (C, 4) the map :
Spin (C, 3)× Tw → Spin (C, 4) :: g = s · expTw = expTr · expTw
then, using Tw · Tr = (0, 0, 0, j (W )R, 0, 0, 0,−W tR) one gets :
a = coshµw coshµr

w = sinhµw

µw

(
coshµr − sinhµr

µr
j (R)

)
W

r = coshµw
sinhµr

µr
R

b = − sinhµw

µw

sinhµr

µr
(W tR)
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g−1 = (a, 0, 0,−w,−r, 0, 0, b)
g = (Re a, 0, 0, i Imw,Re r, 0, 0, i Im b)+i (Im a, 0, 0,−iRew, Im r, 0, 0,−iRe b)
(Rew)tRe r − (Imw)t Im r = Im (a) Im (b)− Re (a)Re (b)
(Rew)

t
Im r + (Imw)

t
Re r = − Im (a)Re (b)− Im (b)Re (a)

− Im2 (a)−Im2 (b)+Re2 (a)+Re2 (b)+(Rew)
t
Rew−(Imw)

t
Imw+(Re r)

t
Re r−

(Im r)
t
Im r = 1

2 Im (a)Re (a)+2 Im (b)Re (b)+(Rew)
t
Imw+(Imw)

t
Rew+(Re r)

t
Im r+

(Im r)tRe r = 0

The matrix [Adg] , for g ∈ Spin (C, 4) , expressed in the orthonormal basis,
takes a form similar as above for U7. It leaves globally invariant and acts with
the same matrix on the vector spaces (0, V0, V, 0, 0, 0, 0, 0) , (0, 0, 0, 0, 0, X0, X, 0)
and leaves globally invariant (0, 0, 0,W,R, 0, 0, 0) .

The group Spin (C, 4) has a real and imaginary parts, which are copies of
Spin (3, 1) :

Spin (C, 4) = C (Spin (3, 1))⊕ iC (Spin (3, 1))
= (a, 0, 0, iw, r, 0, 0, ib)⊕ (ia′, 0, 0, w′, ir′, 0, 0, b′)
C (Spin (3, 1)) is a real form of Spin (C, 4). C (T1Spin (3, 1)) is a subalgebra

of T1Spin (C, 4) and C (Spin (3, 1)) is a subgroup of Spin (C, 4) .
Because for g ∈ ReSpin (C, 4) : gt · g = 1 = 〈g, g〉Cl , CC (g) = g
⇒ g ∈ ReU0 ⇒ ReSpin (C, 4) ⊂ ReU0 ⊂ ReU
In Cl(3, 1) the Spin group has for Lie algebra :
T1Spin (3, 1) =

{
T = [0, 0, 0,W,R, 0, 0, 0] ,W,R ∈ R3

}

It is 6 real dimensional and isomorphic to Spin(1, 3) and to SL(C, 2). The
set :

{
T = [0, 0, 0, 0, R, 0, 0, 0] ,W,R ∈ R3

}
is the Lie algebra of the compact Lie

group Spin(3), isomorphic to SU(2), as well as its image C (Spin (3)) .

2.3 Gravitational Field

The gravitational field is characterized by its action on vectors (ea, νa, ua, da) , a =
1, 2, 3 (the index a corresponds to the generations) bearing the kinematic char-
acteristics of elementary particles. It leaves globally invariant

EG = Span (ea, νa, ua, da) . Its action on EG is equivalent to the action by
a group isomorphic to Spin(3, 1).

From the previous results we understand better the importance and signifi-
cance of the Spin group. The motion of a particle, its most significant feature,
is not measured in the tetrad, but in the Clifford algebra Cl (3, 1) . The group is
then the group which defines the change of basis, and this group is necessarily
the Spin group, to respect the specificities of the basis of a Clifford algebra.

In the experimental process of revealing the characteristics of matter and
fields, the first layer is the interpretation of the trajectories, and the first, and
most common, representation is by spinors, using the Clifford algebra Cl (3, 1)
with Spin (3, 1) . The adjoint map with the Spin group maps vectors of the
tetrad to vectors of the tetrad, so the vectors (ea, νa, ua, da) corresponding to
the kinetic characteristics of the particles should be found in the vectors of its
underlying vector space F of the Clifford algebra, and in Cl (C, 4) in Re (F ).
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Moreover C (Spin (3, 1)) maps real vectors to real vectors and imaginary vectors
to imaginary vectors.

We can then make the following assumptions :

Proposition 1 The kinematic characteristics of the particles are defined by 12
vectors ψaG = (ea, νa, ua, da)a=1,2,3 belonging to Re (F ) :

ψaG = iva0ε0 + va1ε1 + va2ε2 + va3ε3 = iva0ε0 + va, va0 ∈ R, va ∈ R
3

Proposition 2 The gravitational field is defined by the subgroup of ReU :

UG = C (Spin (3, 1)) =
{
g = (a, 0, 0, iw, r, 0, 0, ib) , a, b ∈ R, w, r ∈ R

3
}

T1UG =
{
(0, 0, 0, iW,R, 0, 0, 0) ,W,R ∈ R3

}

with
µ2
w =W tW,µ2

r = −RtR
a = cosh

√
W tW cos

√
RtR

w = sinh
√
W tW√

W tW

(
cos

√
RtR− sin

√
RtR√

RtR
j (R)

)
W

r = cosh
√
W tW sin

√
RtR√

RtR
R

b = − sinh
√
W tW√

W tW

sin
√
RtR√

RtR
(W tR)

g−1 = (a, 0, 0,−iw,−r, 0, 0, ib)
and :
wtr = −ab
a2 − b2 − wtw + rtr = 1
The action of the gravitational field is :
ψ0 → ϑ (g) (ψaG) = Adgψ

a
G

with [Adg ] =
(
a2 + b2 + rtr + wtw

)
I4

+2

[
1 i (aw − br + j (w) r)

t

i (−aw + br + j (w) r) aj (r) + bj (w) + j (r) j (r) + j (w) j (w)

]

and it preserves the Hermitian scalar product.

2.4 Weak field

2.4.1 Characteristics

It involves chirality, which is defined in even dimensional complex Clifford al-
gebras by a volume element. This is in Cl (C, 4) : ω = ε0 · ε1 · ε2 · ε3. It splits
Cl (C, 4) in two subsets :

ClR =
{
Z = 1

2 (Z + ω · Z)
}
= {Z : ω · Z = Z} = {Z : (a, v0, v, w, w,−v0,−v, a)}

ClL =
{
Z = 1

2 (Z − ω · Z)
}
= {Z : ω · Z = −Z} = {Z : (a, v0, v, w,−w, v0, v,−a)}

ClR is a 8 dimensional Lie subalgebra.
The subspaces ClR, ClL are orthogonal for 〈〉Cl
Let us denote
VL = SpanC (eL, νL, uL, dL) ⊂ ClL, VR = SpanC (eR, νR, uR, dR) ⊂ ClR
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VL is globally invariant by the action of a group UW isomorphic to SU (2) .
VR is invariant by the action of a group isomorphic to SU (2) .
We assume that eL, νL, uL, dL are linearly independent, and VL is a 4 di-

mensional vector space.

2.4.2 Identification of the Group

The scalars are invariant in any action, thus if VL is globally invariant then
{VL, 1} is globally invariant and one can find a basis such that the scalar compo-

nent of the vectors is null. Let (ej)
4
j=1 be an orthonormal basis of VL, completed

by (ej)
16
j=1 to have an orthonormal basis (for the Hermitian scalar product) of

Cl (C, 4) . The vectors ej have for components Hα
j in the basis (Eα)

16
α=1 so :

ej =
∑16
α=1H

α
j Eα

〈ej, ek〉H = ηjk =
〈∑16

α=1H
α
j Eα,

∑16
β=1H

β
kEβ

〉
=

∑16
α=1

(
Hα
j

)
(Hα

k ) ηαα

[H ]∗ [η] [H ] = [η]
There is always an endomorphism J such that : J (ej) = Ej : its matrix is

such that
[J ] [ej ] =

∑16
α=1 J

α
βH

β
j Eα = Ej ⇔

∑16
α=1 J

α
βH

β
j = δαj

and it suffices to take : Jαβ =
(
Hα
j

)
ηαα.

We can assume that the scalar component of (ej)
4
j=1 is null. So that for

j = 1...4 : J (ej) = εj−1.

VL is mapped to F = Span (εj)
3
j=0 .

If VL is globally invariant by Adg, g ∈ UW then J ◦ Adg leaves invariant

F = Span (εj)
3
j=0 . And conversely for any map ϑ : F → F the map J−1 ◦ ϑ ◦ J

leaves invariant VL. Then, using the previous result, J−1 ◦ ϑ ◦ J must take the
form Adu1...u2p where (uj)

2p
j=1 are vectors of ReF or iReF. We assume that

UW ⊂ ClR then it is necessarily a subgroup of U7. Using the matrix form given
previously it is easy to check that for U7 the adjoint map preserves both the
right handed and left handed parts ClL, ClR.

UW is isomorphic to SU (2) and C (Spin (3)) is isomorphic to SU (2) and is
a subgroup of U7.

So we make the assumption :

Proposition 3 The weak field can be represented by the subgroup C (Spin (3))
of ReU :

UW =
{
g = (a, 0, 0, 0, r, 0, 0, ib) ∈ Cl (C, 4) , ab = 0, a2 − b2 = 1− rtr, a, b ∈ R, r ∈ R

3
}

2.4.3 The vector spaces VL, VR

The vectors (eL, νL, uL, dL) must be of the form : (a, v0, v, w,−w, v0, v,−a) .
The basis of the vector space representing the states ψ is arbitrary. For the
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gravitational field we have seen that ψG ∈ F = Span (εj)j=0..3 . As ψ = ψG +
ψW + ψS it is logical to take the same basis, which sums up to assume that
J = Id. With the assumption that the 4 vectors are linearly independent and
belong to iClR the simplest solution is :

Proposition 4 The vectors (eL, νL, uL, dL) defining the characteristics of the
left handed particles with respect to the weak field have the format :

eL = (0, ve0, iv
e, 0, 0, ve0, iv

e, 0) , ve0 ∈ R, ve ∈ R3

νL = (0, ve0, iv
ν , 0, 0, vν0 , iv

ν , 0) , vν0 ∈ R, vν ∈ R3

uL = (0, vu0 , iv
u, 0, 0, vu0 , iv

u, 0) , vu0 ∈ R, vu ∈ R3

dL =
(
0, vd0 , iv

d, 0, 0, vd0 , iv
d, 0

)
, vd0 ∈ R, vd ∈ R3

The groupUW acts on these vectors with the same matrix for the components
(v0, v) , (x0, x) :

[MW ]4×4 =
(
1 + 2b2

)
I4 + 2

[
1 −ibrt
ibr aj (r) + j (r) j (r)

]

The vectors (eR, νR, uR, dR) must be of the form : (a, v0, v, w, w,−v0,−v, a)
and be invariant under the action of UW . It will happen only if ψR = (a, 0, 0, 0, 0, 0, 0, a) .
If ψR ∈ iClR all the charges are null, so the only solution is :

Proposition 5 The vectors (eR, νR, uR, dR) defining the characteristics of the
right handed particles with respect to the weak field are :

eR = aer + aerε0 · ε1 · ε2 · ε3, aer ∈ R

νR = aνr + aνrε0 · ε1 · ε2 · ε3, aνr ∈ R

uR = aur + aurε0 · ε1 · ε2 · ε3, aur ∈ R

dR = adr + adrε0 · ε1 · ε2 · ε3, adr ∈ R

2.5 Strong Field

We have 3 vectors (qr, qb, qr) . We assume that the 3 vectors are linearly inde-
pendent, belong to iClR and span a 3 real dimensional vector space Es. The
challenge is to find a subgroup Uw of ReU , isomorphic to SU (3) for which the
adjoint map keeps Es globally invariant.

2.5.1 Identification of the group

Let (ej)
3
j=1 be an orthonormal basis of Es and assume that 〈ej , ej〉H = 1.

Because ES ⊂ iClR then 〈ej, ej〉H = 〈ej , ej〉Cl = 1. The restriction, that we
will denote by h, to Es of the scalar product on Cl (C, 4) can be defined through

the orthonormal basis (ej)
3
j=1 and is definite positive.
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The Clifford algebra Cl (3) is a sub Clifford algebra of Cl (3, 1) , generated by

the vectors (εj)
3
j=1 , with the bilinear symmetric form of signature (+;+;+) . Its

image C (Cl (3)) = ReCl (C, 3) is generated by the vectors (εj)
3
j=1 of Cl (C, 4)

and is a real Clifford subalgebra.
Define the linear map : f : Es → ReCl (C, 3) :: f (ej) = εj .
Then for any vectors u, v ∈ Es :

f (u) ·f (v)+f (v) ·f (u) = f
(∑3

j=1 u
jej

)
·f

(∑3
j=1 v

jej

)
+f

(∑3
j=1 v

jej

)
·

f
(∑3

j=1 u
jej

)

=
(∑3

j=1 u
jεj

)
·
(∑3

j=1 v
jεj

)
+
(∑3

j=1 v
jεj

)
·
(∑3

j=1 u
jεj

)

= 2
〈∑3

j=1 u
jεj ,

∑3
j=1 v

jεj

〉
Cl

= 2
〈∑3

j=1 u
jej,

∑3
j=1 v

jej

〉
Es

By the universal property of Clifford algebras, there is a unique Clifford
algebra morphism ϕ : Cl (Es, h) → ReCl (C, 3) such that f = ϕ ◦  where  is
the canonical injection  : Es → Cl (Es, h) .

The adjoint map Adg preserves globally Es and then Cl (Es, h) which is a 8
real dimensional Clifford algebra. Its value is fully defined by its value on Es,
that is by a 3 × 3 matrix, which is necessarily unitary because Uw ⊂ U. So Uw
is isomorphic to SU (3) .

The reasoning can be understood more intuitively by noticing that, because
for the 3 vectors ej : 〈ej , ej〉H = 1, their components must be null for the vectors
Eα of the basis of Cl (C, 4) whose product comprises ε0. It sums up to eliminate
ε0 and indeed the vector subspace of T1U0, when ε0 is eliminated, reads :

T1U8 = {T ∈ Cl (C, 3) : CC (T t) + T = 0}
= {(iA, 0, iV, 0, R,X0, 0, 0) , A, V,R,X0 ∈ R}
It is a 8 real dimensional Lie subalgebra, of the subgroup of ReU :
U8 = {g = (a, 0, v, 0, r, x0, 0, 0) ∈ ClR : CC (g) = g, gt · g = 〈g, g〉H}
The condition : ab+v0x0+v

tx+wtr = 0 is removed, because it comes from
the last component (B) of the product g · CC (g)t = 1, so the 8 components
a, v, r, x0 are not related.

Proposition 6 The strong field can be represented by the subgroup Uw of ReU
whose elements read in Cl (C, 4) :

Uw = {g = (a, 0, v, 0, r, x0, 0, 0) ∈ ClR}

2.5.2 Identification of the vectors (qr, qb, qr)

From the previous results their components must be null for the vectors Eα of
the basis of Cl (C, 4) whose product comprises ε0. As for the gravitational and
the weak fields we can assume that (qr, qb, qr) are multiple of some vectors of
the basis (Eα) .
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Proposition 7 The vectors (qr, qb, qg) defining the characteristics of the quarks
with respect to the strong field have the format :

qr = irr1ε3 · ε2 + irr2ε1 · ε3 + irr3ε2 · ε1 + ixr0ε1 · ε2 · ε3, xr0, rr1 , rr2, rr3 ∈ R

qb = irb1ε3 · ε2 + irb2ε1 · ε3 + irb3ε2 · ε1 + irb0ε1 · ε2 · ε3, xb0, rb1, rb2, rb3 ∈ R

qg = irg1ε3 · ε2 + irg2ε1 · ε3 + ir3gε2 · ε1 + ixg0ε1 · ε2 · ε3, xg0, rg1 , rg2 , rg3 ∈ R

2.6 Definition of the group Û and its action

2.6.1 Definition of Û

For the gravitational, weak and strong fields this is the real part of U which is
involved. We have seen previously that the representation of the EM field by
the group U (1) can be done through the action ϑ (φ, U)ψ = (exp iφ)Adgψ. It

preserves the Hermitian product. Then the group Û , representing all the fields,
could be defined as Û = U (1)×ReU. But there is the issue of the Lie algebra.
Because ReU can be defined equivalently as the product R×Re (U0) we could
consider T1U0. However T1U0 = (iA, V0, iV, iW,R,X0, iX,B) has a real and an
imaginary part :

T1U0 = (0, 0, 0, iW,R,X0, iX, 0)⊕ (iA, V0, iV, 0, 0, 0, 0, B)
and, as we can see for the strong field, we need both parts : T1U8 is a real

8 dimensional Lie algebra, which does not belong to the real part of T1U0.

T1U0 is a Lie algebra and gives the group by the exponential. The compu-
tation of the coefficients of g = (a, v0, v, w, r, x0, x, b) ∈ U0 can be done from T
by the exponential using the decomposition :

T1U0 = (iA, 0, 0, 0, 0, 0, 0, 0)⊕(0, 0, 0, iW,R, 0, 0, 0)⊕(0, 0, 0, 0, 0, X0, iX, 0)⊕
(0, V0, iV, 0, 0, 0, 0, B)

i) The center of T1U0 gives the abelian groupU (1) = {(exp iA, 0, 0, 0, 0, 0, 0, 0)}
ii) (0, 0, 0, iW,R, 0, 0, 0) is the Lie algebra of the Real part of Spin (C, 4) and

we have seen that its elements can be written :
s = (a, 0, 0, iw, r, 0, 0, ib) with
expTr = exp (0, 0, 0, 0, R, 0, 0, 0) = cosµr +

sinµr

µr
(Tr) with µ2

r = RtR =
−Tr · Tr

expTw = exp (0, 0, 0, iW, 0, 0, 0, 0) = coshµw+
sinhµw

µw
(Tw) with µ

2
w =W tW =

Tw · Tw
a = coshµw cosµr

w = sinhµw

µw

(
cosµr − sin µr

µr
j (R)

)
W

r = coshµw
sinµr

µr
R

b = − sinhµw

µw

sinµr

µr
(W tR)

Then a chart of ReSpin (C, 4) is :
(0, 0, 0, iW,R, 0, 0, 0)→ ReSpin (C, 4) :: g = expTr · expTw
iii) (0, 0, 0, iW,R, 0, 0, 0) ⊕ (0, 0, 0, 0, 0, X0, iX, 0) is the real part of T1U0,

this is a Lie algebra. The exponential on the vector space T1U0/T1Spin (3, 1) =
{Tx = (0, 0, 0, 0, 0, X0, iX, 0)} is well defined.
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Tx · Tx =
(
−X2

0 +XtX, 0, 0, 0, 0, 0, 0, 0
)

thus : expTx = coshµx + sinhµx

µx
Tx with µ2

x = −X2
0 − XtX and one can

check that (expTx)
t · expTx = 1

iv) The exponential on the vector space (0, V0, iV, 0, 0, 0, 0, B) = T1U0/ (T1U (1) + ReT1U0)
reads :

Tv·Tv = (0, V0, iV, 0, 0, 0, 0, B)·(0, V0, iV, 0, 0, 0, 0, B) =
(
V 2
0 − V tV +B2, 0, 0, 0, 0, 0, 0, 0

)
∈

Cl (3, 1)R
expTv = coshµv +

sinhµv

µv
Tv with µ2

v = Tv · Tv = V 2
0 − V tV +B2

If µ2
v = V 2

0 − V tV + B2 > 0 then expTv = coshµv +
sinhµv

µv
Tv

If µ2
v = V 2

0 − V tV + B2 < 0 then expTv = cosµv +
sinµv

µv
Tv

and in both cases coshµv,
sinhµv

µv
∈ R.

And we can check that expTV ∈ U0.
Because Tv = iC ([0,−V0, V, 0, 0, 0, 0,−B]) ∈ iCl (3, 1)R the exponential

expTv has a real and an imaginary part.
v) And a chart of U0 is :
g = (a, v0, v, w, r, x0, x, b)

= eiA(coshµw cosµr, 0, 0, i
sinhµw

µw

(
cosµr − sinµr

µr
j (R)

)
W, coshµw

sinµr

µr
R, 0, 0,

−i sinhµw

µw

sinµr

µr
(W tR)) ·

(
coshµx, 0, 0, 0, 0,

sinhµx

µx
X0, i

sinhµx

µx
X, 0

)

·
(
coshµv +

sinhµv

µv
Tv

)

A full computation shows that g = eiA (a, v0, v, w, r, x0, x, b) where a, v0, v, w, r, x0, x, b

are complex, but do not depend on A. So that g·g′ = ei(A+A′) (a, v0, v, w, r, x0, x, b)·
(a′, v′0, v

′, w′, r′, x′0, x
′, b′) . As the EM field must be part of the unitary field we

need to keep the whole of T1U0.

Proposition 8 The force fields have the unified representation with the real 16
real dimensional Lie group Û whose Lie algebra is :

T1Û =
{
T ∈ Cl (C, 4) : CC

(
T t

)
+ T = 0

}

Proposition 9 Proposition 10

T1Û =
{
(iA, V0, iV, iW,R,X0, iX,B) , A, V0, X0, B ∈ R, V,W,R,X ∈ R

3
}

Then the elements of the group read :
Û = {g ∈ Cl (C, 4) : CC (gt) · g = 1}
=

{
eiA (a, v0, v, w, r, x0, x, b) , A, a, v0, x0, b ∈ C, v, w, r, x ∈ C3

}

Proposition 11 The state of elementary particles are represented in the Clif-
ford algebra Cl (C, 4) and the action of Û on Cl (C, 4) is :

ϑ : Û → L (Cl (C, 4) ;Cl (C, 4)) :: ϑ (g)ψ = eiAAdgψ
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2.6.2 Fiber bundles

The present model is slightly different from the general picture, it brings mostly
simplifications. The physical principal bundle is PG (M,Spin (3, 1) , πG) : the
observer chooses a spatial orthonormal basis, which is completed for the time
vector ε0 by the direction of his velocity, and altogether we have a tetrad
(εj)

3
j=0, which defines the gauge. A change of tetrad is given by the action of

Spin (3, 1) . The Clifford bundle is built from the tetrad and is a vector bundle
PG [Cl (3, 1) , Ad] . The morphism C, which can be defined with any orthonormal
basis, provides a copy of Cl (C, 4) at each point, which changes in a change of
gauge by the adjoint map with Spin (3, 1) . This is equivalent to define a vector
bundle PCl = PG [Cl (C, 4) , Ad] . A point p of PCl is a basis of Cl (C, 4) located
at m ∈M.

There is no principal bundle with group Û : an element g ∈ Û located
at m is just a vector of the vector bundle PCl, which changes as such in a
change of gauge given by Spin (3, 1) . The force field is measured with respect

to the standard p (m) = 1 by a value g ∈ Û and changes in a change of gauge
as Cl (C, 4) by the adjoint action of Spin (3, 1) . The field has a value at each
point of a given area Ω of the universe represented by the manifold M . This is
equivalent to assume that there is a section U ∈ X (PCl) :

U :Ω → PCl :: U (m) = g =
∑16

α=1 g (m)
α
Eα (m)

In a given environment, to each type of elementary particle one can associate
a section ψ ∈ X (PCl) :

ψ :Ω → PCl :: ψ (m) = ϑ (g (m))ψ0

then the state of the particle along its trajectory q (t) is given by ψ (t) =
ψ (q (t))

The value of the field varies from one point to another. Its variation along
a curve with tangent V is dg

dτ
=

∑3
α=0 V

α∂αg. The variation is measured with

respect to its starting value, that is by g−1 dg
dτ

which belongs to the Lie algebra

T1Û . So one assumes that there is, at each point m, a map

T : TM → T1Û ::

16∑

α=1

3∑

β=0

Tαβ Eα ⊗ dξβ

which gives the value of g−1 dg
dτ

along any direction.
A particle is not immobile and along its world line with a velocity∑3

α=0 V
α∂ξα ∈ TM its state changes as :

dψ
dt

= d
dt
ϑ (g (m))ψ0 = ϑ′

(
dg
dt

)
= ϑ′

(
g ·

(∑3
β=0 V

βTβ

))
= ϑ′ (g · T ) =

ϑ (g) · ϑ′ (1) (T )
using the identities : ϑ′

(
dg
dt

)
= ϑ (g)ϑ′ (1)Lg−1g

(
dg
dt

)
= ϑ (g)ϑ′ (1) g−1 ·

dg
dt

= ϑ (g) ◦ ϑ′ (1) (T )
We get back the general model of a connection acting on the state of a

particle along its trajectory. In this picture the potential of the field is the

quantity T ∈ Λ1

(
M ;T1Û

)
.
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The variation of the field or of the state are not necessarily continuous,
the general mathematical representation is through the 1st jet bundle J1PCl =
{m, g, δαZ, α = 0...3} where δαZ =

∑16
β=1 δZ

β
αEα ∈ Cl (C, 4) . In a continuous

process δαZ = ∂αZ is the partial derivative of Z in the direction α = 0...3. The
possible variation of the field is then δg = (m, g, δαT, α = 0...3) and the possible
variation of the state is δψ = (m,ψ, δαψ, α = 0...3) .

All the quantities measured in Cl (C, 4) change in a change of gauge, that is
of tetrad, for instance when one goes from an observer to another at the same
location, by a change of basis (εj)

3
j=0 . The potentiaI changes with an affine law.

So a unique principal bundle, with a clear physical and geometric meaning,
is necessary in the model.

2.7 Characteristics of elementary particles

2.7.1 State vectors of the elementary particles

The fundamental state vectors are the sum of the gravitational, weak and strong
components.

For each generation a = 1, 2, 3 :
Left handed Leptons :
eL = (0, ve0 + ivae0 , ive + vae, 0, 0, ve0, iv

e, 0) = (0, ivae0 , v
ae, 0, 0, ve0, iv

e, 0) ⊕
(0, ve0, iv

e, 0, 0, 0, 0, 0)
νL = (0, ve0 + ivaν0 , vaν + ivν , 0, 0, vν0 , iv

ν , 0)
Right handed Leptons :
eR = (aer , ivae0 , v

ae, 0, 0, 0, 0, aer) = (aer, ivae0 , v
ae, 0, 0, 0, 0, 0)⊕(0, 0, 0, 0, 0, 0, 0, aer)

νR = (aνr, ivaν0 , vaν , 0, 0, 0, 0, aνr)
Left handed Quarks :
uLr = (0, vu0 + ivau0 , vau + ivu, 0, irr, vu0 + ixr0, iv

u, 0) = (0, ivau0 , vau, 0, 0, vu0 , iv
u, 0)⊕

(0, vu0 , iv
u, 0, irr, ixr0, 0, 0)

uLg = (0, vu0 + ivau0 , vau + ivu, 0, irg, vu0 + ixg0, iv
u, 0)

uLb =
(
0, vu0 + ivau0 , vau + ivu, 0, irb, vu0 + ixb0, iv

u, 0
)

dLr =
(
0, vd0 + ivad0 , vad + ivd, 0, irr, vd0 + ixr0, iv

d, 0
)

dLg =
(
0, vd0 + ivad0 , vad + ivd, 0, irg, vd0 + ixg0, iv

d, 0
)

dLb =
(
0, vd0 + ivad0 , vad + ivd, 0, irb, vd0 + ixb0, iv

d, 0
)

Right handed quarks :
uRr = (aur, ivau0 , vau, 0, irr, ixr0, 0, a

ur) = (aur, ivau0 , vau, 0, 0, 0, 0, 0)⊕(0, 0, 0, 0, irr, ixr0, 0, a
ur)

uRg = (aur, ivau0 , vau, 0, irg, ixg0, 0, a
ur)

uRb =
(
aur, ivau0 , vau, 0, irb, ixb0, iv

u, aur
)

dRr =
(
adr, ivad0 , vad, 0, irr, ixr0, iv

d, adr
)

dRg =
(
adr, ivad0 , vad, 0, irg, ixg0, iv

d, adr
)

dRb =
(
adr, ivad0 , vad, 0, irb, ixb0, iv

d, adr
)
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2.7.2 Antiparticles

The distinction particles / antiparticles is equivalent to the choice of a rep-
resentation or its contragredient. The Lie algebra of the field, as well as the
fundamental vectors ψ0 have both a real and an imaginary part. The con-
tragredient representation sums up to swap the real and the imaginary parts
: ψc = Imψ + iReψ = iCC (ψ) . As we can see from the previous table no
fermion is its own antiparticle.

In the process C′ replace C and in the Hermitian form −η replace η. Or, in
other words :

Proposition 12 The distinction between particles / antiparticles is equivalent
to the choice of a signature (3, 1) or (1, 3) for the metric.

2.7.3 Lagrangian

Along the trajectory q (t) of an elementary particle the Hermitian product is
constant :

〈ψ (q (t)) , ψ (q (t))〉H = 〈ϑ (g (q (t)))ψ0, ϑ (g (q (t)))ψ0〉H = 〈ψ0, ψ0〉H
and by derivation along the trajectory :〈
d
dt
ψ (q (t)) , ψ (q (t))

〉
H
+
〈
ψ (q (t)) , d

dt
ψ (q (t))

〉
= 0 ⇒

〈
ψ (q (t)) , d

dt
ψ (q (t))

〉
∈

iR 〈
ϑ (g (m))ψ0, ϑ

(
dg
dt

)
ψ0

〉
H

= 〈ϑ (g)ψ0, ϑ (g) ◦ ϑ′ (1) (T ) (ψ0)〉H
= 〈ψ0, ϑ

′ (1) (T )ψ0〉H
where T =

∑3
β=0 V

βTβ involves the velocity of the particle and the potential
of the field.

Then we can take for the Lagrangian representing the interactions fields /
particles :

Lp =
1
i
〈ψ0, ϑ

′ (1) (T ) (ψ0)〉H
ϑ′ (1) (T ) (ψ0) = iAψ0 + ad (T ) (ψ0)

Lp =
1

i
〈ψ0, iAψ0 + ad (T ) (ψ0)〉H

2.7.4 Charges

Denoting ψ0 = (a, v0, v, w, r, x0, x, b) with complex components,
T = (iA, V0, iV, iW,R,X0, iX,B) the computation gives :

Lp =
1

i
〈ψ0, ϑ

′ (1) (T ) (ψ0)〉H = QAA+QV0V0+Q
t
V V+QtWW+QtRR+QX0X0+Q

t
XX+QBB

with the charges, which are represented by a vector Q of Cl (C, 4) :
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QA = 〈ψ0, ψ0〉H
QV0 = 4 Im (vtw + bx0)

QV = 4Re (v0w − bx+ j (r) v)
QW = 4Re (−v0v + x0x+ j (r)w)

QR = 4 (−j (Re v) Im v + j (Rew) Imw − j (Re r) Im r + j (Rex) Imx)
QX0 = 4 Im(bv0 + xtw)

QX = 4Re (bv − x0w + j (x) r)
QB = 4 Im (v0x0 + vtx)

The use of the opposite signature sums up to change η → −η and the
Hermitian product takes the opposite sign. As we can see all the charges take
the opposite value for the corresponding antiparticle.

Using the value of ψ0 for the elementary particles we get :
Left handed leptons :
eL : QA = (vae)

t
(vae)−(vae0 )

2
, QV0 = 0, QV = 0, QW = 4 (vae0 v

e − ve0v
ae) , QR =

4j (ve) vae, QX0 = 0, QX = 0, QB = 4
(
vae0 ve0 + (vae)t ve

)

Right handed Leptons :
eR : QA = (vae)

t
vae − (vae0 )

2
, QV0 = 0, QV = 0, QW = 0, QR = 0, QX0 =

4aervae0 , QX = 4aervae, QB = 0
Left handed Quarks :
uLr : QA = (vau)

t
vau+(rr)

t
rr+(xr0)

2−(vau0 )
2
, QV0 = 0, QV = 4j (vu) rr, QW =

4 (vau0 vu − vu0 v
au − xr0v

u) , QR = 4j (vu) vau, QX0 = 0,

QX = 4j (rr) vu, QB = 4
(
vu0x

r
0 + vau0 vu0 + (vau)

t
vu

)

Right handed Quarks :
uRr : QA = (vau)

t
vau + (rr)

t
rr + (xr0)

2 − (vau0 )
2
, QV0 = 4aurxr0, QV =

0, QW = 0, QR = 0, QX0 = 4aurvau0 , QX = 4aurvau, QB = 0
and similar values for the other particles.

The EM charge is the same for right handed and left handed particles as it
should be expected.

2.7.5 Momentum and energy

The motion of a particle is part of its state, and is represented through the
component of Spin (3, 1) in g, and its variation then belongs to T1Spin (3, 1) .
It has a translational (corresponding to W ) and a rotational (corresponding to
R) component. In a representation based on Spin (3, 1) the usual “spin” (spin
up or down) is directly accounted for in the component R, because Spin (3, 1)
distinguishes the two rotations at the difference with SO (3, 1) .

Outside Particles Physics the momentum can be represented by a spinor,
using the representation of Cl (C, 4) on 4 × 4 complex matrices, and then the
spinor is a 4 complex dimensional vector, which has a right and a left handed
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part, usually related. This representation is very convenient as it can be easily
extended to deformable solids in the RG context. The dynamic part of the La-
grangian can then be expressed through a 3 dimensional vector which, with the
mass, sums up the kinematic characteristics of the body. This is the equivalent
of a “charge vector”.

In a GUT all the components of the fields are assumed to act simultaneously,
so there is no need for a specific concept of momentum. It is replaced by a tensor
:

M =
∑16

α=1

∑3
β=0 ψ

αV βEα ⊗ ∂ξβ ∈ PCl ⊗ TM
and there is a differential operator :
PCl ⊗ TM → PCl ⊗ TM :: M (ψ ⊗ V )=ϑ (u) (ψ0)⊗

∑3
β=0 V

βEα ⊗ ∂ξβ
The difference in the strength of the fields should be reflected in the value

of the charges. The inertial features are accounted for in the gravitational
charges. The gravitational field involves the components W and R of the Lie
algebra T1Û . QW = 0 for the right handed particles and the component W is
not involved in the other fields, but the rotational component R is, and this
raises some intriguing questions. We can assume that elementary particles have
a rotational motion, which is represented by the component R in T1Spin (3, 1) .
At the atomic scale the only assumption that we can make is that the rotational
motion is at a constant speed (its change entails a variation of kinetic energy)
and the component R of the field acts on the axis of rotation. QR = 0 for the
right handed particles, as could be expected, but non null for the left handed
particles. We know actually little about the gravitational field, which is weak
and varies very slowly in space and time. But it could be involved in the only
genuine known random process, that is the spontaneous decay with the weak
field.

For the same reasons in a GUT the inertial concepts are replaced by the
gravitational features, so there is no longer a specific concept of kinetic en-
ergy, which is replaced by the energy of the particle with respect to the fields,
and more precisely with respect to its motion in the field, represented by the
Lagrangian Lp.

Collisions
The generalization to a GUT model is then immediate : this is the sum of

the momenta M1 + M2 which is conserved; for each component of ψ. If the
fundamental states do not change the charges are constant, and the potential
has the same value for each particle, then the sum of energies Lp is conserved.

2.7.6 Composite particles

Whenever several particles are associated to form a system, they constitute
a system and, according to the theorems of quantization, their state can be
represented by the tonsorial product of the individual states. Several processes
are then at play.
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Symmetries
In a system where several components are identical (elementary particles of

the same type) they are indistinguishable and the tensor of the system must
be either symmetric or antisymmetric (for the corresponding components). Be-
cause the states are valued in Cl (C, 4) we have convenient tools to study the
possible configurations, with the involutions. They commute with the tensorial
product so that we have for instance :

(ψ1 ⊗ ψ2)
t = ψt1 ⊗ ψt2, ı (ψ1 ⊗ ψ2) = ı (ψ1)⊗ ı (ψ2) ,

CC (ψ1 ⊗ ψ2) = CC (ψ1)⊗ CC (ψ2)

Decay
Composite particles can broke down in other composite or elementary parti-

cles, and this process is at the core of most experiments in Particle Physics. Its
modelization is based on the decomposition of tensorial representations.

The orbit of a given elementary particle j is a vector subspace Vj of Cl (C, 4)

globally invariant by Û , and a composite particle is then represented in the ten-
sorial product of representations (Vj , ϑ) . Such tensorial products are equivalent
to the sum of representations (Vk, ϑ) and the mathematical operation represents
the decay. The study of all the possible cases is the bread and butter of Parti-
cles Physicists, and in this endeavour an essential tool is the knowledge of the
fundamental weights.

In the present picture the operation is simpler : all the vectors subspaces
belong to Cl (C, 4) , there is a unique group and the derivative of the represen-

tation is nothing more than a representation of T1Û on itself through ad. The
Cartan algebra of Cl (C, 4) is 4 complex dimensional, given by the vectors :

T1T = {A+W1ε0 · ε1 +R1ε3 · ε2 +Bε0 · ε1 · ε2 · ε3, A,W1, R1, B ∈ C}

We have a similar result by selecting the components w2, r2 or w3, r3.
Thus the Cartan algebra of T1Û is
{iA+ iW1ε0 · ε1 +R1ε3 · ε2 +Bε0 · ε1 · ε2 · ε3, A,W1, R1, B ∈ R}
The 12 root vectors :

Y1 (ǫ11, ǫ12) =
1
2 {i (ε0) + ǫ11 (ε1) + iǫ12 (ε1 · ε2 · ε3) + ǫ11ǫ12 (ε0 · ε3 · ε2)} , ǫij = ±1

Y3 (ǫ31, ǫ32) =
1
2 {i (ε0 · ε2) + ǫ31 (ε0 · ε3) + iǫ32 (ε1 · ε3) + ǫ31ǫ32 (ε2 · ε1)} , ǫij = ±1

Y2 (ǫ21, ǫ22) =
1
2 {i (ε2) + ǫ21 (ε3) + iǫ22 (ε0 · ε1 · ε3) + ǫ21ǫ22 (ε0 · ε2 · ε1)} , ǫij = ±1

are orthogonal (for the Hermitian product) and, with T1T, span Cl (C, 4) .
The value of the adjoint map for any vector T of T1T is given by :

ad (T ) (Y1 (ǫ11, ǫ12)) = − (iW1ǫ11 +Bǫ12)Y1 (ǫ11, ǫ12)
ad (T ) (Y3 (ǫ31, ǫ32)) = i (R1ǫ31 +W1ǫ31ǫ32)Y3 (ǫ31, ǫ32)
ad (T ) (Y2 (ǫ21, ǫ22)) = (iR1ǫ21 −Bǫ22)Y2 (ǫ21, ǫ22)
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To any vector subspace Vj it is then possible to associate a fundamental
weight Γj , and if (V1, ϑ) , (V2, ϑ) are the representations associated to the par-
ticles 1,2 the tensorial product (V1 ⊗ V2, ϑ× ϑ) of a composite particle is an
irreducible representation with the weight Γ1+Γ2. And conversely the compos-
ite particle can decay in two elementary particles.

Of course the decay occurs only if the balance of energy is favorable, which
can involve an supply from the fields.
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3 THE PROPAGATION OF THE FIELD AND

THE BOSONS

3.1 The implementation of the Principle of Least Action

The force field propagates in the vacuum (that is where there is no particle)
by interacting with itself. This phenomenon is modeled by implementing the
Principle of Least Action and involves a special derivative of the potential, the
strength of the field F . It is useful to remind its definition as it is at the core
of the representation of bosons.

3.1.1 The strength of the field

The potential is a tensor T : TM → T1Û ::
∑16
α=1

∑3
β=0 T

α
β Eα ⊗ dξβ which

is a one form on M valued in the vector bundle PCl. Its derivative is com-
puted through a Lie derivative, along a curve q : R → M :: q (τ) with tan-
gent V . The basic idea is to define the derivative at q (τ) as the limit of
1
h
(T (q (τ + h))− T (τ − h)) when h → 0. Because the referential are not the

same at q (τ + h) and T (τ − h) , to compute the difference it is necessary to
“transport” the tensor along the curve, using its flow ΦV , by two operations
called “push-forward” ΦV (q (τ − h) , h)

∗
T (q (τ − h)) and “pull-back”

ΦV (q (τ + h) ,−h)∗ T (q (τ + h)) which provide two “copies” of the tensor
located at the same point q (τ) , expressed in the same referential, so that the
quantity

1
h
∆T = 1

h

(
ΦV (q (τ + h) ,−h)∗ T (q (τ + h))− ΦV (q (τ − h) , h)

∗
T (q (τ − h))

)

can be computed. Then the derivative, called the Lie derivative, is just
£V T = limh→0

1
h
∆T. There are some complications because the curve is actu-

ally on a vector bundle, but the principle is the same (see Th.Physics p.216,334).
The result is a 2 form on M valued in the vector bundle

F =
∑3

{α,β}=0

∑16
γ=1F

γ
αβdξ

α ∧ dξβ ⊗ Eγ ∈ Λ2 (M ;PCl)
which has the property that, in a change of gauge, it transforms by the

linear map Adg, g ∈ Spin (3, 1) and not by an affine map as the potential. As a
consequence it can figure explicitly in a Lagrangian.

Fγ
αβ = ∂αT

γ
β − ∂βT

γ
α + [Tα, Tβ]

γ

The bracket comes from the fact that dg
dτ

= g · T.
For the scalar component representing the EM field one gets back a scalar 2

form.
In the procedure above it is possible that the quantity ∆T does not converge

to 0 when τ → 0. Then we have a discontinuity.

3.1.2 The model of particles and field interacting

It requires the definition of a Lagrangian for the field, which takes the form of
a scalar product 〈F ,F〉 . This is done in 2 steps.
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i) On a manifold endowed with a metric there is a scalar product of scalar
valued 2 forms : 〈F ,K〉 =

∑
{α,β}FαβKαβ where the indices are raised with

the metric.
ii) On the Lie algebra one can use the Killing form, which is preserved by the

adjoint map with Spin (3, 1), but here it is better to use the Hermitian product
because it accounts for the scalar component.

Then the scalar product is :
〈F ,K〉 = ∑

{α,β}
〈
Fαβ ,Kαβ

〉
H

For a system with N particles one can define a section ψ ∈ X (PCl) for
each type of particles, then the full Lagrangian over an area Ω followed by the
observer from t = t1 to t = t2 is :

L =
∫
Ω
〈F ,F〉̟0 +

∑
j

∫ t2
t1

∑16
β=1Q

β
j T

β
α (qj (t))V

α
j (qj (t)) dt

with the velocity Vj (which is a variable), the charge vector Qj ∈ Cl (C, 4)
of each particle and a volume density ̟0 computed from the metric.

The condition for an equilibrium is that L is stationary. A rigorous solution
can be found by using the method of variational derivatives (see Maths.7.6.1)
which can be extended to fiber bundles. The equations introduce the currents
for the field φ =

∑3
α,β=0

[
Fαβ , Tβ

]
∂ξα ∈ TM ⊗ PCl and for the particles J =

V ⊗Q ∈ TM ⊗ PCl and the equations sum up to : J = φ and d (∗F) = 0 with
the Hodge dual ∗F .

The model assumes that there is no collision, and we have seen how to deal
with them.

When there are particles the solution for the field are actually “distributions”
: they are maps T acting on sections ψ ∈ Xc (PCl) with compact support such
that they give the expected result. So they can be seen as operators acting
on a Hilbert space as it is usual in QTF, but the result comes from a rigorous
implementation of mathematical theorems, and not from a physical assumption
on the nature of fields.

However the model does not answer all the questions.
i) The Principle of Least Action is based on the balance of energy, at equi-

librium, between the components of the system. It provides - complicated -
partial differential equations with initial conditions which should be known on
a spatial hypersurface, which is generally impossible. Anyway the purpose of
the Physicist is not to know the value of the field as it can emanate from far
away sources, but to forecast the interactions between definite components.

ii) It is obvious that the interactions between a field, assumed to exist every-
where and continuous, and point-wise particles, introduce discontinuities. The
state of the particles changes, usually continuously, and they carry this change
over their trajectory. For the field this is more complicated : the change must
be smeared out by propagation, which is not an instantaneous process.

And this leads to the next subsection.

3.2 The propagation of the field in the vacuum

The Principle of Least Action provides a single equation d (∗F) = 0 (or equiva-
lent in any theory such as the Maxwell’s equations) for the propagation of the

76



field in the vacuum. Because the equations are complicated usually one uses
special solutions such as “plane waves”, but an attentive look at the case of the
EM field, the only one for which we can proceed to reliable experiments, tells
us that this not all the story.

3.2.1 The speed of light

One of the strongest result of Physics is that “light propagates a constant spatial
speed c”. But on what experiments is it based ?

Their principle is that a small variation of the field (a signal) occurs at some
point, it is detected at different points with some delay, from which one can
compute an apparent spatial speed. The conclusion comes from the facts :

i) the signal can be acknowledged : it can be attenuated, or distorted (by
the Doppler effect for instance), but it is recognizable.

ii) the signal reaches different points, so it follows different 4 dimensional
curves, whose spatial length can be computed.

iii) there is a constant relation between the spatial length and the time delay,
even when the observers are in motion : the velocity V = dq

dτ
of the propagation

of the signal on the curve is such that the Lorentz scalar product is null :
〈V, V 〉 = 0.

These results are not at all obvious, and they are certainly not a consequence
of the previous model. There should be a unique value of the field at a given
point, and there is no reason why it should keep the “memory“ of some signal
in the past. A far away star does not give us any favor in dispensing its energy,
but we can precisely guess its EM field. Many readers will jump to the classic
answer : these results come from the propagation of a photon. But this is to
answer the question by a riddle as we do not know what a photon is. When Bob
calls Alice on her mobile phone, they do not exchange photons between their
mobiles, but a signal whose propagation has been engineered using well known
fields equations. And the First Principle of Optics says that “light propagates in
straight lines”. In General Relativity it is usually assumed that light propagates
along geodesics, that is curves such that the covariant derivative of its tangent,
using the connection of the gravitational field, is null. This is seen as the
generalization of the idea that “light propagates along curves of shortest length”,
but this holds only if the connection is special (the Levy-Civita connection), and
anyway in a GUT there is no reason to privilege the gravitational field.

3.2.2 The lines of propagation of the field

The physical part of the Geometry of the Universe is the metric. It is assumed
to be defined everywhere and change with the location. But, for any manifold
endowed with a metric, there are special curves of tangent V along which the
metric g is transported by their flow : the Lie derivative £V g = 0. Through any
point there are infinitely many such curves, which are integral curves of special
vector fields, Killing vector fields, which have many properties (they preserve
the scalar product of vectors, then the tetrads, and the volume form). They are
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the infinitesimal generators of isometries (maps whose derivative preserve the
metric) which themselves constitute a Lie group, representing the physical sym-
metries of the Universe, which are, locally, at most 12. Because the standards
are fixed through the principal bundle PG and the tetrad, they are naturally
preserved along a Killing curve, that is in the propagation of the field.

So, my assumption is the following :

Proposition 13 The force field propagates along Killing curves.

It has some important practical consequences. Any chart that we can con-
ceive to locate a point (such as in Astrophysics) is based on the propagation
of light. The fact that the spatial axes are also Killing curves gives a special
form to the metric expressed in the chart, from which we have differential equa-
tions for the metric. And in common models, such as the study of the field in
the environment of a particle or a material body, we can assume a rotational
symmetry, the propagation lines are radial, as well as the Killing curves.

In a full model encompassing the metric, it appears that the metric itself
depends only on the value of field at each point, which makes sense as they are
the only quantities defined everywhere. This supports the proposition above.

The proposition does not answer the question of the speed of propagation.
The condition for Killing curves £V g = 0 provides, for a given metric, 10 linear
PDE, the condition for a speed c provides an additional equation 〈V, V 〉 = 0,
with 20 parameters for the initial conditions, there is still plenty of room for
the definition of lines of propagation. The propagation of the EM field can be a
special case. It is generally assumed that the gravitational field propagates also
at c (this is essential in cosmological models), so it seems sensible to extend the
conclusion to a GUT.

Because there are infinitely many lines of propagation going through a point,
the propagation of a signal occurs on a 4 dimensional cone, future oriented, with
apex the source, and the energy is dissipated on 2 dimensional surfaces. As a
consequence it decreases as the inverse of the square to the spatial distance from
the source, as it is well known for the EM and the gravitational fields. The weak
and strong fields seem to follow very different laws but they do not come from
experimental measures. They appear in some experiments, and in a GUT the
density of energy, which should, over all, stay constant on a propagation line, is
a complicated mix of all the components of F in T1Û . So this issue is open.

3.3 Bosons

An analogy will help to understand the model : shock waves in a continuous
medium. They can be easily modeled in General Relativity. A continuous
medium is represented by material points traveling on integral curves of a com-
mon vector field V , their location is given by the value of the parameter τ on

78



the curve and their initial position x. Some process, such as a vibration, occurs
at each material point and is represented by a quantity Y (τ) in some vector
bundle. A shock wave is a discontinuity in the derivative dY

dτ
. Its propagation

can be modelled by a function ϑ (x) = τ which gives, for each material point,
the time at which it has been reached by the shock wave. It is then located at
the points ω (t) : t = ϑ (x) , that is on a 3 dimensional hypersurface Ω3 (t). The
discontinuity appears as a quantity which is added to the regular derivative,
and is located on Ω3 (t) , that is by a “Dirac’s function”.

3.3.1 Definition of a boson

When the field interacts with a particle a discontinuity appears. It is usually
smeared out, and anyway it is in part artificial, a consequence of a model with
point-wise particles. The possibility to detect the discontinuity depends on the
scale of the observation, on its magnitude and on the speed of propagation,
but one can expect that in some cases it is “too big to be smeared out”. This
happens notably when the interaction itself involves a significant amount of
energy, such as in the photo-voltaic effect (an electron is extracted from its
shell) or the break down of a particle. In a continuous medium, built around
a vector field, a shock wave propagates on a 3 dimensional hypersurface. For
a force field, defined everywhere, the propagation occurs on one dimensional
lines. And we can assume naturally that they are the same as the usual lines
of propagation of the field. They behave similarly to particles : they are the
bosons.

Their representation comes from the definition of F : the field is continuous
but its derivative is not, and the discontinuity is represented by some ∆T ∈
TM∗⊗T1Û propagating along a Killing curve and which is added to the regular
derivative F . At any point there is a unique Killing curve with a given tangent
V , V is part of the definition of the boson, which is a one form at the difference
of F . The attenuation of a signal is due to its propagation on 3 dimensional
hypersurfaces, we have nothing similar for bosons, which propagate without
attenuation : the boson is transported along the curve with the law £V∆T = 0.

Proposition 14 Bosons are discontinuities in the derivative of the field. They

can be represented as one form ∆T ∈ Λ1

(
M ;T1Û

)
with support a Killing curve,

and they propagate along this curve at the same speed as the field, by transport
such that £V∆T = 0.

3.3.2 Characteristics of bosons

As a consequence of the law £V∆T = 0 the quantity
BT =

∑3
α∆T

β
αV

αEβ ∈ T1Û
is constant, this is a vector of PCl which is similar to the fundamental state

ψ0 of a particle.
Bosons can be quantized in a way similar to particles. The observable is BT .

In a change of gauge in PCl with Spin (3, 1) it transforms as a vector of Cl (C, 4)
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by a linear map, and not an affine map as the potential, because it is defined
by a difference. So this is an element of PCl, belonging at each point m to the
Lie algebra T1Û . At a difference with particles, it is not assumed that there
is an action of Û on the fundamental state BT . However the different types of
particles and fields appear, layer after layer, in experiments which involve parts
of the unified field Û . Similarly bosons manifest themselves when these parts of
the fields are involved, so one can associate bosons to each type of field, such
that BT belongs to the corresponding subalgebra of T1Û .

Bosons are discontinuities of the derivative F of the potential, so we can
define the energy of a boson in a similar way :

∆T =
∑16

α=1

∑3
β=0∆T

α
β dξ

β ⊗ Eα
We compute first the Lorentz scalar product of the one form with the metric

for α = 1...16 :
〈∑3

β=0∆T
α
β dξ

β ,
∑3

β=0∆T
α
β dξ

β
〉
TM

=
∑3

β=0 ∆T
α
β∆T

α,β

then the scalar product with the Hermitian form on Cl (C, 4) :

〈Z,Z〉H with Z =
∑16

α=1

(∑3
β=0 ∆T

α
β ∆T

α,β
)
Eα ∈ Cl (C, 4)

Because the boson propagates on a Killing curve, on which the Lorentz
scalar product is constant, the first result is constant. Then the second scalar
product, with the fixed Hermitian form, is also constant : the energy of a boson
is constant, as was expected. In the quantization, the bosons which are observed
correspond to definite levels of energy.

Because bosons appear with a definite level of energy, and the quantity
BT ∈ Cl (C, 4) is constant, one could assign charges to a boson, by taking each
component of BT . But this is just by similarity to particles. Bosons are not
sources of the field. They interact with particles, but in a more complicated
way, because they have a precise trajectory : their interaction is more similar
to a collision between particles.

One can assign a momentum to a boson : MB = BT⊗V. Then its interaction
with a particle is modelled as a collision : there is conservation of the total
momentum and energy. Usually the particle keeps its fundamental state, and
the boson disappears, as in the photo-electric effect. But the boson can survive,
as in the Comton effect, then its fundamental state and its energy are modified.
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4 CONCLUSION

In the model several choices have been made, somewhat arbitrary. Within
the same framework other solutions could be proposed. It is still necessary to
confront the results, expressed here in a general format, with the precise data
available for the fermions. The rules for the process of decay are known, it
manifests itself in a great variety of cases, which can be explored using the tools
given here, and this opens a large field of research which is necessary for the
validation of the model.

Some issues have a beginning of an answer, but claim a specific attention.
The propagation of the weak and strong fields is still not clear. One interest

of a GUT is that it opens the possibility to explore the interactions between
the components of the field. It is of paramount importance, practically and
theoretically, to know if the gravitational field interacts in some way with the
other components.

A full model incorporating the metric can be built using the proposed rep-
resentation. It will be similar to the ones that I have presented in my book.
The variation of the metric through the tetrad, using the relations given by
the propagation along Killing vector fields, provides equations from which the
metric can be computed from the field, without differential equations.

The concept of a boson as discontinuity in the field is robust. It provides the
only sensible explanation which do not involve a new physical object. The model
should be adjusted to the different known bosons. It is clear that the Higgs
mechanism has no place here, but it could be useful to check what phenomenon
its “discovery” means.

Overall the model presented helps to understand better the mechanisms
involved at the level of elementary particles, it is relatively simple and compu-
tations are possible without additional hypotheses, from this point of view it
is a great improvement from the Standard Model. This comes from the fact
that the model is the extension of models, such the spinor and the Geometry of
General Relativity, which work at any scale : the GUT is a nice prolongation
of well proven theories. It is not a dramatic rupture with known concepts and
Principles. But we must never forget that this is just a model, not the Reality
itself.
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R.Pöttgen Search for dark matter with Atlas (2016) Springer Theses
T.C.Quinn Axiomatic approach to the radiation reaction of scalar point par-

ticles in curved space-time arXiv:gr-qc/0005030v1/ (10 may 2000)
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6 ANNEX

Particles Physics relies heavily on mathematical concepts which are very tech-
nical, and rendered more difficult by the use of non conventional notations and
definitions. So it is useful to remind some mathematical results.

6.1 Lie algebra and Lie groups

see Maths.5 for more.

6.1.1 Lie algebra

A Lie algebra is a vector space L endowed with a bilinear, antisymmetric,
map, the bracket [] : L → L which satisfies the Jacobi identity : [X, [Y, Z]] +
[Y, [Z,X ]]+[Z, [X,Y ]] = 0. From which one defines the map ad : L→ L (L;L) ::
ad (X) (Y ) = [X,Y ] .

ad[X,Y ] = [adX, adY ]
A Lie algebra is abelian if [X,Y ] = 0.
A Lie subalgebra L0 is a vector subspace which is also a Lie algebra : the

bracket is closed : ∀X,Y ∈ L0, [X,Y ] ∈ L0.
An ideal is a subalgebra L0 such that : ∀X ∈ L, Y ∈ L0, [X,Y ] ∈ L0. The

center Z of L is the ideal : ∀X ∈ Z, ∀Y ∈ L : [X,Y ] = 0.
The set [L,L] = Span {[X,Y ] , X, Y ∈ L} is a Lie algebra and an ideal.

For any subalgebra S the set Sk = Span
{
[X,Y ] , X, Y ∈ Sk−1

}
defined by

recursion, is a Lie subalgebra. It is said to be solvable if there is k such that
Sk = 0. In any Lie algebra L there is an ideal, possibly null, which contains all
the solvable ideals and the center of L, called the radical of L.

The Killing form is the 2 symmetric form K (X,Y ) = Tr (ad (X) ◦ ad (Y )) .
It is preserved by any automorphism.

If (L1, []1) , (L2, []2) are 2 Lie algebras, the sum
(
L1 ⊕ L2, []1+2

)
is the Lie

algebra defined as the vector space L1 ⊕ L2 endowed with the bracket :
[X1 +X2, Y1 + Y2]1+2 = [X1, Y1]1 + [X2, Y2]2 and then L1, L2 are ideals in(

L1 ⊕ L2, []1+2

)
. As a consequence, whenever a Lie algebra is a direct sum

L = ⊕jLj, as vector space, and Lj are subalgebras of L with the common
bracket, then L = ⊕jLj as Lie algebra.

If L0 is an ideal then L/L0 is a subalgebra.
Any Lie algebra can be uniquely decomposed as the sum L = L0 ⊕ L1 ⊕

L2...⊕ Ln of subalgebras which are also ideal. L0, is the radical. The quotient
space L/L0 = L1 ⊕ L2... ⊕ Ln is a semi simple algebra. More generally a Lie
algebra is semi-simple if its Killing form is non degenerate.

6.1.2 Lie group

A Lie group is a set which is a manifold, endowed with a continuous operation
· for which it has the algebraic structure of a group. All finite dimensional Lie
groups are smooth, and most of them (at least those encountered in Physics)
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are isomorphic to a group of matrices (but this is not a rule, at the difference
with Lie algebras).

As any manifold a Lie group G has a tangent space TG and vector fields :
T : G → TG. The product defines a left and a right translation : Lg : G →
G :: Lg (x) = g · x,Rg : G→ G :: Rg (x) = x · g. and their derivatives which are
linear map on TG.

A vector field X : G → TG is left invariant if X (g) = L′
g (1) (X (1)) ⇔

X (g) = L′
g (1) (T ) ;T ∈ T1G. The set of left invariant vector fields has the

structure of a Lie algebra : any left invariant vector field can be defined from
its value in the tangent space T1G at g = 1 (which justifies our notation T1G
for the Lie algebra of a Lie group) and [X,Y ] (g) = L′

g (1) [X (1) , Y (1)]
The adjoint map is the automorphism on the Lie algebra :
Ad : G→ L (T1G;T1G) ::
AdgT = L′

g

(
g−1

)
◦R′

g−1 (1) (T ) = R′
g−1 (g) ◦ L′

g (1) (T )
and any continuous automorphism on the Lie algebra is of this type. It

preserves the bracket on the Lie algebra.

6.1.3 Exponential

As for any manifold one can define on a Lie group the flow of a vector field, this
is the family of maps :

ΦV : R×G→ G :: ΦV (τ, x) such that : d
dτ
ΦV (τ, x) |τ=θ = V (ΦV (θ, x))

The exponential map on a Lie group is the flow of a left invariant vector
field :

exp : R× T1G→ G :: exp τT = ΦX (τ, 1)
thus : d

dτ
exp τT |τ=θ = L′

expθT (1)T = R′
exp θT (1)T ⇒ d

dτ
exp τT |τ=0 = T

The exponential is a diffeormorphism in the connected component of the
identity, and the generator of one parameter groups. It is such that :

exp 0T = 1
exp (τ + τ ′)T = exp τT · exp τ ′T ⇒ (exp τT )

−1
= exp (−τ) T

but exp (T + T ′) = expT · expT ′ only if [T, T ′] = 0.
expAdgT = g · expT · g−1

AdexpT = exp ad (T ) ∈ L (T1G;T1G)
If f is a morphism between the groups G,H , then f ′ (1) is a Lie algebra

morphism between T1G, T1H and ∀T ∈ T1G : f (expG T ) = expH (f ′ (1)T )
The set generated by exp is the connected component of G. Conversely any

Lie algebra is the Lie algebra of some Lie group. More generally, a Lie group is
a manifold, thus it has charts. Let G be a connected Lie group such that ;

T1G = T1H ⊕ V
where H is the Lie algebra of a subgroup H of G, and V any vector subspace

of T1G. Then the map :
ϕ : H × V → G :: ϕ (h, v) = h · exp v
is a smooth chart of G and a local diffeomorphism (Kolar p.45). exp v is

understood as the restriction of exp : T1G → G to the vector space V . The
set G/H is a group if H is normal, and if not it is a submanifold called a
homogeneous space.
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6.1.4 Casimir operators

Casimir operators are actually elements of second order of the universal envelop-
ing algebra of a Lie algebra, they are defined on the tensorial product of a Lie
algebra. Their image in any representation (E, f) is given by a polynomial of
f (κj) , they commute with f (X) , ∀X ∈ L and acts on E by a scalar, which de-
pends only of the dimension of E. So they can be used to label the fundamental
representations.

6.2 Representations of groups and algebras

6.2.1 Definition

An algebraic representation of a Lie algebra L is a couple (A, f) of an algebra
A and a smooth morphism f : L→ A such that :

f ([X,Y ]) = f (X) f (Y )− f (Y ) f (X)
An algebraic representation of a Lie group G is a couple (A,F ) of an algebra

A and a smooth morphism F : G→ A such that :
F (X · Y ) = F (X)F (Y )
If the algebra is an algebra of matrices, necessarily finite dimensional, then

this is a matricial representation. Any Lie algebra has a representation on an
algebra of matrices, this is not true for Lie groups.

A geometric representation on a vector space E is a representation where
the algebra is the set of linear maps L (E;E) .

A finite dimensional n representation on a set of matrices gives a geometric
representation on Rn or Cn where the matrices act on column vectors the usual
way. For Lie algebra or groups of matrices this is the standard representation.
Conversely a geometric representation on a finite dimensional vector space E
gives a matricial representation by fixing a basis.

A geometric representation (E, f) gives the contragredient representation(
E∗, f−1

)
on the dual, and usually the two representations are not equivalent.

Similarly with the conjugate transpose for complex structures.
A functional representation is a representation on an algebra of functions,

where the Lie algebra or group acts on the arguments. It is finite dimensional
on an algebra of polynomials.

Any Lie algebra has its adjoint representation (L, ad) on itself. Any Lie
group has its adjoint representation (T1G,Ad) on its Lie algebra.

Any representation (A, f) of a Lie algebra gives a representation (A, fL0) of
a Lie subalgebra L0 by restriction of f to L0. Similarly for the representation
of a subgroup.

Two representations (A1, f1) , (A2, f2) are equivalent if there is an isomor-
phism φ : A1 → A2 such that φ ◦ f1 = f2 ◦ φ.

A representation (A, f) , (A,F ) is irreducible if the only subsets globally
invariant by the action are 0 and A.

Any representation (A,F ) of a Lie group gives a representation (A,F ′ (1))
of its Lie algebra, conversely a representation (A, f) of a Lie algebra gives a
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representation of a universal cover of the Lie group through the exponential by
F (expT ) = exp f (T ) .

6.2.2 Principal bundle

Any principal bundle PU (M,U, πU ) gives, with the geometric representation
(E, ϑ) of the Lie group U an associated vector bundle, denoted PU [E, ϑ] whose
elements are a couple (p (m) , V ) of a gauge at the point m and a vector V of
E, with the equivalence relation in a change of gauge

p (m) → p̃(m) = p (m) · κ (m)
−1 ⇒ (p (m) , V ) ∼ (p̃ (m) , ϑ (κ (m))V )

In particular for any principal bundle we have the adjoint bundle PU [T1U,Ad] .

6.2.3 Sum and product of representations

The sum of geometric representations (Ei, Fi) of a Lie group is given by the
action on ⊕lk=1Ek

(Fi ⊕ Fj) (g) (ui + uj) = Fi (ui) + Fj (uj)
Practically the sum of matricial representations [Mi] is given by taking the

block diagonal matrix : [Ni+j ] =

[
[Mi] 0
0 [Mj ]

]
. And conversely a matricial

representation is reducible if the matrices [M ] are similar to matrices of this

form : [N ] = [Q] [Ni+j ] [Q]
−1

with a fixed matrix [Q] .
The tensorial product of geometric representations (Ei, Fi) of a Lie group is

given by linear extension of the action on decomposable tensors of ⊗lk=1Ek :
Φ (g1, ...gk) (u1 ⊗ ...⊗ uk) = F1 (u1)⊗ ...⊗ Fk (uk)
and then it is convenient to use the Kronecker product of matrices : [F1]⊗

...⊗ [Fk] (Maths.2.5.1) with dimensions the product of the dimensions.
Sum and tensorial products of representations of a Lie algebra are defined

similarly by derivation of the action. The matrix of the representation of the
tensorial product of Lie algebras representations is given by the Kronecker sum
[fi]⊕ [fj] = [fi]⊗ Idim fj + Idim fI ⊗ [fj ] .

So representations are far from being unique.
An algebraic representation (A, f) , (A,F ) of a Lie algebra or Lie group is

said to be reducible if it is the sum of irreducible representations. In Quantum
Physics it is common to say then that the representation degenerates and to
call multiplets the components of the sum. All finite dimensional representa-
tions of complex semi-simple Lie algebras can be expressed as the sum of finite
dimensional irreducible representations. Representations of Lie groups are in
correspondence with the representations of their Lie algebras. So all representa-
tions are defined through irreducible representations of Lie algebras, which are
the elementary bricks. One issue is then to identify and label the irreducible
representations, and this is where the Cartan algebras are useful.
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6.3 Root space decomposition of a Lie algebra

6.3.1 Cartan algebra

As any vector space a Lie algebra has a basis : X =
∑
aX

a−→κ a, and the
components of the brackets, called structure coefficients Cabc, are expressed as
: [X,Y ] =

∑
a,b,cC

a
bcX

bY c−→κ a. Due to the Jacobi identity, they are related,
but not linearly. In other words the elements of a Lie algebra can be expressed
as a linear combinations of specific vectors, called generators, or their brackets.
Their identification is done by a procedure called a root space decomposition and
the existence, in any semi-simple complex Lie algebra, of a Cartan subalgebra
H which has the following properties (more on this topic in Maths.5.1.3) :

i) H is abelian : ∀h, h′ ∈ H : [h, h′] = 0.

ii) There is a set (tk)
m−dimH
k=1 of linearly independent vectors, which are

common eigen vectors of ad (h) , the corresponding eigen spaces Tk are unidi-
mensional, and the eigen values are linear functions αk (h) of h :

∀k = 1...m− dimH,h ∈ H : ad (h) tk = [h, tk] = αk (h) tk
The functions αk ∈ H∗, called the roots, do not depend on the choice of tk -

the eigen spaces Tk are unidimensional - and it is customary to label the eigen
spaces Tk by α itself, and denote ∆ (L) = {α ∈ H∗} . Then the vectors tα, called
the root vectors, are the dual of α, defined for instance through the Killing form
K of L (which is non degenerate because L is semi simple) : K (tα, X) = α (X) .

iv) [Tα, Tβ] = Tα+β
iii) L = H ⊕ Span

{
α∈∆(L)Tα

}

The set ∆ (L) of roots is somewhat redundant, they are not necessarily inde-
pendent, and complicated, but one shows (Maths.1714) that it can be ordered

and reduced to a set of l simple roots Π (L) = {αk}lk=1 such that :
Π (L) is a basis of H∗

∀β ∈ ∆(L) , ∃nk ∈ N :

either β =
∑l
k=1 nkαk and one says that β ∈ ∆+ (L)

or β = −∑l
k=1 nkαk and one says that β ∈ ∆− (L)

β ∈ ∆+ (L) ⇒ −β ∈ ∆− (L)
∆ (L) = ∆+ (L)⊕∆− (L)

By taking a basis (hi)
l
i=1 of H and a set of root vectors

{tαk
, t−αk

, αk ∈ Π(L) ,K (tαk
, X) = αk (X)} one gets a set of generators of

L.
All Cartan algebras of a given Lie algebra L have the same dimension l,

called the rank of L, and are isomorphic, so the procedure can be implemented
with any one of them.

There are only 9 possible systems of roots :
- 4 of them correspond to families of algebras of matrices :
sl (n+ 1,C) , so (2n+ 1,C) , sp (2n,C) , so (2n,C) n > 1 . Their rank is then

n.
- 5 to exceptional cases corresponding to unique Lie algebra.
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They are tabulated (see Knapp) and the simple roots are expressed as linear
combinations such as {ei − ej} where the vectors ei ∈ Rn figure as an orthonor-
mal basis (with the Killing form) of the dual h∗.

If the complex, finite dimensional Lie algebra L is not semi-simple, it is the
sum of its radical and a semi-simple Lie algebra. The radical is represented on
itself by a set of triangular matrices, so the results still hold.

Actually the generators have little utility by themselves : it is by far easier to
identify an element of a Lie algebra by its components in a basis, as any vector,
than by the generators, which leads quickly to intractable computations. The
interest of these results lies in the representation of Lie groups.

6.3.2 Fundamental representations of a Lie group

The construct with Cartan algebra is just a particular representation (L, ad)
of L on itself. Its properties can be extended to any geometric representation
(E, f) of L :

i) ∀h ∈ H, f (h) acts diagonally on E. There are 1 forms λ ∈ H∗ , called
weights, and vector subspaces Eλ called weight spaces, such that : ∀h ∈ H, ∀v ∈
Eλ : f (h) v = λ (h) v. The weights λ, which belongs to H∗ as the roots α, are
real valued for any real linear combination of vectors of H . The set of weights λ
is denoted ∆ (E) . Meanwhile the eigen spaces Tα ⊂ L are unidimensional, the
weight spaces Eλ ⊂ E can have any dimension, called the multiplicity of the
weight.

ii) E is the direct sum of the weight spaces : E = ⊕λ∈∆Eλ.
iii) ∀λ ∈ ∆(E) , ∀α ∈ ∆(L) : f (tα)Eλ ⊑ Eλ+α with the root vector tα ∈ L

associated to the root α : ad (h) (tα) = α (h) tα
As a consequence E itself can be generated by successive applications of

f (tα) : one gets increasing vector subspaces. For this, one needs a starting
point, given by a special vector.

There is a unique, up to multiplication by a scalar, vector V ∈ E with the
properties :

∀h ∈ H : f (h)V = µ (h)V ⇔ V ∈ Eµ
dimEµ = 1
∀α ∈ ∆+ (L) , tα ∈ ∆+ (L)∗ : f (tα)V = 0,
all the weights are smaller than µ : ∀λ ∈ ∆(E) : ∃nk ∈ N : λ = µ −∑
k nkαk, αk ∈ Π(L) thus µ is called the highest weight, and it depends only

on the root system ∆(L) .
The weights of the contragredient representation of a given representation

are the opposite wj → −wj (Knapp p.339).
So the classification of all irreducible representations of a complex, semi-

simple Lie algebra is based on the following procedure :
- compute the roots ∆ (L) and choose a simple system of roots Π (L) =

{αk}lk=1 such that ∆ (L) = ∆+ (L)⊕∆− (L)
- associate to each simple root a root vector tk ∈ Tαk

⊂ L : [h, tk] = αk (h) tk
- the fundamental weights (wi)

l
i=1 are normalized versions of the simple

roots, by : K∗ (wi, αj) =
1
2δijK

∗ (αi, αj) , j = 1...l where K∗ is the dual of the
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Killing form K on L (it is defined by the same coefficients as K) so that (wi)
l
i=1

is an orthogonal basis of the dual H∗.
- any combination of l integers (n1, .nk.., nl) , nk ∈ N, n1 ≥ n2.. ≥ nl defines

a highest weightW =
∑l

k=1 nkwk. Then the other weights of the representation

are w =
∑l
i=1miwi,mi ≤ ni ∈ N.

- for any (n1, .nk.., nl) there is a unique, up to isomorphism, irreducible
representation.

- and the contragredient representation comes by taking the opposite com-
bination (−n1, .− nk..,−nl)

The procedure to built the representation associated to W is not automatic,
there are several methods, and the dimension of E is fixed by the choice of
W (it increases with W ). One computes simultaneously the matrix of f and
a basis εi of E, starting from a vector ε1 taken as the vector V of highest
weight W to which one applies successively f (tk) , k < j. For each application
one gets a vector belonging to a different vector subspace EW−wk

. And E =
Span {f (t1) ...f (tk)V }

The fundamental weights are tabulated with the roots for the 9 types of
complex semi-simple Lie algebra, they are expressed as linear combination of
the vectors ei as the roots.

The l representations associated to the highest weight W = wj are called
the fundamental representations4. The other weights of the representation are
then : w1, ..wk, ...wj−1. For the classical algebras of matrices the fundamental
representations are alternate tensor products of the standard representation,
with the exception of some representations of so (n,C) which involve the spin
group (Maths.5.4). The representations associated to a set (n1, ..., nl) are de-
fined by tensorial product of the fundamental representations, which can be on
the alternate tensor products ΛjE or on the symmetric tensor products ⊙jE.
All other representations of L are defined by sum or tensorial products of the
fundamental representations. So, for classical algebras, the basic bricks are the
standard representation or, for the orthogonal group, the spin representation,
and their associated contragredient representation.

The tensorial product of irreducible representations is itself irreducible if the
representations are unitary, but otherwise it can be reducible, that is equivalent
to the sum of representations, and this is crucial in processes with composite
particles, whose states are represented by tensorial products. If (E1, f1) , (E2, f2)
are irreducible representations of the same Lie algebra, with highest weight
W1,W2, the tensorial product (E1 ⊗ E2, f1 × f2) is an irreducible representation
with the weight W1 +W2.

One goes from the representation of the Lie algebra to the representation
of the group by the exponential. The adjoint representation (T1G,Ad) is irre-
ducible iff there is no normal subgroup other than 1, then its dimension is the
dimension of the Lie algebra, that is the dimension of the group itself, which
can be different from the standard representation for group of matrices.

4In Particle Physics Fundamental representations = standard representations in Mathe-
matics
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The most important examples are sl (n+ 1,C) :
roots : n+1 related vectors e1 + ...+ en+1 = 0
∆+ = {ei − ej, i < j} ,Π = (e1 − e2, ...en − en+1)
wj = e1 + e2 + ...+ ej − 1

n+1 (e1 + ..+ en+1)

The fundamental representations are on ΛjC
n+1 that is alternate tensor

products of the standard representation.

The Casimir operator is
(

1
2f (κ1)

2
+ f (κ1) + 2f (κ3) f (κ2)

)
and acts as

1
2n (n− 1)

The complexified of su (n) is sl (n,C) so the representations of SU (n) are
defined by restriction of the representations of SL (n,C) .

SL (2,C) has a unique (up to isomorphism) representation of dimension n
for each n, which is an alternate power of the standard representation, and no
finite dimensional unitary representation.

Spin (3, 1) is isomorphic to SL (C, 2) and has the same representations.
Spin (3) is isomorphic to SU (2) and is the double cover of SO (R, 3) , so the

representations of SO (R, 3) are part of the representations of SL (C, 2) and of
Spin (3) (Clifford algebras representations).

More on this topic in Maths.5.4.

6.3.3 Compact real Lie groups

The previous results hold only for complex semi simple Lie algebras. There are
similar results for real Lie groups, but they apply only when they are compact
(see Knapp p.251 for more). A Lie group is compact if, as a manifold, it is
compact. Any compact Lie group is isomorphic to a group of matrices. An
abelian compact Lie group is called a torus. A compact, connected complex Lie
group is necessarily a torus. In a compact Lie group G the exponential is onto,
the Killing form is negative semi definite on T1G and its kernel is the center Z of
the group, then the Lie algebra T1G/T1Z is compact, semi-simple, and its Killing
form is definite negative. The complexification (by allowing complex numbers)
of a real Lie algebra T1G gives a complex Lie algebra (T1G)C = T1G ⊕ iT1G.
If the group G is compact then, by the exponential, one gets a unique complex
Lie group GC which has (T1G)C for Lie algebra and G is a subgroup of GC .
The group G is said to be a real form of GC , and conversely any semi simple
complex Lie group has a compact real form.

In any group G the map J : G→ G :: J (h) (g) = h·g ·h−1 called conjugation
defines an action of G on itself. It defines a relation of equivalence on G :
g ∼ g′ ⇔ ∃h ∈ G : g′ = J (h) (g) = h · g ·h−1 and the classes of conjugacy define
a partition of G.

In any compact real Lie group there is a maximal abelian subalgebra (it
is not contained in another abelian algebra) T1Γ. By the exponential it gives
a maximal torus Γ, which contains the center of G. If G is connected then :
∀g ∈ G, ∃γ ∈ Γ, h ∈ G : g = h · γ · h−1. Such tori are not unique, they are
conjugate from each others. The complexified (T1Γ)C is also abelian : ∀t, t′ ∈
T1ΓC : [t, t′] = 0. and is a Cartan algebra of the Lie algebra (T1G)C . By the
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exponential (T1Γ)C gives an abelian subgroup ΓC of GC . The adjoint map Ad :
G→ L ((T1G)C ; (T1G)C) is the exponential of the map ad on (T1G)C . Because
the group is abelian the matrices [Adγ ] = [Adexp t] commutant, so they have a
common set of eigen vectors. There is a set (Xξ) of linearly independent vectors
of (T1G)C which are common vectors of the matrices [Adγ ] with eigen values
ξ (γ) : ∀γ ∈ ΓC : Adγ (Xξ) = ξ (γ)Xξ such that (T1G)C = T1ΓC ⊕ Span (Xξ) .

Each map ξ (γ) : ΓC → C is a morphism ξ : ξ (γ · γ′) = ξ (γ) ξ (γ′) .
∀γ ∈ ΓC , t

′ ∈ T1ΓC :: Adγ (t
′) = t′

The maps ξ (γ) are not linear, and cannot be constant = 1 but there can be
γ,Xξ such that Adγ (Xξ) = Xξ.

Let be g ∈ G, ∃γ ∈ Γ, h ∈ G : g = h · γ · h−1 :
Γ is a subgroup of ΓC , it acts on (T1G)C by the adjoint map and ∀γ ∈ Γ :

Adγ (Xξ) = ξ (γ)Xξ, Adγ (t
′) = t′

Adg (AdhXξ) = Adg·hXξ = AdhAdγXξ = ξ (γ)AdhXξ

Adg (Adht
′) = Adg·ht′ = AdhAdγt

′ = Adht
′

The vectors AdhXξ, Adht
′ are linearly independent and span (T1G)C , they

are the only eigen vectors of Adg with eigen values ξ (γ) , 1.
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