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Abstract

This paper does not propose any new algorithms but instead outlines various prob-
lems in the field of visual generation based on the author’s personal understanding.
The core of these problems lies in how to decompose visual signals, with all other
issues being closely related to this central problem and stemming from unsuitable
approaches to signal decomposition. This paper aims to draw researchers’ attention
to the significance of Visual Signal Decomposition.
Due to the limitations of the author’s knowledge, the paper does not cover certain
critical issues, such as security issues with generative models and data annotation
challenges. Moreover, it is possible that many of the opinions in this paper are
prejudiced or even incorrect. I sincerely welcome readers to refute them or to
discuss with me.

Question 1: What’s the goal of generative models?

In my view, generative models are designed to "create what one envisions". The generation of digital
signals requires three milestones:

1. The first milestone involves translating the user’s thoughts into a format interpretable by a
computer [43, 55, 20]. Specifically, this entails identifying the modality of the signal to be generated,
which could range from text, 3D objects, to videos, or other forms. Subsequently, one must ascertain
the exact state that is to be generated under the given conditions. From the perspective of manifold
learning, this process corresponds to first determining the dimensionality D of the encompassing
space, followed by identifying the target distribution Pt that the model seeks to emulate.

2. In the field of generative modeling, numerous researchers are engrossed in the challenge of how
to modeling Pt. The principal obstacle is the inherent complexity of the target distribution, which
often makes it exceedingly arduous to model. Consequently, researchers are continuously seeking
out models with stronger modeling capabilities. Specifically, within the realm of visual generation,
prevalent methodologies in recent years include Energy-Based Models [30], Variational Autoencoders
(VAEs) [26], Generative Adversarial Networks (GANs) [12], diffusion models [19, 44], and many
others.

3. Simultaneously, many researchers further exploring more advanced objectives, investigating how
to generate results with greater efficiency [46, 34] and enhanced interpretability [48, 11]. These
pursuits have substantial implications for practical deployment, security and the development of
responsible AI.

Question 2: The problem of visual signal decomposition.

As discussed in Question 1, the endeavor to model the distribution Pt presents a significant challenge,
especially when the goal is to generate convincing textual content or videos. These types of data
represent low-dimensional manifolds embedded within extremely high-dimensional spaces, making
the direct fitting of these distributions with a single network impractical. Therefore, we need to break



down the complex distribution modeling problem into multiple simpler problems and solve each
subproblem separately. This gives rise to a question: How to effectively decompose this complex
distribution modeling problem?

Language decomposition

The success of large language models is largely attributed to the effective decomposition of tex-
tual signals. Consider the task of modeling a text sequence A = x0, x1, x2, . . ., where xt de-
notes the token at the t-th position from front to back. This can be segmented into a sequence
of conditional modeling subtasks based on the position: p(x0), p(x1|x0), p(x2|x1, x0), . . .. Large
language models employ autoregressive models to approximate these conditional distribution map-
pings p(xt|xi,i<t). A critical aspect of this approach is that, for natural language, the decom-
posed subtasks are intrinsically interrelated. For example, a phrase is "I love swimming," it
might appear at the beginning or in the middle of a sentence. In other words, it can appear
in any subtask. With a sufficiently large dataset, p(x2 = ”swimming”|xi<2 = ”I love”) and
p(x7 = ”swimming”|xi<7 = ”you love playing basketball, I love”) represent two tasks that are
very interrelated and can serve as a form of data augmentation to one another. In other words,
different subtasks are "equivariant". Let’s give "equivariant" a rigorous mathematical definition.

Definition 1 Assume the target distribution is Pt(x), we split the signal into multiple sub-
tasks: p(x0), p(x1|x0), p(x2|x1) . . . p(xt+1|xt) . . . For the t-th conditional probability fitting task
p(xt+1|xt), we adopt a network θt to fit it. For any two tasks t and k and two state samples s and ŝ, if

pθt(xt+1 = ŝ|xt = s) = pθk(xt+1 = ŝ|xt = s) (1)

or
pθt(xt+1 = ŝ|xt = s) = pθt(xk+1 = ŝ|xk = s) (2)

we refer to this signal decomposition as equivariant.

It can be observed that the language decomposition is independent of position. For any token xt

or phrase {xt, xt+1}, the probability of their occurrence at the t-th or k-th position in a sentence
is nearly identical.1 This observation aligns with Equation 2, thus suggesting that the language
decomposition exhibits equivariance. Therefore, employing a single model to approximate these
diverse but related tasks generally does not lead to conflicts, and in fact, it can be highly beneficial
for the overall modeling of the data.

Image patch decomposition

This strategy of decomposition and modeling has made remarkable success in language domains.
However, replicating this approach to decompose image through spatial position presents distinct
challenges. Early attempts [6, 38] involved segmenting images into spatial patches to create sequences
that could be processed by autoregressive models. Yet, unlike natural language, image patch inherently
lack the "equivariance" characteristic. As illustrated in Figure 1, while there is a continuity within the
blocks of a single row, such continuity is absent between the last block of one row and the first block
of the subsequent row. In addition to continuity, other dataset-specific challenges persist, such as the
propensity for human subjects to be centered within images. Therefore, employing a single, universal
model to encapsulate all these varying distributions often results in conflicts. Moreover, the model
must endeavor to learn an intricate joint distribution mapping problem that composed of multiple
different distributions, which undermines the principle of decomposing complex distributions for
simpler modeling. Although the integration of position-embedding can mitigate some of these
conflicts, it is not a panacea for the issue.

Depth decomposition

Beyond spatial division, some researchers have explored splitting image data along the depth dimen-
sion. This approach is intuitively appealing, given the large amount of information present at each
spatial location in an image, such as the need for a three-channel RGB representation with 8 bits per

1Although the word "I" may have a higher probability of appearing in the first position than others, given the
typically extensive length of linguistic texts, it can be approximated as identical.

2



You love playing 
basketball, 

I love swimming.
You  love  playing  basketball  ,  I  love  swimming  .

equivariant

𝑋𝑋0 𝑋𝑋1 𝑋𝑋2
𝜃𝜃2

𝜑𝜑2

𝜃𝜃1𝜃𝜃0

𝜑𝜑1𝜑𝜑0

non-equivariant

non-equivariant

non-equivariant

equivariant ?

Language 
Decomposition

Image Patch 
Decomposition

Depth
Decomposition

Noise Intensity
Decomposition

Learnable
Decomposition

Figure 1: Illustration of Language and Visual Signal Decomposition. The language decomposition is
equivariant, while most image decomposition are non-equivariant.

channel. On the other hand, the high spatial dimensionality of images often necessitates the use of
Variational Autoencoders (VAE) [26] to reduce the dimension. Combining these two aspects, notable
methods that partition data by depth include VQVAE2 [39] and RQVAE [31]. Firstly, such approaches
may encounter the issue of "invalid encoding," which we will elaborate in Question3. Furthermore,
unlike natural language, the depth dimension also does not exhibit "equivariance". Taking RQVAE as
an example, at the same spatial position, earlier tokens represent low-frequency information while
later tokens represent high-frequency information. Therefore, applying autoregressive models with
shared parameters [31, 52] to model these varied distribution mappings can result in conflicts. An
alternative approach, such as MUSE [5], proposes segmenting the problem into a smaller number
of unique subtasks, each modeled independently without parameter sharing. However, as the data
distributions become increasingly complex, this may necessitate a larger set of subtasks, leading to a
surge in the required model parameters and potentially exacerbating the "invalid encoding" problem.

Noise intensity decomposition

Diffusion models propose another intriguing approach to signal decomposition: characterizing images
through a series of progressively denoised image sequences. For a given image x0 in a dataset, noise
is sequentially added via a Markov process to produce a sequence x0, x1, x2, . . . , xN , with xN being
nearly pure noise, with minimal remnants of the original image information. This process effectively
breaks down the task of modeling the image distribution into N denoising subtasks: p(xt|xt+1), for
t = [0, 1, . . . , N − 1]. While all subtasks are concerned with denoising, parameter sharing among
them might seem practical in theory. However, in practice, typical noise-adding strategies can lead to
discrepancies during the denoising stages, especially when noise levels differ significantly [16]. These
non-equivariant tasks lead to a predicament akin to depth-based decomposition challenge: employing
a model with shared parameters to fit complex data distribution mappings is a daunting task for the
model’s capability. If parameters are not shared, this could inflate the model size rapidly. Some
studies, such as eDiff-I [1], have attempted to balance the parameter efficiency with the complexity
of fitting distributions from an implementation standpoint. Additionally, the reparameterization
trick [35, 41, 33] has proven to be an extremely important technique to unify the output distributions
of different denoising task, which alleviates the conflicts across different noise intensities. However, it
does not eliminate the discrepancy of the input distributions. These concerns regarding noise intensity
conflicts within diffusion models will be further explored in Question 4.
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Learnable decomposition

Upon reviewing the diffusion models, we find that the extent of conflicts is determined by the chosen
noise strategy, which is typically predefined manually. Therefore, some researchers have attempted
to define superior noise strategies, endeavoring to ensure a certain level of similarity in the denoising
process across varying noise levels. Notable works in this area include Flow Matching [33] and
consistency models [46]. Concurrently, other researchers are exploring whether the adding noise
strategy can be learned rather than preset. Noteworthy advancements in this domain comprise
Variational Diffusion Models (VDM) [25] and Diffusion Schrödinger Bridge (DSB) [9, 51], although
not all such works were initiated pursued this objective. In particular, VDM focuses on learning
the coefficients for adding Gaussian noise, which somewhat narrows the potential for learning to
mitigate conflicts. Meanwhile, studies based on the Schrödinger Bridge paradigm employ specialized
networks to learn the adding noise process, iteratively approximating the entropy-regularized optimal
transport. However, current learnable decomposition methods are not designed according to the
characteristic of "equivariance". Future work may need to consider this as a prior, to constrain
the network learning in the learnable decomposition. Moreover, a significant trade-off arises when
substituting a predefined SDE with a network for noise learning: it’s challenging to leverage the
reparameterization to unify output distributions, which is a pivotal technique to mitigate conflicts
across different noise intensities in practical applications. Although recent efforts [42, 51] have been
made to address these issues, they still remain insufficient for practical application.

Extended Discussion

From the signal decomposition perspective, the debate over whether autoregressive (AR) models,
diffusion models, or other model architectures are superior for visual generation is not particularly
productive. The essential consideration is how the signal is decomposed and the selection of a
generative paradigm whose inductive bias is conducive to the chosen decomposition approach.
Ideally, there may be two paradigms for decomposition: one resembles the approach taken by
language models, which simplifies complex data distributions into a series of simpler, conditional
data distributions that exhibit "equivariance". The other strategy involves breaking down the data
into multiple independent distribution problems, which can be viewed as a special instance of
"equivariance".

We argue that the difficulty of achieving equivariance in image decomposition is not entirely due to
the fact that images are two-dimensional data while language is one-dimensional. Recent work [56]
attempts to encode images to one-dimensional tokens, but these one-dimensional tokens are neither
independent nor equivariant.

While learnable decomposition methods theoretically hold the potential of achieving this "equivari-
ance", their practical application is fraught with challenges currently. Another feasible approach
might be to integrate various signal decomposition techniques to simplify the data distribution. For
instance, videos can be decomposed into temporally "equivariant" frames, which can then be further
broken down based on "noise intensity" [2] or "image patches" [28]. Similarly, MUSE [5] initially
decomposes the image signal along the depth dimension and then tackles the distribution mapping
from the "noise intensity" dimension.

We argue the signal decomposition is the fundamental problem, and many of the subsequent questions
can be seen as extensions of it, aims to alleviate the issue of non-equivariance in the current visual
signal decomposition.

Question 3: The tokenization problem.

Current mainstream generative models for images and videos predominantly adopt a two-stage
approach: initially encoding the data into a compact, low-dimensional representation, then modeling
this compressed distribution. The purpose of the first compression phase is to streamline the data
distribution while preserving as much of the original information as possible. This simplification is
intended to alleviate the complexity faced during the model fitting phase that follows. In the context
of textual data, the dimensionality reduction can be considered lossless. In contrast, visual data
compression, whether through Autoencoders (AE) or Variational Autoencoders (VAE), is inherently
lossy. However, the assertion that "the less lossy the compression, the better" is not necessarily valid.
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Figure 2: Illustration of the invalid encoding issue. The top two figure represent the reconstruction
FID of RQVAE on ImageNet with different depths, the bottom figure shows the visualization results
on FFHQ. The reconstruction will not continue to improve after the dominate stage.

Depth 4 8 16

Invalid encoding ratio 0.312 0.4 0.571

Table 1: The longer the encoding length, the higher probability of encountering the invalid encoding
issue.

A typical example is that signals compressed with AE might reconstruct better than those with VAE,
but the complexity retained in the compressed data distribution still poses challenges for the fitting
process in the second stage. Therefore, researchers introduce regularization constraints [53, 40, 14] in
the latent space during compression to prevent the data distribution from becoming overly complex.

The conflict between reconstruction fidelity and fitting difficulty is a familiar challenge across various
fields. In audio processing, continuous audio signals are typically encoded into tokens of length
16, with the fitting phase often concentrating on the foremost 8 tokens [54]. Similarly, in the realm
of image processing, GLOW [27] and VDM++ [24] also discovered that training on 5-bit images
yields better results than using full 8-bit depth. These observations underscore the potential benefits
of employing an adaptive-length encoding strategy to better balance the precision of reconstruction
against the complexity of the second stage fitting task.

A typical example of variable-length encoding is the RQVAE [31], which iteratively encodes the
reconstruction error within the latent space, aims for achieving increasingly more accurate image
reconstructions. However, as illustrated in Figure 2, we observed that deeper encoding does not
always correlate with better reconstruction quality. We refer to this as the "invalid encoding" issue. To
investigate it, we conducted a series of comprehensive experiments, modifying network architectures,
learning rates, loss function weights, and codebook sizes, in addition to measuring the frequency of
"invalid encoding" across a range of encoding lengths. Table 1 illustrates that the longer the encoding
length, the higher probability of encountering the invalid encoding issue. However, we have not
ascertained any overarching conclusions regarding the specific conditions that invariably lead to this
problem. Below, we offer an intuitive but not rigorous explanation for this issue:

Let D represent the decoder and I represent the original input image. The encodings at different
depths are denoted by x0, x1, . . . , xN , where N is the depth of encoding, we assume it to 4 in this
case. Thus, the reconstruction loss L for the RQVAE can be considered as the combination of the
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following four reconstruction losses:
L0 = ||D(x0)− I||2
L1 = ||D(x0 + x1)− I||2
L2 = ||D(x0 + x1 + x2)− I||2
L3 = ||D(x0 + x1 + x2 + x3)− I||2

(3)

Building on this, we make two assumptions for simplifying the analysis. First, we hypothesize that
the decoder functions as a linear transformation, allowing for a more tractable examination of the
results. Second, in alignment with standard configurations, we assign equal loss weights to the four
losses. With these assumptions, the calculation of the aforementioned reconstruction loss can be
simplified as follows:

Lall = ||D(x0 +
3

4
x1 +

2

4
x2 +

1

4
x3)− I||2 (4)

Therefore, the representation in the latent space that minimizes the image level reconstruction loss
would be:

argminX = x0 +
3

4
x1 +

2

4
x2 +

1

4
x3 (5)

This cannot guarantee that x0+x1+x2+x3 is closer to the argminX than x0+x1+x2. Assuming
the encodings at various depths share a common codebook and are independently and identically
distributed, the latter sum would definitively be even closer to the ground truth than the former.
Therefore, this leads to the invalid encoding issue.

Question 4: Is diffusion model a maximize likelihood model?

Autoregressive models are classical maximum likelihood models that facilitate various sophisticated
tasks by calculating the likelihood function, including manipulating the generated results and assessing
their quality. An interesting question arises: Can diffusion models also be considered maximum
likelihood models? The initial study on Denoising Diffusion Probabilistic Models [19] originated
from the maximum likelihood to derive the training loss function. [45] proposes a loss weight setting
for ELBO training. Moreover, VDM++ [24] shows that optimizing with monotonic weightings
effectively equates to maximizing the likelihood function with a distribution augmentation. However,
in practical training, different loss weights are often employed. The current mainstream practice,
exemplified by SD3 [10], does not fully embrace this principle.

Coincidentally, a similar perplexity appears in both the generation and evaluation process. During
generation, it has been observed that directly sampling from the likelihood model pθ(xt−1|xt, c)
yields inferior results compared to those modified by classifier-free guidance [18]: pθ(xt−1|xt) +
λ(pθ(xt−1|xt, c) − pθ(xt−1|xt)), where λ is the classifier-free guidance scale. This can be de-
rived [49] as sampling from pθ(xt−1|xt, c) ∗ pθ(c|xt−1)

λ−1 . We can easily find that this adjustment
merges the likelihood function with the posterior distribution, intimating that maximization of likeli-
hood does not always equate to the best result. This issue is further evidenced during the evaluation
phase, wherein models with lower Negative Log Likelihood (NLL) scores do not consistently corre-
spond to the most aesthetically pleasing visual results or the lowest Fréchet Inception Distance (FID)
metrics [19]. This leads to a subtle yet critical question: Why maximize the likelihood not necessarily
lead to optimal results?

Here is a possible understanding. As illuminated in [21], score matching is closely related to the
maximization of non-normalized likelihood. Typically, score matching can avoid the proclivity in
maximum likelihood learning to assign equal probabilities to all data points. In certain special cases,
such as Multivariate Gaussian distributions, they are equivariant. VDM++ elucidates that training
with monotonic loss weights w(t) indeed equates to maximizing the ELBO for all intermediate
states. The particular weighting indicates the varying significance of different noise levels on
the ultimate model performance. However, as discussed in Question 2, the image data lacks the
"equivariance". In practical training, The difficulty of learning the likelihood function varies with
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noise intensity; intuitively, the greatest difficulty appears at medium noise levels [10], where the
likelihood function tends to be less accurately learned. During the generation process, the use of
classifier-free guidance can be interpreted as a rectification for the suboptimally learned likelihood
function. This is particularly evident in [29], the classifier-free guidance is extremely crucial at
medium noise levels. During model evaluation, given that tasks at different noise levels have varying
degrees of importance to the final result, applying uniform weighting to these NLL losses could not
effectively measure the quality of the final generated output.

Question 5: For diffusion model, how to balance the conflicts among different
SNRs?

As discussed previously, diffusion models differ from autoregressive models in text generation in
that they do not maintain "equivariance" across various subtasks. Some studies categorize diffusion
models by the noise intensity and explicitly utilize the Mixture of Experts (MOE) strategy for model
fitting. Works such as eDiff-I [1] and SDXL [37] exemplify this approach, with each model do not
share parameters. The key of these approaches is the strategic partition of tasks since subtasks not
only conflict with each other but also possess relevance. By leveraging these interrelationships, it is
possible to improve the efficiency of model convergence and inhibit the exponential increase [1] of
model parameters.

Other methods attempts to reconcile the conflicts among different noise intensities without increasing
the number of parameters. According to VDM++ [24], the training objective is the combination of
loss weighting and importance sampling:

L(x) = 1

2
Eϵ∼N (0,I),λ∼p(λ)

[
w(λ)

p(λ)
||ϵ̂θ(zλ;λ)− ϵ||22

]
(6)

where λ denotes the log of Signal-to-Noise Ratios (SNRs), x denotes the training image, zλ is the
noisy image at noise intensity λ. w(λ) and p(λ) denotes the loss weight and sampling frequency at
noise level λ.

Therefore, to balance various noise intensities, one might adjust the loss weights or implement
importance sampling for different SNRs. MinSNR [16] is a notable study that carefully designs
the loss weights, aiming to circumvent conflicts by pursuing Pareto optimal optimization directions.
Studies such as SD3 [10] and HDiT [8] have empirically found that increasing the weights for
SNRs in the medium range can lead to improved outcomes. As depicted in Equation 6, adjusting
the loss weights w(λ) has similar effects of modifying the sampling frequency p(λ). However, in
practice, increasing the loss weight for important tasks is equivariant to raising the learning rate, while
enhancing the frequency can be seen as dedicating more computational resources (Flops), which
often results in better performance.

From another perspective, performing importance sampling on different noise levels can be considered
as designing a noise schedule [15], or a type of signal decomposition, as we discussed in Question
2. When applying independent and identically distributed (i.i.d.) Gaussian noise across different
spatial positions, previous studies have indicated the necessity to adapt the noise schedule based on
token length [7], and ensuring there is no signal leakage in the final step [32, 50]. [15] empirically
introduced a noise schedule for training that achieves more efficient convergence and has proven
its effectiveness across diverse conditions. However, it may need to adjust hyperparameters based
on the target distribution, and lacks analysis of the conflicts during inference. The author speculate
that abandoning the use of i.i.d. Gaussian noise for signal decomposition might be a fundamental
approach to resolving the conflicts.

Question 6: Is there a scaling law for diffusion models?

Upon rethinking the remarkable achievements of Large Language Models (LLMs), one pivotal factor
is the principle of the scaling law. This naturally raises a question: Do diffusion models in visual
generation also conform to a scaling law?
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Figure 3: The diffusion scaling law rely on importance weighted loss. For the left figure, y =
0.369 ∗ x−0.030. For the right figure, y = 0.303 + 1.4 ∗ 105 ∗ x−0.140.

The challenge in addressing this question lies in the lack of an evaluation metric that aligns with human
perception to assessing the performance of the model. In language modeling through autoregressive
models, the principle of "equivariance" facilitates the evaluation of model performance by assigning
equal weight to the negative log likelihood loss across different subtasks during both training and
evaluation phases. In contrast, the subtasks within diffusion models lack this equivariance; they each
contribute to the final generated output in varying degrees. Therefore, a simple, equal-weighted
aggregation of losses fails to capture the full extent of a generative model’s capabilities.

To uncovering an appropriate metric, the first attempt is to construct an importance coefficient for
various subtasks. The novel noise schedule defined in [15] can be considered as assigning "difficulty
coefficients" to distinct tasks. We treat it as an "importance coefficient", and employing it to weight
the losses at different noise intensities. For training text2image models, we employed COYO [4]
dataset, which consists of 700M text-image pairs. We trained four models with parameter counts of
32.28M, 128.56M, 454.98M, and 671.32M respectively. For convenience, we denote them as S, M,
L, and XL. All the models are trained with 1024 batchsize. We use the "importance weighted loss"
as metric to measure the model’s performance. Following the approach outlined in [47], we utilize
the formula from [22] to estimate the performance of the XL model based on the S, M, L models.
The results are shown in Figure 3. The left figure predicts the model’s performance according to
the number of parameters, while the right figure predicts the model’s performance in relation to the
number of training iterations. It can be seen that both predictions are quite accurate, although the
scale of verification is relatively limited due to resource constraints. Nevertheless, it’s essential to
note that, there is no direct evidence to affirm that the metric aligns with human judgment.

The second strategy employs established metrics for evaluating generative models, with Fréchet
Inception Distance (FID) [17] being the most prevalent. FID is designed to quantify the disparity
between two distributions of data. However, when dealing with large-scale generative models and
exceedingly complex data distributions, it becomes challenging to accurately capture the target
distribution with a finite sample set, inevitably leading to biases in the FID score. Furthermore, FID
assumes that the feature vectors extracted from the neural network follows Gaussian distribution,
which introduces significant systematic errors. It is also important to note that some studies [36, 13, 3]
have highlighted further issues associated with the FID metric.

To ensure alignment with human preferences, the most crucial approach involves using extensive
human annotation as the benchmark for evaluation. Taking text2image generation as an example, one
potentially approach is to collect a large number of high-quality text-image pairs. For the generative
models to be tested, they can generate results based on the given text prompts. Users evaluate which
image, the generated one or the ground truth image, better satisfies their preferences. In theory, as the
quality of the models improves, this preference rate of generated results should converge towards
0.5. This preference rate could then act as an indicator for the scaling law, providing insights into
how computational resources, model size, and data size affect the model’s final performance. It is
important to note that the quality of outputs from diffusion-based vision models is highly sensitive to
the chosen inference strategy [23, 18], which differs significantly from large language models. With
a metric that can capture the human preference, this factor merits further exploration.
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