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Abstract

This research paper provides a detailed analysis of the advancements
in gravitational wave (GW) detection, the history and importance of GWs
in astrophysics, and the application of machine learning (ML) techniques
in analyzing GW data. We endeavor to describe various ML models, in-
cluding autoencoders of 1D CNN, 2D CNN, LSTM, and GRU for GW
data analysis, with the GW data that were already preprocessed, seg-
mented, labeled, reshaped, augmented, and prepared into training and
testing datasets beforehand.
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1 Introduction

GWs have revolutionized our understanding of the universe since their first de-
tection in 2015 by LIGO. This paper reveals the application of autoencoder ML
models to GW data analysis and its significance in astrophysics, which has en-
hanced our ability to detect and analyze these waves. Before implementing the
ML models, the GW data needs to be preprocessed before it can be accurately
analyzed, and you can refer to for details about GW data preprocessing.
This paper will focus on explaining the autoencoder ML models (with layers
of 1D CNN, 2D CNN, LSTM, and GRU) and briefly discuss the methodolo-
gies of GW data preparation, displaying the outcomes of each step of the GW
data preparation before the implementation of ML techniques, and any detailed
illustration of the methods for GW data segmenting, labeling, reshaping, and
preparing can be found in [46] instead.

2 GW data Preparation

ML techniques have become indispensable in analyzing the massive amounts of
data generated by GW detectors. This section outlines the steps involved in
preparing GW data before it is input into the ML models.

2.1 Import Libraries

Importing these libraries is essential as they provide the necessary tools for
advanced data preparation and ML model implementation. Suppressing warn-
ings and TensorFlow info messages ensures a clean and smooth execution of the
codes, providing an emphasis on the outputs that help us evaluate the perfor-
mance of each ML model.
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Figure 1: Libraries imported for data manipulation (numpy, pandas), web re-
quests (requests), plotting (matplotlib), signal processing (scipy.signal), data
preprocessing (sklearn.preprocessing), machine learning model building and
training (TensorFlow), splitting datasets (sklearn.model selection), and sup-
pressing warnings (warnings). These libraries are fundamental for data prepa-
ration, ML model training, and ML model evaluation.

2.2 Segment Labeling

Segmenting the data and labeling each segment is crucial for supervised learning.
It helps in breaking down the continuous data into consistent pieces, each with
an associated label. This step is foundational for training models that can learn
from labeled examples.

Segments shape: (2847, 8192)

Labels shape: (2847,)

Figure 2: The shape of the segments and labels.

2.3 Data Preparation
2.3.1 1D CNN, LSTM, and GRU Autoencoders

We directly use the time-series data, as 1D convolutional and recurrent layers
don’t require any other complicated preparation steps before they can be input
into the autoencoders. A dimension of 1 is added to the time-series data for the
compatibility of the autoencoders with 1D convolutional and recurrent layers.
We then split the data into training and test sets to validate and examine the
performance of the autoencoders.



(2847, 512, 1)

Figure 3: The shape of the time-series data after it’s being prepared. Be aware
that we purposefully downsample the data to improve the speed of the model
training process

2.3.2 2D CNN Autoencoder

We convert time-series data into spectrograms to exploit spatial hierarchies nec-
essary for implementing 2D convolutional layers since spectrograms provide a
visual representation of the frequency content of signals over time. We reshape
spectrograms to include a channel dimension for the compatibility of 2D convo-
lutional layers. We then split the data into training and test sets for evaluation
and validation purposes after training the autoencoder.

Figure 4: Shape of the spectrogram data after it’s being prepared. Here, the
data is kept original and not downsampled.

2.4 Data Augmentation

Data augmentation increases the diversity and reliability of the training data
without actually adding in new data. It helps improve the generalization ability
of the ML models by generating varied versions of the existing training data.

2.4.1 1D CNN, LSTM, and GRU Autoencoders

Figure 5: The shape of the time-series data before and after data augmentation.



2.4.2 2D CNN Autoencoder

Figure 6: The shape of the spectrogram data before and after data augmenta-
tion.

3 Autoencoder Training and Evaluation

The purpose of the autoencoders is to first compress the dimensions of the data
in the encoder section and then expand the dimensions back in the decoder
section, with the bottleneck section in the middle to mark the end of data di-
mensionality reduction and the start of data dimensionality expansion, and this
is similar to as if you are to visualize the Big Bounce hypothesis on the contrac-
tion and expansion of the universe. Because of the unique training process of
these autoencoders, ReLLU activation is chosen for its non-linearity. Addition-
ally, this method attempts to reconstruct the original input at the end of the
training process, and then we can visualize how well the autoencoder performs
at this reconstruction step to determine its ability in GW event detection.

3.1 1D CNN Autoencoder

1D CNN Autoencoder is efficient in extracting temporal features from time-
series data.



encoder = Sequential(]
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Figure 7: The 1D CNN autoencoder contains an encoder section (with 1D
convolutional layers for feature extraction and 1D pooling layers for spatial di-
mensionality reduction), a bottleneck section (with a flatten layer to convert
the data from 1D feature maps into a 1D vector and a dense layer for dimen-
sionality reduction), and a decoder section (with a dense layer to expands the
compressed data into higher dimensional space, a reshape layer to map the data
from 1D vector to 2D tensor, 1D convolutional layers to feature refining, and
1D upsampling layers for dimensionality expansion).

3.2 2D CNN Autoencoder

2D CNN autoencoder is effective in capturing spatial hierarchies from spectro-
grams.
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Figure 8: The 2D CNN autoencoder contains an encoder section (with 2D
convolutional layers for feature extraction and 2D pooling layers for spatial di-
mensionality reduction), a bottleneck section (with a flatten layer to map the
data from 2D feature maps into a 1D vector and a dense layer for dimensionality
reduction), and a decoder section (with a dense layer to expands the compressed
data into higher dimensional space, a reshape layer to map the data from 1D
vector to 3D vector, 2D convolutional layers to feature refining, and 2D upsam-
pling layers for dimensionality expansion).

3.3 LSTM Autoencoder

LSTM Autoencoder captures and learns long-term dependencies in sequential
data.
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Figure 9: The LSTM autoencoder contains an encoder section (with LSTM lay-
ers for data processing and timesteps returning), a bottleneck section (with a
dense layer for dimensionality reduction), and a decoder section (with a Repeat-
eVector layer to simply repeat the compressed data for it to match the input
sequence length, LSTM layers to preprocess the data for the repeated vector
and return its timesteps, a TimeDistributed layer to apply a dense layer to each
timestep to reconstruct the original input data).

3.4 GRU Autoencoder

GRU Autoencoder is efficient memory usage and effective for sequential depen-
dencies.
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Figure 10: The GRU autoencoder contains an encoder section (with GRU layers
for data processing and timesteps returning), a bottleneck section (with a dense
layer for dimensionality reduction), and a decoder section (with a RepeateVector
layer to simply repeat the compressed data for it to match the input sequence
length, GRU layers to preprocess the data for the repeated vector and return
its timesteps, a TimeDistributed layer to apply a dense layer to each timestep
to reconstruct the original input data).



4 Plot Model Training History
4.1 1D CNN Autoencoder
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Figure 11: These plots show the training history of the 1D CNN autoencoder,
including the test loss and accuracy evaluation.

4.2 2D CNN Autoencoder
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Figure 12: These plots show the training history of the 2D CNN autoencoder,
including the test loss and accuracy evaluation.
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4.3 LSTM Autoencoder
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Figure 13: These plots show the training history of the LSTM autoencoder,
including the test loss and accuracy evaluation.

4.4 GRU Autoencoder
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Figure 14: These plots show the training history of the GRU autoencoder,
including the test loss and accuracy evaluation.

11



5 Conclusion

The advancements in GW detection technologies and the integration of ML
techniques have significantly enhanced our understanding of the universe. This
paper illustrates the effect of implementing the autoencoder ML models with
convolutional and recurrent layers for GW data analysis, and the models all
show excellent abilities to learn and classify GW event presence. With the
continuing efforts of LIGO, Virgo, KARGO, and researchers in analyzing GW,
the improved sensitivity of GW detectors and the robust ML models designed
for the means of GW data analysis promise future satisfactory discoveries in the
field of astrophysics.
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