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Blind Adaptive Space–Time Multiuser Detection
With Multiple Transmitter and Receiver Antennas
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Abstract—The demand for performance and capacity in cel-
lular systems has generated a great deal of interest in the devel-
opment of advanced signal processing techniques to optimize the
use of system resources. In particular, much recent work has been
done on space–time processing in which multiple transmit/receive
antennas are used in conjunction with coding to exploit spatial
diversity. In this paper, we consider space–time multiuser detec-
tion using multiple transmit and receive antennas for code-division
multiple-access (CDMA) communications. We compare, via ana-
lytical bit-error-probability calculations, user capacity, and com-
plexity, two linear receiver structures for different antenna con-
figurations. Motivated by its appearance in a number of third-
genaeration (3G) wideband CDMA standards, we use the Alam-
outi space–time block code for two-transmit-antenna configura-
tions. We also develop blind adaptive implementations for the two
transmit/two receive antenna case for synchronous CDMA in flat-
fading channels and for asynchronous CDMA in fading multipath
channels. Finally, we present simulation results for the blind adap-
tive implementations.

Index Terms—Blind adaptive receiver, multiple antennas, mul-
tiuser detection, space–time block code, subspace tracking, wire-
less communications.

I. INTRODUCTION

T HE EVER-increasing demand for performance and
capacity in cellular wireless systems has prompted the de-

velopment of myriad advanced signal processing techniques in
an effort to utilize these resources more efficiently. The multiple-
access technique that has received the most attention, and the one
on which many of these signal processing techniques are based,
is direct-sequence code-division multiple-access (DS-CDMA
or, simply, CDMA). CDMA or wideband CDMA (WCDMA) is
one of the more promising candidates for third-generation (3G)
cellular services [1]. One of the new technologies that is being
considered for 3G and later generation WCDMA standards
is space–time processing. Generally speaking, space–time
processing involves the exploitation of spatial diversity using
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multiple transmit and/or receive antennas and, perhaps, some
form of coding. The initial focus was on systems that use one
transmit antenna and multiple receive antennas [2]–[8]. Re-
cently, however, much of the work in this area has focused on
transmit diversity schemes that use multiple transmit antennas.
They include delay schemes [9]–[12] in which copies of the same
symbol are transmitted through multiple antennas at different
times, the space–time trellis coding algorithm developed by
Tarokhet al. in [13], and the simple space–time block coding
(STBC) scheme developed by Alamouti [14], which has been
adopted in a number of 3G WCDMA standards [15], [16]. A gen-
eralization of the Alamouti space–time block coding concept is
developed in [17]. It has been shown that these techniques can
significantly improve capacity [18], [19].

Recently, some work has been completed on space–time
multiuser detection using multiple antennas atboth the trans-
mitter and receiver. In [20], for example, the authors considered
maximum-likelihood space–time multiuser detection in a
CDMA system using orthogonal spreading codes. An appli-
cation of space–time block coding to CDMA appears in [21].
However, this work assumes a perfectly known channel and
does not investigate blind adaptive algorithms or make use of
the popular Alamouti space–time code. In the present work, we
consider the performance of linear space–time multiuser detec-
tion using multiple transmit and receive antennas for CDMA
systems using nonorthogonal codes. First, we will compare two
different linear receiver structures (linear diversity combining
and space–time detection) for various antenna configurations.
Motivated by the use of STBC in 3G proposals, we will
utilize this block code for two-transmit-antenna configurations.
Then, we develop blind adaptive implementations of the two
transmit/two receive antenna configuration for synchronous
CDMA in flat-fading channels and for asynchronous CDMA in
fading multipath channels. The adaptive techniques developed
here are blind, in the sense that the only information known to
the receiver is the signature sequence of the user of interest.

The remainder of this paper is organized as follows. In
Section II, we analyze and compare two different linear re-
ceiver structures that are appropriate for CDMA with multiple
transmit and/or receive antennas. In Section III, we develop
blind adaptive implementations of the space–time receiver
structure for synchronous CDMA in flat-fading channels. In
Section IV, we extend the sequential adaptive implementation
to asynchronous CDMA in fading multipath channels. In
Section V, we present simulation results, and Section VI
concludes the paper.

1053-587X/02$17.00 © 2002 IEEE
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II. SPACE–TIME MULTIUSER DETECTION IN SYNCHRONOUS

CDMA: ANALYSIS

In this section, we analyze receiver structures for syn-
chronous CDMA systems with multiple transmitter antennas
and multiple receiver antennas. Specifically, we focus on three
configurations:

1) one transmitter antenna, two receiver antennas;
2) two transmitter antennas, one receiver antenna;
3) two transmitter antennas and two receiver antennas.

It is assumed that a space–time block code is employed in sys-
tems with two transmitter antennas. For each of these configu-
rations, we discuss two possible linear receiver structures and
compare their performance in terms of diversity gain and signal
separation capability.

A. One Transmitter Antenna, Two Receiver Antennas

Consider the following discrete-time -user synchronous
CDMA channel with one transmitter antenna and two receiver
antennas. The received baseband signal at theth antenna can
be modeled as

(1)

where
vector of the discrete-time signa-

ture waveform of the th user with
unit norm, i.e., ;
data bit of the th user;
complex channel response of theth
receiver antenna element to theth
user’s signal;
ambient noise vector at antenna.

It is assumed that and are independent.
1) Linear Diversity Multiuser Detector:Denote

Suppose that user 1 is the user of interest. We first consider the
linear diversity multiuser detection scheme, which first applies
a linear multiuser detector to the received signalin (1) at each
antenna and then combines the outputs of these linear
detectors to make a decision. For example, a linear decorrelating
detector for user 1 based on the signal in (1) is simply [22]

(2)

where denotes the first unit vector in . This detector is
applied to the received signal at each antenna to obtain

, where

(3)

with

(4)

where and where denotes the element
in the th row and th column of the matrix . Denote

(5)

Denote . Since the noise vectors from dif-
ferent antennas are independent, we can write

(6)

with

(7)

The maximum likelihood (ML) decision rule for based on
in (6) is then

sign (8)

Let be the total received desired user’s signal en-
ergy. The decision statistic in (8) can be expressed as

(9)

with

(10)

The probability of detection error of the linear diversity mul-
tiuser detector is computed as

(11)

2) Linear Space–Time Multiuser Detector:Denote

where denotes the Kronecker product. Then, by augmenting
the received signals at two antennas, (1) can be written as

(12)

with . A linear space–time multiuser de-
tector operates on the augmented received signaldirectly. For
example, the linear decorrelating detector for user 1 in this case
is given by

(13)

This detector is applied to the augmented received signalto
obtain

(14)

with

(15)
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where . Denote

(16)

An expression for can be found as follows. Note that

(17)

Hence

(18)

where denotes the Schur matrix product (i.e., element-wise
product).

The ML decision rule for based on in (14) is then

sign (19)

The probability of detection error of the space time multiuser
detector is computed as

(20)

3) Performance Comparison:From the above discussion,
it is seen that the linear space–time multiuser detector exploits
the signal structure in both the time domain (i.e., induced by the
signature waveform ) and the spatial domain (i.e., induced by
the channel response ) for interference rejection, whereas for
the linear diversity multiuser detector, interference rejection is
performed only in the time domain, and the spatial domain is
only used for diversity combining. The next result, which first
appeared in [7], shows that the linear space–time multiuser de-
tector always outperforms the linear diversity multiuser detector.

Proposition 1: Let given by (11) and given
by (20) be, respectively, the probability of detection error of
the linear diversity detector and the linear space–time detector.
Then

B. Two Transmitter Antennas, One Receiver Antenna

When two antennas are employed at the transmitter, we must
first specify how the information bits are transmitted across
the two antennas. Here, we adopt the Alamouti space–time
block coding scheme [14], [17]. Specifically, for each user,
two information symbols and are transmitted over
two symbol intervals. At the first time interval, the symbol pair

is transmitted across the two transmitter antennas,
and at the second time interval, the symbol pair
is transmitted. The received signal corresponding to these two
time intervals are given by

(21)

(22)

where ( ) is the complex channel responses between the
first (second) transmitter antenna and the receiver antenna, and

and are independent received noise vectors at
the two time intervals.

1) Linear Diversity Multiuser Detector:We first consider
the linear diversity multiuser detection scheme, which first ap-
plies the linear multiuser detector in (2) to the received sig-
nals and during the two time intervals, and then performs
a space–time decoding. Specifically, denote

(23)

(24)

with

(25)

where .
Denote

It is easily seen that . Then, (23)–(25) can be written
as

(26)

with

(27)

As before, denote . Note that

(28)

The ML decision rule for and based on in (26) is then
given by

sign

sign (29)

Using (26), it is easily seen that the decision statistic in (29) is
distributed according to

(30)

(31)

Hence, the probability of error is given by

(32)

This is the same expression as (20) for the linear diversity re-
ceiver with one transmitter antenna and two receiver antennas.
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2) Linear Space–Time Multiuser Detector:Denote

Then, (21) and (22) can be written as

(33)

Denote

(34)

(35)

Then, the decorrelating detector for detecting the bit based
on in (33) is given by

(36)

where is the first unit vector in .
Proposition 2: The decorrelating detector in (36) is given by

(37)

where is given by (2).
Proof: We need to verify that

(38)

We have

(39)

(40)

(41)

(42)

This verifies (38) so that (37) is indeed the decorrelating detector
given by (36).

Hence, the output of the linear space–time detector in this
case is given by

(43)

with

(44)

where, by using (5) and (37), we have

(45)

Therefore, the probability of detection error is given by

(46)

Comparing (32) with (46), we see that for the case of two trans-
mitter antennas and one receiver antenna, the linear diversity re-
ceiver and the linear space–time receiver have the same perfor-
mance. Hence, multiple transmitter antennas with space–time
block coding only provide diversity gain but no signal separa-
tion capability.

C. Two Transmitter and Two Receiver Antennas

We combine the results from the previous two sections to
investigate an environment in which we use two transmitter
antennas and two receiver antennas. We adopt the space–time
block coding scheme used in the previous section. The received
signal at antenna 1 during the two symbol intervals is

(47)

(48)

and the corresponding signals received at antenna 2 are

(49)

(50)

where , is the complex channel response
between transmitter antennaand receiver antennafor user

. The noise vectors , and are independent
and identically distributed with distribution .

1) Linear Diversity Multiuser Detector:As before, we first
consider the linear diversity multiuser detection scheme for user
1, which applies the linear multiuser detector in (2) to each
of the four received signals , and and then
performs a space–time decoding. Specifically, denote the filter
outputs as

(51)

(52)

(53)

(54)
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with

(55)

where, as before, .
We define the following quantities:

Then, (51)–(55) can be written as

(56)

with

(57)

It is readily verified that

(58)

with

(59)

To form the ML decision statistic, we premultiplyby and
obtain

(60)

with

(61)

The corresponding bit estimates are given by

sign (62)

The bit error probability is then given by

(63)

2) Linear Space–Time Multiuser Detector:We denote

Then, (47)–(50) may be written as

(64)

where

(65)

(66)

Since and (64) has the same form as (33), it is easy
to show that the decorrelating detector for detecting the bit
based on is given by

(67)

Hence, the output of the linear space–time detector in this case
is given by

(68)

with

(69)

where

(70)

Therefore, the probability of detector error is given by

(71)

Comparing (71) with (63), it is seen that when two transmitter
antennas and two receiver antennas are employed and the sig-
nals are transmitted in the form of space–time block code, then
the linear diversity receiver and the linear space–time receiver
have identical performance.
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D. Remarks

We have seen that the performance of space–time multiuser
detection (STMUD) and linear diversity multiuser detection
(LDMUD) are similar for two transmit/one receive and two
transmit/two receive antenna configurations. What, then, are
the benefits of the space–time detection technique? They are
as follows.

1) Although LDMUD and STMUD perform similarly for
the 2–1 and 2–2 cases, the performance of STMUD is
superior for configurations with one transmit antenna and

receive antennas.
2) User capacity for CDMA systems is limited by cor-

relations among composite signature waveforms. This
multiple-access interference will tend to decrease as the
dimension of the vector space in which the signature
waveforms reside increases. The signature waveforms
for linear diversity detection are of length, i.e., they
reside in . Since the received signals are stacked for
space–time detection, these signature waveforms reside
in for two transmit and one receive antenna or
for two transmit and two receive antennas. As a result, the
space–time structure can support more users than linear
diversity detection for a given performance threshold.

3) For adaptive configurations (Section III-1 and Sec-
tion IV-D), LDMUD requires four independent subspace
trackers operating simultaneously since the receiver
performs detection on each of the four received signals,
and each has a different signal subspace. The space–time
structure requires only one subspace tracker.

III. B LIND ADAPTIVE IMPLEMENTATIONS OFSPACE–TIME

MULTIUSER DETECTION FORSYNCHRONOUSCDMA

We next develop both batch and sequentialblind adaptiveim-
plementations of the linear space–time receiver. These imple-
mentations are blind in the sense that they require only knowl-
edge of the signature waveform of the user of interest. Instead
of the decorrelating detector used for analysis in the previous
section, we will use a linear MMSE detector for the adaptive
implementations because the MMSE detector is more suitable
for adaptation, and its performance is comparable with that of
the decorrelating detector. This is reasonable since the detectors
are asymptotically identical as the AWGN power tends to zero,
and they share the same near–far resistance. We consider only
the environment in which we have two transmitter antennas and
two receiver antennas. The other cases can be derived in a sim-
ilar manner. Note that inherent to anyblind receiver in multiple
transmitter antenna systems is an ambiguity issue. That is, if
the same spreading waveform is used for a user at both trans-
mitter antennas, the blind receiver cannot distinguish which bit
is from which antenna. To resolve such an ambiguity, here, we
use two different spreading waveforms for each user, i.e.,,

is the spreading code for userfor the transmission
of bit .

There are two bits and associated with each
user at each time slot, and the difference in time between
slots is , where is the symbol period. The received

signal at antenna 1 during the two symbol periods for time
slot is

(72)

(73)

and the corresponding signals received at antenna 2 are

(74)

(75)

We stack these received signal vectors and denote

Then, we may write

(76)

where

The autocorrelation matrix of the stacked signal and its
eigendecomposition are given by

(77)

(78)

where diag contains the largest
eigenvalues of , the columns of are the corresponding
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eigenvectors; and the columns of are the eigen-
vectors corresponding to the smallest eigenvalue.

The blind linear MMSE detector for detecting
is given by the solution to the optimization problem

(79)

It has been shown in [23] that a scaled version of the solution
can be written in terms of the signal subspace components as

(80)

and the decision is made according to

(81)

sign (coherent detection) (82)

sign

(differential detection) (83)

Before we address specific batch and sequential adaptive al-
gorithms, we note that these algorithms can be also be imple-
mented using lineargroup-blindmultiuser detectors instead of
blind MMSE detectors. This would be appropriate, for example,
in uplink environments in which the base station has knowledge
of the signature waveforms of all of the users in the cell but not
those of users outside the cell. Specifically, we may rewrite (76)
as

(84)

where we have separated the users into two groups. The com-
posite signature sequences of the known users are the columns
of . The unknown users’ composite sequences are the columns
of . Then, the group-blind linear hybrid detector for bit
is given by [24]

(85)

This detector offers a significant performance improvement
over blind implementations of (80) for environments in which
the signature sequences of some of the interfering users are
known.

1) Batch Blind Linear Space–Time Multiuser Detection:In
order to obtain an estimate of , we make use of the orthogo-
nality between the signal and noise subspaces, i.e., the fact that

. In particular, we have

(86)

principle eigenvector of (87)

In (87), specifies up to an arbitrary complex scale factor
, i.e., . The following is the summary of a batch

blind space–time multiuser detection algorithm for the two
transmitter antenna/two receiver antenna configuration. The
block length is .

Algorithm 1 [Batch Blind Linear Space–Time Multiuser
Detector—Synchronous CDMA, Two Transmitter Antennas and
Two Receiver Antennas]:

• Estimate the signal subspace

(88)

(89)

• Estimate the channels

(90)

(91)

principal eigenvector of (92)

principal eigenvector of (93)

• Form the detectors

(94)

(95)

• Perform differential detection

(96)

(97)

sign (98)

sign

(99)

A batch group-blind space–time multiuser detector algorithm
can be implemented with simple modifications to (94) and (95).

2) Adaptive Blind Linear Space–Time Multiuser Detec-
tion: To form a sequential blind adaptive receiver, we need
adaptive algorithms for sequentially estimating the channel and
the signal subspace components and . First, we address
sequential adaptive channel estimation. Denote by the
projection of the stacked signal onto the noise subspace,
i.e.,

(100)

(101)

Since lies in the noise subspace, it is orthogonal to any signal
in the signal subspace, and, in particular, it is orthogonal to

. Hence, is the solution to the following constrained
optimization problem:

s.t. (102)
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Fig. 1. Adaptive receiver structure for linear space–time multiuser detectors.

In order to obtain a sequential algorithm to solve the above op-
timization problem, we write it in the following (trivial) state-
space form:

state equation

observation equation

The standard Kalman filter can then be applied to the above
system as follows. Denote .

(103)

(104)

(105)

Once we have obtained channel estimates at time slot, we
can combine them with estimates of the signal subspace com-
ponents to form the detector in (80). Subspace tracking algo-
rithms of various complexities exist in the literature. Since we
are stacking received signal vectors and subspace tracking com-
plexity increases at least linearly with signal subspace dimen-
sion, it is imperative that we choose an algorithm with minimal
complexity. The best existing low-complexity algorithm for this
purpose appears to be NAHJ-FST. This algorithm has the lowest
complexity of any algorithm used for similar purposes and has
performed well when used for signal subspace tracking in mul-
tipath fading environments. Since the size of is ,
the complexity is
floating operations per iteration. The algorithm and a multiuser
detection application are presented in [25]. The application to
the current tracking problem is straightforward and will not be
discussed in detail.

Algorithm 2 [Blind Adaptive Linear Space–Time Multiuser
Detector—Synchronous CDMA, Two Transmitter Antennas and
Two Receiver Antennas]:

• Using a suitable signal subspace tracking algorithm, e.g.,
NAHJ-FST, update the signal subspace components
and at each time slot

• Track the channel and according to the fol-
lowing:

(106)

(107)

(108)

(109)

(110)

(111)

(112)

(113)

(114)

• Form the detectors

(115)

(116)

• Perform differential detection

(117)

(118)

sign (119)

sign (120)

A group-blind sequential adaptive space–time multiuser
detector can be implemented similarly. The adaptive re-
ceiver structure is illustrated in Fig. 1.
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IV. BLIND ADAPTIVE SPACE–TIME MULTIUSER

DETECTION FORASYNCHRONOUSCDMA IN FADING

MULTIPATH CHANNELS

A. Signal Model

In this section, we develop adaptive space–time multiuser de-
tectors for asynchronous CDMA systems with two transmitter
and two receiver antennas. The continuous-time signal trans-
mitted from antennas 1 and 2 due to theth user for time in-
terval is given by

(121)

(122)

where
length of the data frame;
information symbol interval;
symbol stream of user.

Although this is an asynchronous system, we have, for nota-
tional simplicity, suppressed the delay associated with each
users’ signal and incorporated it into the path delays in (124).
We assume that for each, the symbol stream is a
collection of independent random variables that take on values
of and with equal probability. Furthermore, we assume
that the symbol streams of different users are independent. For
the direct-sequence spread-spectrum (DS-SS) format, the user
signaling waveforms have the form

(123)

where
processing gain;
signature sequence of s assigned
to the th user for bit ;
normalized chip waveform of dura-
tion .

The th user’s signals and propagate from trans-
mitter antenna to receiver antennathrough a multipath fading
channel whose impulse response is given by

(124)

where is the complex path gain from antennato antenna
associated with theth path for the th user, and

is the sum of the corresponding path
delay and the initial transmission delay of user. It is assumed
that the channel is slowly varying so that the path gains and

delays remain constant over the duration of one signal frame
( ).

The received signal component due to the transmission of
and through the channel at receiver antennas 1

and 2 is given by

(125)

(126)

Substituting (121), (122), and (124) into (125) and (126), we
have for receiver antenna

(127)

For , we define

(128)

In (128), is the composite channel response for the
channel between transmitter antennaand receiver antenna,
taking into account the effects of the chip pulse waveform and
the multipath channel. Then, we have

(129)

The total received signal at receiver antenna is given
by

(130)

At the receiver, the received signal is match filtered to the
chip waveform and sampled at the chip rate, i.e., the sampling
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interval is , is the total number of samples per symbol in-
terval, and is the total number of samples per time slot. The

th matched filter output during theth time slot is given by

(131)

Denote the maximum delay (in symbol intervals) as

and (132)

Substituting (129) into (131), we obtain

(133)

Further substitution of (128) into (133) is as in (134), shown
at the bottom of the next page. We may write more
compactly as

(135)

where

(136)

(137)

For , we have (138), shown at the bottom
of the next page, and

...

...

...

...

(139)

Then, we have

(140)

To exploit both time and spatial diversity, we stack the vectors
received from both receive antennas

(141)

and observe that

(142)

where

and

(143)

By stacking successive received sample vectors, we create
the following quantities:

...

...

... (144)
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...
...

.. .
. . .

...

(145)

where . We can write (142) in matrix form
as

(146)

We will see in Section IV-C2 that the smoothing factoris
chosen such that

(147)

for channel identifiability. Note that the columns of(the com-
posite signature vectors) contain information about both the tim-
ings and the complex path gains of the multipath channel of each
user. Hence, an estimate of these waveforms eliminates the need
for separate estimates of the timing information .

(134)

...
...

...
...

...
... (138)
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B. Blind MMSE Space–Time Multiuser Detection

Since the ambient noise is white, i.e.,
, the autocorrelation matrix of the received signal in

(146) is

(148)

(149)

where (149) is the eigendecomposition of. has size
, and has size .

The MMSE space–time multiuser detector and corresponding
bit estimate for are given by

(150)

signRe (151)

The solution to (150) can be written in terms of the signal sub-
space components as [26]

(152)

where is the composite signature
waveform of user for bit . This detector is termed
blind since it requires knowledge only of the signature sequence
of the user of interest. Of course, we also require estimates of
the signal subspace components and of the channel. We address
the issue of channel estimation next.

C. Blind Adaptive Channel Estimation

In this section, we extend the blind adaptive channel estima-
tion technique described in Section III-B to the asynchronous
multipath case. First, however, we describe the discrete-time
channel model in order to formulate an analog to the optimiza-
tion problem in (102).

1) Discrete-Time Channel Model:Using (138) and (143), it
is easy to see that

...

...

...

...

...

(153)

From (135), we have for ;

(154)

(155)

We will develop the discrete-time channel model for .
The development for follows similarly. From (134),
we see that

(156)

From (134), we can also see that the sequences and
are zero whenever or . With this in mind,

we define the following vectors:

(157)

(158)

(159)

Then, (157) can be written as

(160)

where we have (161), shown at the bottom of the next page.
A similar development for produces the result

(162)

where

(163)

(164)

The final task in the section is to form expressions for the
composite signature waveforms and in terms of the
signature matrices and the channel response vec-
tors and . Denote by , ,
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the submatrix of consisting of rows
through . Then, it is easy to show that

(165)

where

...
...

and

(166)

2) Blind Sequential Kalman Channel Estimation:The blind
channel estimation problem for the asynchronous multipath
case involves the estimation of
from the received signal . As we did for the synchronous
case, we will exploit the orthogonality between the signal sub-
space and noise subspace. Specifically, sinceis orthogonal
to the columnspace of , we have

(167)

Denote by the projection of the received signal onto the
noise subspace, i.e.,

(168)

(169)

Using (167), we have

(170)

Our channel estimation problem, then, involves the solution of
the optimization problem

(171)

subject to the constraint . If we denote ,
then we can use the Kalman-type algorithm described in
(103)–(105), where is replaced with .

Note that a necessary condition for the channel estimate to be
unique is that the matrix is tall, i.e.,

. Therefore, we choose the smoothing
factor such that

(172)

Using the same constraint, we find that for a fixed, the max-
imum number of users that can be supported is

(173)

Notice that for reasonable choices of and , (173) is larger
than the maximum number of users for the linear diversity re-
ceiver structure, which is given by

(174)

This represents a quantitative example of the capacity benefit of
space–time multiuser detection discussed in Section II-D.

Once an estimate of the channel state is obtained, the
composite signature vector of theth user for bit is given by
(165). Note that there is an arbitrary phase ambiguity in the es-
timated channel state, which necessitates differential encoding
and decoding of the transmitted data.

D. Algorithm Summary

Algorithm 3 [Blind Adaptive Linear Space–Time Multiuser
Detector—Asynchronous Multipath CDMA, Two Transmitter
Antennas and Two Receiver Antennas]:

• Stack matched filter outputs in (131) according to (139),
(141), and (144) to create .

• Create according to (166).

...

...
. . .

...

...

. . .
...

(161)
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• Using a suitable signal subspace tracking algorithm, e.g.,
NAHJ-FST, update the signal subspace components
and at each time slot.

• Track the channel according
to

(175)

(176)

(177)

(178)

(179)

• Form the detectors

(180)

• Perform differential detection

(181)

sign (182)

V. SIMULATION RESULTS

In this section, we present simulation results to illustrate the
performance of blind adaptive space–time multiuser detection.
We first look at the synchronous flat-fading case; then, we con-
sider the asynchronous multipath-fading scenario. For all sim-
ulations, we use the two transmit/two receive antenna configu-
ration. The -sequences of length 15 and their shifted versions
are employed as user spreading sequences. The chip pulse is
a raised cosine with roll-off factor 0.5. For the multipath case,
each user has paths. The delay of each path is uniform
on . Hence, the maximum delay spread is one symbol in-
terval, i.e., . The fading gain for each users’ channel is
generated from a complex Gaussian distribution and is fixed for
all simulations. The path gains in each users’s channel are nor-
malized so that each users’s signal arrives at the receiver with
the same power. The smoothing factor is , and the for-
getting factor for the subspace tracking algorithm for all simu-
lations is 0.995. The performance measures are bit-error proba-
bility and signal-to-interference-plus-noise ratio, which are de-
fined by SINR , where the expectation
is with respect to the data bits of interfering users and the am-
bient noise. In the simulations, the expectation operation is re-
placed by the time averaging operation. SINR is a particularly
appropriate figure of merit for MMSE detectors since it has been
shown [27] that the output of an MMSE detector is approx-
imately Gaussian distributed. Hence, the SINR values trans-
late directly and simply to bit-error probabilities, i.e.,

SINR . The labeled horizontal lines on the SINR plot rep-
resent bit-error-probability thresholds. For the SINR plots, the
number of users for the first 1500 iterations is 4. At iteration
1501, three users are added so that the system is fully loaded.
At iteration 3001, five users are removed. For the BER plots,
the frame size is 200 bits, and the system is allowed 1000 bits
to reach steady state before errors are accumulated.

Fig. 2 illustrates the adaptation performance for the syn-
chronous, flat-fading case. The SNR is fixed at 8 dB. Notice

Fig. 2. Adaptation performance of space–time multiuser detection for
synchronous CDMA. The labeled horizontal lines represent bit-error-
probability thresholds.

Fig. 3. Steady-state performance of space–time multiuser detection for
synchronous CDMA.

that the bit-error probability does not drop below 10, even
during transitions when users enter or leave the system.

Fig. 3 shows the steady-state performance for the syn-
chronous case for different system loads. We see that the
performance changes little as the system load changes. Al-
though an error floor is unavoidable since we are estimating
the detectors and the channel from the received signal, it is
sufficiently low so that it does not appear in this figure.

Fig. 4 shows the adaptation performance for the asyn-
chronous multipath case. The SNR for this simulation is 11
dB. Again, notice that the bit-error-probability does not drop
significantly as users enter and leave the system.

Fig. 5 shows the steady-state performance for the asyn-
chronous multipath case for different system loads. It is seen
that system loading has a more significant effect on perfor-
mance for the asynchronous multipath case that it does for the
synchronous case.
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Fig. 4. Adaptation performance of space–time multiuser detection for
asynchronous multipath CDMA. The labeled horizontal lines represent bit-
error-probability thresholds.

Fig. 5. Steady-state performance of space–time multiuser detection for
asynchronous multipath CDMA.

VI. CONCLUSION

In this work, we have analyzed and compared two different
linear receiver structures that are appropriate for CDMA
systems with multiple transmit and receive antennas. We have
seen that the space–time structure has many advantages over
linear diversity combining, including better bit-error-rate per-
formance (for configurations with 1 transmit antenna and 2 or
more receive antennas), lower complexity, and higher user ca-
pacity. We have also developed blind adaptive implementations
of the space–time structure for synchronous CDMA channels
in flat-fading channels and for asynchronous CDMA in fading
multipath channels. Finally, we have presented simulations to
illustrate the steady-state and adaptation performance of the
adaptive receiver.
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