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Lety(k) = za(k)za(k + 1). Thus,y(k) = —1 implieszq (k) =
x(1:L) Data Symbols —za(k 4+ 1). SinceX",_, y(k) = 0, half of y(k),k = 1 ~ P, are
—1. SinceP/2 is an even number (see Property 1 in Table I), we have
ta(P+1) = (=1)7?2,(1) = 2.(1). As a consequence, finding
x1:L) Data Symbols optimal sequences. (1 : L) is equivalent to obtair. (1 : P), which
E— satisfies the following equation:

P
. . Zmo,(k:)mg(k—l—smod]:’)zo
k=1

L 4 L4

wherea, 3 =1~ M

x,(1:L) Data Symbols e {(11 ~ ; wEena + /Z
~V, whena = j.

(4)

Hereafter, we will call a sequence set that satisfies (4Y &5 &, M)
code. Some properties of this code are listed in Table |.¥op> 2
andV > 1, we require that; (1 : P),z1(2 : P+ 1),22(1 : P),
andz2(2 : P + 1) are mutually orthogonal. This leads to result that

The multiple-antenna system under considerationMasansmit- > must be a multiple of four. (This is the same reason that the order
ting antennas and/ receiving antennas. The burst data structure f&f @ Hadamard matrix is multiples of four.) Thus, we have Property 1.
each transmitting antenna is shown in Fig. 1, whegél : L), « = Property 2 states that multiplying1 to any sequence in@, V, M)
1,2... M, denotes the training sequence to be transmitted from thede can result anotheP, V, M) code. Properties 3, 4, and 5 are quite
ath antennal is the length of each training sequence. The trainingjivial and can be easily verified. Property 3 implies that we can find all
sequences are embedded in each burst. Data bursts from differentta@¢ P, V, A/ — 1) codes and then find all thg?, V, M) codes based
tennas will have different training sequences that are designed toge®iegall the( P, V, M — 1) codes. Property 4 says that if we reverse every
so that the coexistence of the training sequences does not affectg@uence simultaneously, the result is stiliaV, M) code. Property
channel estimation accuracy. Provided that the burst is short and tgplies that if we shift every sequence by the same amount, the result
channel is quasi-static within a burst, the output of discrete equivalégstill a( P, V, M) code. Property 6 gives an upper boundiéfwhen

Fig. 1. The burst data structure fdf -antenna transmission.

Il. PROBLEM DESCRIPTION

channel can be expressed as the valuesP” andV are given.
v Based on the above properties, we can restrict the first entry of each
vs(k) = Z Zho,,q(i):cu(k — i)+ na(k) (1) segeunce to-1 (or 1) and restrict the sequences permutation in a

(P,V, M) code to the order in theP, V, 1) code table without loss of
generality. We describe the search algorithm as follows.

Step 4) Find all of thé P, V, 1) codes for the given values &f and

V. Constructthé P, V, 1) code table; each code in the code
table is presented by an unique number. As in Fig. 2, for
example( P, V, 1) #2 represents the secofR, 1, 1) code

a=1:1=0

whereV is the order of channel memory and s (¢) denotes the re-

sponse of thelth receiving antenna of the receiver to a discrete unit

sample applied in theth transmitting antenna. (k) is assumed to be

identical independently distributed Gaussian random noise. With good

synchronization, small value &f is enough to well approximate the in the (P, V, 1) code table.

channel. ) . - Step 5) Findallth¢P, V, 2) codes from all the pairs ¢, V, 1) by
With simple manipulations, we can prove that the training sequence checking the orthogonality conditions. At the same time, we

set is optimal if the training sequence in each antenna is not only or- construct an index table in order to reduce the complexity
thogonal to its shifts withid” taps but also orthogonal to the training for M = 3

sequences in other antennas and their shifts withitaps (see Ap- Step 6) Letm — 3

pendix). Ip other wgrds, the optimal training sequences should satisfyStep 7) Construct theP, V, m) code table and index table by ap-
the following equation:

plying the(P,V, m — 1) code table and index table. Note

L=V that a(P, V, m) code is composed of twoP,V, m — 1)
> walk)as(k+5) =0 codes, where the last — 2(P, V, 1) codes of 4 P, V, m —
k=1 1) code is identical to the first. — 2( P, V, 1) codes of the
wherea, 5 =1~ M other(P,V, m—1) code. As a result, we only have to check
o= { 0 ~V, whena#p @) the orthogonality of the first P, V, 1) code in the former
1 ~V, whena=54. (P,V,m — 1) code and the lagtP’, V, 1) code in the latter

(P,V,m — 1) code to determine whether these two codes
constitute & P, V, m) code whenn > 3.

Step 8) Ifm > M or the newly constructed code table is empty,
then the process is finished. Otherwise, increasey one

In this section, we will discuss existence of the optimal training se- and go back to Step 4).

quence selected from the binary phase-shift keying (BPSK) constella-

tion. In other words, we will discuss the binafy, —1}-sequence sets  |n Fig. 2, we illustrate how the code table and index table are con-

satisfying (2). First, we prove that.(k) = zo(k+ P) for k < V. structed. As illustated in the first three columns, codeV, 2) #1 is

For convenience, we denafe= (L —V"). Consides = 1 and3 = a  composed of codéP, V,1) #1 and #3. We build the code table for

1ll. PROPERTIES AND ASEARCH ALGORITHM OF THE OPTIMAL
TRAINING SEQUENCES FORBPSK

in (2); we have M = 2 by testing all possible pairs ¢, V, 1) and list them in the
, third column. At the same time, an index table is constructed with its
Z o (k)za(k+1) = 0. 3) contents pointing to the starting positions of the corresponding codes

et in the code table. In order to find thié, V, 3) codes, we start from the
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TABLE
SOME PROPERTIES OF

1273

|
AP, V, M) CopE

Property 1 | P is amultiple of 4 ifa (P, V', M) code exists for M >2 and
V1.
If{x|i=1~M }isa(P, V, M) code, then multiplying x, by-1
Property 2
yields another (P, V', M) code.
Property 3 |Any subset composed of M —1 sequences ofa (P, V', M )codeisa
(P, V, M-1)code.
If{x,|i=1~M}isa(P, V, M)codeand y,(k)=x,(P+1-k) then
Property 4
{y|i=1~M}isa(P, V, M)code.
If{x,[i=1~M}isa(P, V., M)codeand y,(k)=x;((k+1)modP)
Property 5
then {y,|i=1~M}isa(P, V, M) code.
Property 6 |If thereisa (P, V', M )code,then M (V +1)<P.

Qe e Qe

1 3 k=1 k1
2 —1k2
11 3 T k3
18 4 k4
2 4 k2 =
5 k2+1
17 k2+2
19 k2+3
3 5 k3 —
9 k3+1
11 k3+2
20 k3+3

Fig. 2. The construction of the code table and the index table.

first element in the code table fad = 2. Since the second element of

paired with( P, V, 2) #1, we continue with( P, V, 2) #2 and then #3
until reaching the last element of the code table.

A. Computational Complexity Analysis

For (P, V, M) codes, restricton on the first entry of the sequence has
a reduction factor o2 times. In addition, restriction on the permuta-
tion reduces the computation complexity by factorial times. It can
be proven that the total number P,V = 1, M = 1) sequences
is . C, /2. For greater values a¥f, the computational complexity de-
pends on the total number of codes that exist and is hard to analyze.
Thus, we také P, V') = (16, 1) as an example and give the numerical
results in Table Il. Columns (A) and (B) demonstrate the total number
of codes found by the algorithm and the total number of codes without
any restriction, respectively. Column (C) shows the reduction factor
defined as a ratio between Column (B) and Column (A). Column (D)
gives the probability of finding suchP, V., M) code by random guess.
It is observed that the values in Column (A) increase at first, reaches
its maximum value af/ = 3, and decreases thereafter. On the con-
trary, the values in Column (B) increase all the way unfil= 8. To
determine that two sequences satisfy (4), we have to test orthogonality
(2V + 1) times. Each time it requires an operation of bit-wiser
between twaP-bits words and an operation to count the total number
of ones in aP-bit word. In Columns (E) and (F), we show the total
numbers of orthogonality tests required in each round for the proposed
algorithm and for a method by directly searching all combinations of
{—1,1} in each bit. This implies that our algorithm provides a feasible
approach for a personal computer to determine existence or nonexis-
tence of( P, V, M) codes for a small value aP. Although the pro-
posed algorithm will become computationally impractical for a large
value of P, it suffices for the purpose of designing training sequences
in multiple-antenna systems since they are often short.

(P,V,2) #1is(P,V, 1) #3, we refer to the third and fourth elements

in the index table which are denoted by andk4. So, we search from

B. An Alternative Way of Construction

k3th through(%4 — 1)th codes in the code table to see if any code can If we do not intend to find the maximum value af/, we

pair with (P, V, 2) #1 to constitute 4P, V, 3) code. We only have to
check the orthogonality between the fi(gt, 1, 1) code in( P, V, 2) #1
and the last P, V, 1) code in the othe(P, V, 2) codes betweeh3th
through(k4 — 1)th. After finding all the( P, V, 2) codes which can be

can construct such codes by applying shifts of a binary al-
most perfect sequence (BAPS) [4], [5]. Takd 2 as an
example; we can choose (k) = ar andxa(k) = apyp/a, Where
k=1~ pV < p/4—1,anda; is a BAPS. For example, the
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TABLE I TABLE IV
COMPARISON BETWEEN THE ALGORITHM AND THE DIRECT EXHAUSIVE ExampLES oF THE( P, V., M) CopES
SEARCH WITHOUT ANY RESTRCTION
V M | (PVM) code
M_& ® © © ® ® 4 11 |2 X(l— 1 1)1 0 X2={1011
1| 12870 25740 2 0.392| 3.28E4| 131E5 =t b mt ;
2| 2217250 17738000 8|  4.1E-3] 828E7| 4.29E9 8 |l |4 |X1={10000010},X2={10110001}
3| 11262888 540618624 48] 19E6| 9.48ES| 141E14 X3={11010111},X4={11100100}
4] 3206212] 1231185408 384 67E-11| 161B9| 461E18 2|1 |5 XI={1 0 0 0 0 0 0 1 0 0 1 0}
5| 292832 1124474880  3840| 9.3E-16| 3.75E6| 1.51E23 X2={1 00101001111}
6| 37408 1723760640 46080 2.2E-20, 2.16E5| 4.95E27 X3={1 001 1011100 1}
7 8000| 5160960000] 645120 9.9E-25| 3.32E4| 1.62E32 X4={1 0 1 01 1 0 0 0 0 0 1}
8 960| 9909043200| 10321920 2.9E-29| 3.84E3| 5.31E36 X511 1100 0 1 01 0 1}
(A) Number of Codes with the proposed restrictions 1212 2 XI=f1 11010001110}
(B) Actual Number of Codes without any restriction X2={1 1110110100 0}
(C) Reduction Factor 16 |1 |8 |X1={0000000001010101}  X2={0000111101011010}
(D) Probability of finding by random guess ' X3={0011001101100110}  X4={0011110001101001}
®) ;ES‘S feq“frej n eac;‘ “’“nj W“}‘I the proposed algorithm X5={0101010100000000}  X6={0101101000001111}
" . R
(F) Tests required in each round with by the most naive method X7-{0110011000110011}  X8={0110100100111100}
16 2 |4 |X1={0000001001001001}
TABLE I o
THE MAXIMUM VALUES OF M GIVEN (P, V) X2={0011000101111010}
X3={0101011100011100}
M V| 1 2 3 4 5 6 7 8 9 X4={0110010000101111}
P 16 |4 |12 |X1={1000001001110010}
2 1 1 N|N|N|N|N|N X2={1011000101000001}
8 4 | 2 1 N| N|N|N|N|N Ps: “-1” is represented by ‘0’ in the table.
12 5 2 1 1 1 N|N| N| N
16 8 4 2 2 1 1 1 N | N TABLE V
THE CODESUNDER TEST IN THE NUMERICAL SIMULATION
sequence {—1,-1,1,—1,-1,—-1,—-1,-1,1,1,-1,1,-1,1,1,1} x1={1 -1 -1 -1 -1 -11 -1}
is a BAPS withp = 16. Thus, PROPOSED x2={1 -1 1 1 -1 -1 -1 1}
©n=4{-1,-1,1,-1,-1,-1,-1,-1,1,1,-1,1,-1,1,1,1} x3={1 1 -1 1-1 1 11}
CODE
and x4={1 1 1 -1 -1 1 -1 -1}
ro=9{-1,-1,-1,-1,1,1,-1,1,-1,1,1,1 - 1,-1,1, -1} Mleil 11 1111)
satisfy the conditions of the optimal training sequences for PRBS x2={1 -1111 -1 -1}
(P = 16,V = 3,M = 2). However, we see in Table Ill that
the maximal number of achievablé is 4, not3. Therefore, although x3={111-1-11 -1}
applying BAPS helps to construct such code, it does not achieve the x1={1 -1 1 -1 -1 -1 1 -1}
maximum value of\f or V. ARBITRARY
x2={1 -1 1 1 -11 -1 1}
IV. SEARCH RESULT AND NUMERICAL SIMULATION x3={1 -1 -1 1 -1 1 11}
In Table III, we list the maximal numbers of achievaBlegiven P x4={1 1 -11-1 1 1 -1}

andV'. In the table N means that no sudlP, V, M) code exists. One
can observe that th&/ value for somg P, V') combinations achieve
the upper bound given by Property 6, while others do not. For exampke,constructed with a well-known pseudorandom binary sequence
whenP = 16 andV = 1, the maximum achievabl®/ is 8, which is (PRBS) with different shifts in different transmitter antennas. Since
just the upper bound given by Property 6. However, whEnl”) =  we want to keep the cross correlation low between shifts, the maximal
(12,1), the maximal achievabl&/ is only 5, not 6. number of transmitting antennas is three with a PRBS of length
In Table 1V, we list at least one example for all existing codeseven. The transmitted power is increased to compensate the shorter
with P < 16. Although we have proved the optimal property of théength for a fair comparison. The third one is an arbitrarily chosen
proposed training segeunces under the assumption of quasi-coheseqtience set. The channel tap coefficients are assumed to be indepen-
channel, we are also interested in their performance in an environmeaht complex Gaussian random variable with uniformly distributed
with Doppler frequency shift. We perform numerical simulation tgphaseand Rayleigh distributed amplitude. The transmitted power from
compare three different training sequence sets. The sequences uadeh transmitting antenna is assumed to be the same. Here, we use
test are listed in Table V. The first one is the optimal sequence gké well-known Jakes’ model to perform the simulation. The results
with (P,V, M) = (8,1,4) as proposed. The second sequence sate shown in Fig. 3. We see that when the Doppler frequency shift
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Fig. 3. Performance comparison of three sequence sets with Doppler frequency shift.

is not severe, the advantage of the proposed sequence set remaireeys = [yg(V + 1) ys(V +2) -+ ys( (L)]7 (see the equation
unchanged. at the bottom of the page). K X is invertible, the least squares es-
timation for the channel matrlﬂj is given by

V. CONCLUSION

= ~H y\—1 H_
In this paper, we study the design of optimal trianing sequence sets Hy=(X"X) (X ys). (A-2)

for multiple-antenna communication systems in a dispersive fading
vironment. The conditions of the optimal training sequences for th
multiple-antenna systems are proposed and proven. We also prop%%cée
an algorithm to search the optimal training sequences and analyze the
complexity of the algorithm. Existence of such codes is shown by an
exhaustive search for code length less than or equal to 16. Example8its
the search result are listed in a table. Numerical tests are performed ®[||¢;||%] = E [tr [pﬁp[j“

test their performance in a nonideal environment. We believe thatthese T

sequences can be used for channel estimation in multiple-antenna com- =tr [(éHé)_léHE [hﬁ] é(éHé)_l] - (A4)
munication systems.

e above estimation is unbiased. Thus, the estimation error and vari-
are given by

es =By~ Hy (3

In the case of independent white discrete Gaussian noises, we have

APPENDIX . i
PROOF OF THECONDITION FOR OPTIMAL TRAINING SEQUENCES E [k“_d} =0, lL-v. (A.5)

The firstV sampled values are discarded to avoid the interfereni_ﬁ ¢ A4) is simplified
from symbols prior to the first training symbol. Thus, we can rewrit erefore, (A.4) is simplified as

(1) in matrix form as Grvean
! E |lesl’] = on (X" X)) = o7 T (A8
ys=XHy+ N, (A1) [leal’] = = ,; Mk
21(1:V+1) a(1:V+1) - ay(l:V41)
21 (2:V+2) x202:V42) - 2zu(2:V42)
é:
2 (L—V:L) a(L-V:L) -+ am(L-V:L)
Hy=hny oy o bl M= (V4D maV+2) o (D)
wa(i: j)=eali) wali+ 1) oo wa(f)], hag =[has(V) hag(V =1) - Tap(0)]

i=1~L-V, j=i+V, a=1,2,....M and 3=1.2,...,N.
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where\; denotes the eigenvaluesngé. By applying Cauchy in- REFERENCES
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