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A Sliding Window PDA for Asynchronous CDMA, and
a Proposal for Deliberate Asynchronicity
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Abstract—This letter contains two parts. In the first part, the Most of the multiuser detection algorithms for synchronous
probabilistic data association (PDA) method is extended to mul- CDMA can be directly extended to asynchronous CDMA, based
tiuser detection over symbol-asynchronous code-division multiple g the fact that asynchronous CDMA can be viewed as a large

access (CDMA) communication channels. A direct extension as . i .
well as a sliding window processing method are introduced. While ;ynchronous system[1]. Amajor concern of this direct extension

achieving near-optimal performance with O(K?) computational 1S the computational complexity, since the size of the big syn-
complexity in synchronous CDMA, K being the number of users, chronous system{/ K, whereM is the number of transmitted

it is shown that, in asynchronous CDMA, the probability of group  symbols, is much larger thai. For linear detectors [1] and de-
detection error of the proposed PDA method is very close to cision-driven detectors [2], [3], due to the special structure of the
Lhetinagfoér;igtcoer 'O;ﬁ ?ﬁg”gogo‘&‘ﬁgn% "*Cr(‘)r':elzlxi‘t"a'?s’ofr‘]rl‘t correlation matrix, direct extension increases the computational
mF:irginaIIy increased to O([h/s]ffg,) per symboFI) Wheyreh andy complexity only marginqlly. How_ever, this is not neqessarily
s are the width and the sliding rate of the processing window, the case for other detection algorithms. The complexity for the
respectively. In the second part, due to the outstanding perfor- optimal detector, for example, increases dramatically. It is hard
mance of the PDA detector in heavily overloaded asynchronous to perform computer simulations with optimal solution for even
systems, it is observed that an optimally designed synchronous small-sizedproblems[1];and,indeed, inthisletter, we mustresort
e e e estngo 010t bound on opimal performance or our comparisors
transmission deliberately, eveﬁ when synchronous transmission is In this letter, we conS|der.K-userM-symb0I. asynchronous
possible—asynchronous is better than synchronous! CDMA system over nonfading channels. We first treat the asyn-
chronous CDMA system as E M -user synchronous system.
By exploiting the special structure of the correlation matrix,
the PDA multiuser detector for synchronous CDMA is sim-
plified and applied to the equivalent synchronous system. Al-
though such a direct extension requires the receipt of all the
|. INTRODUCTION M symbols of all users in order to do iterations, we show that

UE TO THE NP-hard nature of the general multiusgin® computational complexity per symbql is the_ same as that

detection problems in code-division multiple accesdf @ K-user synchronous system. To avoid considering the en-
(CDMA) communications [1], suboptimal algorithms thatire transmission Qata, \_/vh|ch _m|_ght cause sub_ste_mual delay, a
provide reliable decisions and that ensure polynomial coffuncated processing window is introduced. This is further ex-
putational costs have been extensively studied for over f@idedtoasliding wmdc;wversmn.'l_’he complexity per symbol
years. Linear detectors [1] and decision-driven detectors [#§,Shown to beO([h/s]K*®), whereh is the width of the pro-
[3] improve the performance of the conventional matched filt&€SSing window and is the sliding rate. Simulation results for
significantly, while limiting their computational complexitiesP0th régular and overloaded systems are presented to show the
to O(K?). Other advanced detectors of polynomial complexifgmarkable performance of the PDA detector. .
have also been proposed recently to provide near-optimalnSynchronous CDMA, having more users than the signature
performance [4], [5]. Among the advanced detectors, the prdsngth_results ina s_lngular correlatpn matrix, Whlch makgs the
abilistic data association (PDA) detector [4] shows outstandifj€Ct implementation of many multiuser detection algorithms
computational efficiency and near-optimal performance Hptenaple. Synchronous overload_ed systems h_ave been stgdled
almost all cases in synchronous CDMA [6]. Furthermore, sin&80Stly in terms of the user capacity [11] and signature design
PDA works with probabilities and provides “soft” outputs, it9]- The optimal signature design that maximizes the channel

is naturally flexible and relatively easy to extend to realisti§@Pacity for synchronous CDMA as well as the chip-synchro-
CDMA situations including fading, coding, etc. nized asynchronous CDMA system have been proposed in [9]

N ‘ and [12], respectively. It is shown that, if the optimal signature
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propose using asynchronous transmission with prespecif@ehuentially in a specific order. These serve as the key steps for

delay profiles on user signals. Moreover, with the help of tHeDA to achieve superior performance in synchronous CDMA.

proposed PDA detector, we show that it is not difficult for an

asynchronous system to achieve an outstanding performance |[II. PDA FORASYNCHRONOUSCDMA SYSTEM

under reasonable signal-to-noise ratio (SNR) even when the

system is heavily overloaded (the number of users is three

times the spreading factor, for example). Similar to the system model of (1), an asynchronous CDMA
system can be described in thelomain by [1]

y(2) = R(z)Wb(2) + v(2) (4)

System Model

Il. REVIEW OF PDA IN SYNCHRONOUSCDMA

A discrete-time equivalent model for the matched-filter out-
puts at the receiver of & -user synchronous CDMA channel iswherew is a colored Gaussian noise with zero mean and co-
given by theK-length vector [1] variances2R(z). The signature correlation matrR(z) can be

RWb expressed and factorized as [3]
y= +v

R(z) =R[1)7 =z + R[0] + R[1]=""

whereR is the normalized signature correlation matik;is a _
g = (F[0)T + F[1]72) (F[o] + F[1]="1) . (5)

diagonal matrix whoséth diagonal elementy;, is the square
root of thle( received signal energy per bit of thi userb €  Here, R[0] is a symmetric matrix whose components represent
{—1,+1}" denotes the vector of bits transmitted by i@c-  he correlations between user signatures at the same symbol
tive users; ana is a zero-mean colored Gaussian noise vect@{gex andR][1] is a singular matrix whose components repre-

with & covariance matr'ixr2R. _ sent the signature correlations relating to successive symbols.
When all the user signals are equally probable, the optimg! the factorization,F[0] is a lower triangular matrix, and
solution of (1) is the output of a ML detector F[1] is singular. Alpplying the anticausal feed-forward filter
Oy i b—arg  min  (B'WRWb—2g"Wh). (2) (F"[O]T + F[1]72) " to both sides of (4), we obtain the white
be{—1,+1}¥ noise model [3]
Obtaining the ML solution is generally NP-hard [1]. 9(z) = (F[O] + F[I]Z—l) Wh(z) + (2) (6)

The PDA method from target tracking [7] was introduced to
multiuser detection for synchronous CDMA in [4]. PDA sugwhere (z) = (F[0]” +F[1]Tz)71y(z) and ¥ is a white
gests that we treat the decision variatbles binary random vari- Gaussian noise vector with zero mean and covariance matrix

ables. For any userassociate a probabilit§,; with user signal 521, The corresponding time-domain representation of the
b; to express the current estimate of the probability that 1. \hite noise model is

Now, for an arbitrary user signa), treat the other user signals

b;j(j # i) as binary random variables, and treat the Gaussian ~ ¥(n) = F[0]Wb(n) + F[1]Wb(n — 1) +v(n).  (7)
noise together with the multiple-access interference (MAI) as an

“effective” Gaussian ambient noise (which, of course, itis notb. Direct Extension

ConsequentlyP(b; = 1|y, { Ps;} j:) can be obtained from (1); _ o
this serves as updated information for user signaThe mul-  Suppose there are, overall/ symbols in the transmission

tistage PDA detector for synchronous CDMA proceeds as fdi-€-, M symbols for each user). We can view the asynchronous
lows. system as aiM K -user synchronous system and rewrite (7) as

1) Sort users according to the user-ordering criterion pro- Y = LWb+V. 8)
posed for decision-feedback (DF) detector [4].

2) Vi, initialize the probabilities a$,; = 0.5. Initialize the Here
stage countek = 1.

<7 ~ ~ ~ T
3) Initialize the user counter= 1. Y=[g0)" 51", ....9(M -1)7]
4) Based onthe currentvalueBf;(j # ¢) for useri, update b= [(0)7,b(1)T,. .., b(M — 1)T]T
Py b N /
i b V=0T e0",... oM-1T]"
Pbizp{bi=1|y7{ij}j¢i}- ©)) ) ‘W0 ...
, o W=|0 ... 0
5) If i < K, leti = ¢+ 1 and goto step 4). 0w
6) If Vi, P,; has converged, goto step 7). Otherwiseklet -
Fjo] o
k + 1 and return to step 3). ~ F[i] Flo] o
7) Vi, make a decision on user signralia b; = sign(Py; — L= 0 (9)
0.5).
Computationally efficient numerical schemes as well as sev- S 0 F{ F[0]
eral other refinements are presented in [4]. Although it appears that the computational cost of directly

Although a similar probability update was proposed in [13pplying the PDA method to the equivaleMt K -user system
for coded CDMA, the PDA method updates the probabilitiés O(M?2K?3) per symbol (which can be very high M is not
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small), it can be substantially simplified due to the special struPDA method and perform iterations only within the truncated

ture of matrixL. processing window.
Consider updating the probability associated with usier Noting that the processing windows for user signals in suc-
symboln. From (7), we have cessive symbol indexes differ only slightly, we can use the prob-
abilities from a processing window as the initial conditions of
Pyi(n the PDA method for the next processing window to further sim-
- plify and speed up the iterative updates. This modifies the trun-
- P{bi(n) =1 ‘Y’{B’j(n)}#i ’{P”l(k)}k¢n} cated-window PDA to a sliding-window PDA. The detailed pro-
y(n), y(n+1), cedure is described below.
=Pdbi(n)=1 s . (20) : : : :
{ ‘{Pb]-(n)}#i v AP(E 1 } 1) Sortusers according to the user ordering and time labeling

criterion proposed for DF detector in [10].
Therefore, to update the probability;(n), only two observa-  2) Vi andVn, initialize the probabilities a®’;(n) = 0.5.
tion vectorsy(n) andy(n+1), are required. The corresponding Initialize the window countek = 0.
observation model from (7) is 3) Initialize the symbol counter = max{0,k — |(h +
. N 1)/2] + 1}
[~ y(n) } - [F[O]] Wb(n}k[F[l]Wb(" - 1)}+[~ v(n) ] 4) Initialize the user counter= 1.
y(n+1) F1] Flo]Wb(n + 1)] [v(n + %)- 5) Based on the current values of the associated probabili-

11) . ;
. . . . ties, updateP;;(n) according to (10).
Motivated by the PDA idea, when we consider the user sig 6) If i < K, leti = i + 1 and goto step 5).

nals in symbokh, we approximate user signals in all other sym- .

bols by Gaussian random variables with matched means ano7) Ifn < min{M =1,k + [h/2]}, letn = n + 1 and goto
variances. That isyi, approximateb;(n — 1) by a Gaussian sftep 4.  defi

random variable with meaf2P;;(n — 1) — 1], and variance 8) Itk +1> |(h+1)/2] - 1,V¥i, define
4Py (n — 1)(1 — Ppi(n — 1)). Perform similar approximation (h+1)

to b;(n + 1), Vi. Consequently, if we defind®,(n) to be a m=k- { J +1 (3)
K-length column vector whosgh component ig;;(n), (11)

can be equivalently written as make a decision on user signai(m) via b;(m) =
sgn(Py;(m) — 0.5)
A y(n) | [FIUW (2Py(n—1)-1) 9) Letk=k+1.1fk < M+ [(h+1)/2] — 1, goto step
y(n+1) F[O]W (2Py(n+1) — 1) 3). Otherwise, stop.

=Wb(n) +£&(n)  (12) Similar to the synchronous case, the overall performance of

PDA detector in asynchronous CDMA is affected by the user

F[0] T . ordering as well as the time labeling. As shown in step 1), we

{F[l]} and{(n) is the propose to use the optim.al user ordering and time labeling for
effective zero-mean Gaussian noise the ideal DF detector derived in [10].

! The computational complexity of the above PDA detector is

Apparently, (12) is equivalent to & -user synchronous 3 . -
CDMA system. Therefore, according to the methods introO—.(hK ) per symbol, and the associated probability of each user

duced in [4], the complexity of updatinB, (n) can be reduced signal bit is updated times. Intuitively, the window width,
t0 O(K?) I'—|owever since we treat tP;)K-userM-symboI should be large so that the performance of the sliding-window
asynchror-lous systém as ai K-user synchronous system PDA can approach the performance of the original PDA pre-

the probability update and iterations must be performed Ovse(?nted in Section lll-B. Nevertheless, due to the fast conver-
P y up P nce of the PDA method, a large number of iterations on the

all M K users. Therefore, the entire set of observations must o . . .
. . . robability updates is unnecessary (typically only % itera-
be received before we can perform PDA iterations and make . . .
. . . s Igns are required). Therefore, we introduce the sliding sate
final decisions on any of the user signals; this would cause a X .
- . 0'< s < h, and further modify the steps 8) and 9) in the above
significant delay at the receiver output.

procedure to the following.
C. PDA With Sliding Window Processing 8)If k+s> [(h+1)/2] -1, Vi, and for allm that satisfy

Suppose we are only interested in decisions on user signal 0.k (h+1) e
vectorb(n). Consider a truncated processing window of width*** "%~ |~ | Tl =™

k that contains user signal vectdi@n), (n — [(h +1)/2] < < i {M, bts {(h + 1)J . 1} 14

-1

aneea =[] (7]

m < n+ [h/2]), where the floor function(h + 1)/2] denotes

the largest integer that is smaller than or equaliot 1)/2,

and the ceiling functioriz/2] denotes the smallest integer that ~ make decision on user signal(m) via bi(m) =

is larger than or equal th/2. Due to the limited error prop- sgn(Pyi(m) — 0.5)

agation in practical systems, it is reasonable to assume that if 9) Letk =k +s.If k< M + [(h+1)/2] — 1, goto step

h is large enough, the effects of values of user signals outside 3). Otherwise, stop.

the processing window on the decisions6i) are negligible.  The relations between the indexgs:, &, the window width
Therefore, when making decisions bfr), one can apply the h, and the sliding rate in the above procedure are illustrated
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Fig. 1. lllustration of the sliding-window PDAA(= 4, s = 2).
10" ----- Performance Lower Bound
in Fig. 1. The computational complexity of the modified PDA 8 85 9 95 10 105 11 115 12 125
detector isO([h/s]K3) per symbol. SNR=Y /Ko’ (dB)

Fig. 2. Performance comparison, three uskd§, Monte—Carlo runs.
IV. SIMULATION RESULTS

In this section, we compare the performances of the dec%-e system is heavily overloaded, both the synchronous system

relatt)ort;_l'ghe ?F dete(é[or an_d the PD_A detgctor i.n terms of E&%d the chip-synchronized asynchronous system suffer from the
proba !!ty ot group etectlpn errorin various situations. T ﬁngular-correlation matrix problem, which prohibits the direct
prpbabll|ty of group detectlgn error 1S ‘?'?f'”ed as the Probasiension of many multiuser detection algorithms. For a syn-
bility that all user signals with the specific symbol index arey . 0 system and chip-synchronized asynchronous system,

detected correctly, and is averaged among all symbol index8 timal signature sequences (the Welch bound equality (WBE)

The optimal user ordering and time labeling rules propose_dé nature) that maximize the channel capacity are derived in
[10] are applied to both the DF and the PDA detectors. Sin and [12], respectively. Nevertheless, the optimal signature

the asynchronous M_L detef:tor is extre.mely complex, a perf equences for a general chip-asynchronous system and the re-
mance lower bound is provided by (clairvoyantly) plugging thguIting channel capacity remain unknown.

true vajues Ob(.n — 1) andb(n + 1) into (11) and applying the In the following example, we show that, with the help of asyn-
fast ML detection for synchronous CDMA [14] to deté¢t). chronicity, a chip-asynchronous system can achieve a superior

The width of the processing window and the S”‘?"”g rate for tr}?erformance easily without using either the optimal signature
PDA detector are set at three and one, respectively. design or the optimal multiuser detector

Exlample 1: In the first three-user example, theT correlation Example 2: In this heavily overloaded system, we compare
;nvatrlcesR[é)], Rl[l],hand the square roots of user signal POWELHe performances of an optimally designed synchronous system
are randomly chosen as and the corresponding asynchronous system. We have 21 users

1.0  —027 —0.49 while the signature length is only seven. The powers of the sig-
R[0]= | -027 1.0 0.55 nals are set to be equal. For the synchronous system, the seven-
—049 055 1.0 length WBE signature sequences are obtained from the itera-
- tive procedure introduced in [9]. For the asynchronous system,
0 0 0 . .
R[] = | —0.06 0 0 we use only three different signature sequences. Users?l
016 001 0 use signaturg-1, —1,1,—1,1,1,1]//7, users 8- 14 use sig-
L : nature[—1,1,—-1,—1,1,1,1]/4/7, and users 15- 21 use sig-
W = diag(4.48,4.36,4.1). (15) nature[1,1,—1,1,—1,1,1]/4/7. The delay of user signals are

Fig. 2 shows the performance comparison of different alg(r)qndomly generated as

rithms. The probability of error of the PDA detector is very clos% % [0,4.33,1.49, 6.24, 6.58, 3.37, 5.17, 0.57, 5.8, 4.53, 3.39
to the performance lower bound. U e e o T e e e
Additional computer similations of both synchronous and

ﬁf;{/fé:]hronous CDMA systems with up to 60 users can be 1Eouvre/f‘i]ereTn is the chip duration. The correlation matrices are com-

puted according to the system model of [8].

Fig. 3 shows the performances of different detectors for the
asynchronous system together with that of the optimal detector
for the optimal synchronous system. The performance of the op-

In both synchronous and asynchronous CDMA, overloadéchal detector for the corresponding synchronous system is just
systems that accommodate a number of users greater thanstightly better than the decorrelator and is substantially worse
signature length is attracting significant interest. However, tlilean the PDA detector for the asynchronous system.
performance of a synchronous system degrades significantlyn this example, the synchronous system uses the WBE
when the number of users exceeds the signature length. Wikemnatures, which are optimally designed and real valued. The

3.7,2.5,1.89,6.56,0.86,0.35, 0.62, 4.6, 2.89, 2.73]

V. A DELIBERATE ASYNCHRONOUSOVERLOADED SYSTEM
WITH DESIGNED DELAY PROFILES
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proach. The performance ofthe proposed PDA detectoris nearthe
clairvoyant lower bound (the optimal solution is essentially un-
computable), and the computational complexit®igh /s K3),
whereh is the window length anglis the sliding rate.

The second is the observation that an arbitrarily designed
asynchronous system can easily outperform the synchronous
system with optimal signatures when the number of users is
larger than the spreading factor. In addition, the PDA algorithm
works remarkably well in asynchronous CDMA, even when the
system is heavily overloaded. Thus, we propose that, at least in
nonfading channels, CDMA should be asynchronous.

(1]
(2]

Fig. 3. Performance comparison, 21 users, seven-length signatures, random

delay, 105 Monte—Carlo runs. (Synchronous optimal was run fdi*
Monte—Carlo runs only due to excessive computational time).

(3]

(4]

asynchronous system, however, uses the randomly chosen

binary-valued signatures. The synchronous system uses th
NP-hard ML detector, while the asynchronous system uses the

O(K?) complexity PDA detector. Apparently, the substantial
differences between the performances of the two system
are due to the delay profiles introduced in the asynchronous

system. In addition, the PDA detector for the asynchronous

system achieves a bit-error rate8f3 at a SNR of 14.8 dB,
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