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Video transfers across IP and ATM networks have received much research
attention during the last ten years. Various video services are expected in the
future, enabled by the rapid development in video coding and broadband net-
work technology. This paper gives an introduction to the issues involved in
asynchronous video transfers. Brief overviews of video coding, rate control,
multiplexing, as well as delay, error and loss control are given.

Section 1. Background

A collection of the world's telecommunication
operators and their equipment suppliers are
currently standardizing the asynchronoustransfer
mode (ATM) within the International
Telecommunication Union (ITU) as a basis for
broadband integrated servicesdigital networks. In
paralel with the ITU, the ATM Forum is
furthering the development process by including
computer communication manufacturers, as well
as end—users in the standardization process.
Although the representations give different per-
spectives on the proposed network solutions, the
overall goal of building networks capable of
transferring multimedia efficiently is shared
between the ITU and the ATM Forum.

In addition to the work on ATM, new
developments for internet protocols lean towards
supporting full—fledged multimedia
communications. The simple internet protocol
plus (RFC 1710) has been selected by the Internet
Engineering Task Force as a basis for the next
generation internet protocol (version 6, often
denoted IPng; see RFC 1752). It features

connection—oriented services, denoted flows, and
signaling by means of the resource reservation
protocol (RSVP) [103].

An implied assumption in the development of
both ATM and IPng isthat network userswill get
access to copious amounts of transmission
capacity at affordable prices, even in the local
loop. This capacity isneeded to lower the latency
of bulk data transfers and to enable audio and
video communications. Theprovision of thelatter
has received considerable attention among re-
searchers and is the topic of this paper.

Asynchronoustransfer of video, which oftenisre-
ferred to as** packet video,”” can be defined asthe
transfer of video signals over asynchronously
time-division multiplexed (ATDM) networks,
suchasIPand ATM. Thevideo may betransferred
for instantaneous viewing or for subsequent stor-
agefor replay at alater time. The former case has
reguirements on pacing so that the received video
datacan bedisplayedinaperceptually continuous
sequence. The latter case can be seen as a large
data transfer with no inherit time—constraints (a
regular one and ahalf hour filminVHS quality is
over a giga-byte of data). In addition to the re-
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quirement on pacing, theremay al so be boundson
the maximal transfer delay from camerato moni-
tor if the video is part of an interactive conversa-
tion or conference. These limits are set by human
perception and determine when the delay startsto
impede the information exchange.

Parts of the signal may belost or corrupted by er-
rorsduring thetransfer. Thiswill reducethequali-
ty of the reconstructed video and, if the
degradation is serious enough, it may cause the
viewer to reject the service.

The general topic of packet video is thus to code
and asynchronously transfer video signals under
quality constraints. The research field is active
with its own set of workshops: the International
Workshops on Packet Video the first one being
held at ColumbiaUniversity in1987. Thereisaso
the more general International Workshop on Net-
work and Operating System Support for Digital
Audio and Video (NOSSDAV). There are, in
addition, sessionson thetopic held at many of the
international signal and image processing, and
communications conferences. Papers appear in
the corresponding journals and transactions. Two
books have to date been published in the field
[61][74] and severa genera papers such as
[20][45][99][104].

This survey attempts to introduce the issues and
their possibl e solutionsto anetworking and signal
processing audience and has the following struc-
ture: in Section 2 wetakeabrief look at asynchro-
noustransfersby meansof ATM and IP, Section 3
describes the digital video signal format and
Section4 the video communication system.
Section 5 contains a summary of the perceptual
requirements that a video application may place
on acommunication system. Section 6 containsa
discussion of the role of video in applications.

The purpose of Section 7isto provideinsightinto
the tradeoffs faced in the systems design. The
principles of video coding are reviewed in
Section 8 and, as an example, the MPEG coding
schemeisexplained. Wethen progressto the com-
munication system. Section 9 presents rate con-
trol, and Section 10 the information transfer
which includes the multiplexing. Receiver func-

tionality is covered with delay related issues in
Section 11, and error and loss related issues in
Section 12. Section 13 presents ATM and Internet
protocols for video transfers. Section 14 con-
cludes the paper.

Fig. 1 lllustration of virtual circuit and datagram routing.
Bit—encoded information is sent in fixed—sized cells along
pre—established routes in ATM networks, and in variable—
sized packets without any pre-selection of a route in data-
gram | P networks.
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Section 2. Asynchronoustransfer

The asynchronous transfer mode combines the
circuit switched routing of telephony networks
with the asynchronous multiplexing of packet
switching. Thisisaccomplished by establishing a
connection (fixed route) through the network be-
fore accepting any traffic. Theinformationisthen
sent in 53-octet long cells. The switches route
cells according to address information contained
in each cell’s 5-octet header. Traffic on a particu-
lar link will consist of randomly interleaved cells
belonging to different calls. The network guaran-
tees that all cells of a call follow the same route
and, hence, get delivered inthe sameorder assent.
Theintentionisthat ATM networksshould beable
to guarantee the quality of serviceintermsof cell
loss and maximum delay, as well as maximum
delay variations. (An overview of the standardsis
givenin[54].)
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Theinternet protocol differsintwo major respects
from ATM: thereis no pre—established route and
the packetsareof variablelength (up to 65,535 oc-
tets). IP doesnot give any guaranteeson the deliv-
ery of the packets, and they may even arrive out of
order if therouting decision is changed during the
session. These issues will be addressed by the
introduction of 1Png in conjunction with the re-
source reservation protocol RSVP. 1Png packets
contain a 24-bit flow identifier in addition to the
source and destination addresses which can be
used in routersfor operations like scheduling and
buffer management to provide service guarantees
(aflow iscomparableto avirtua circuitin ATM).
The difference between virtual circuits and data-
gram routing isillustrated in Fig. 1.

Delay and somelossisinevitable during transfers
across both ATM and IP networks. The delay is
chiefly caused by propagation and queuing. The
gueuing delay dependsonthedynamicload varia-
tions on the links and must be equalized before
video can be reconstructed.

Bit errorscan occur inthe opticsand el ectronics of
the physical layer through thermal and impulse
noise. Loss of information is mainly caused by
multiplexing overload of such magnitude and
duration that buffers in the nodes overflow. Loss
may also be caused by misrouting due to bit—er-
rorsin the addresses, but it is |less probable.

Fig. 2 Sructure of the video signal

Sequence

Frame

Field

Row, or line

Pixel, or pel - -

Color component

Bit o - -

Section 3. Digital video

Video in digital form is a three dimensional
signal; it is a time sequence of equidistantly
spaced two dimensional pictures or frames.
Frames can be samplesof areal scene captured by
acameraor asensor. They may also be generated
by computer graphics.

The digitized frames of avideo sequence can ei-
ther be scanned out sequentially row by row, or be
interlaced (wherefirst the odd numbered rowsare
scanned from top to bottom followed by the even
numbered rows). If the source produces a signal
with RGB components, then it istransformed into
aY1Q format with one luminance component ()
and two chrominance, or col or, components(l and

Q).

The color transformation compacts most of the
signal energy into the’Y component and the color
components are at times sampled at a lower fre-
guency than the luminance component. The reso-
lution of a YIQ signal is commonly denoted by
Y:I:.QwhereY is4forthefull samplingrate(13.5
MHzfor ITU-RBT.601),andl andQare4,2or 1
for full, half or quarter resolution, respectively.
Normally apixel (picture element) is represented
by 8 bits per component.
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Table I. Some European digital video formats.

Format Width Height Frames/s Y:1.Q Bit rate [Mb/s]
[pixels] [pixels] Without and with coding
HDTV 1920 1250 25 (50) 4:2:2 960 20—40
ITU-R BT.601 720 576 25 4:2:2 166 5—10
CIF 360 288 6.25—25 4:1:1 7.8—31 1—3
QCIF 180 144 6.25—25 4:1:1 1.9—7.8 0.064—1

Fig. 3 An example of a video transmission system: the camera continuously captures a scene; the signal isdigitized, coded
and forwarded to the network. The receiver side unpacks, decodes and converts the data to anal og form to be displayed.
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The structure of a video stream is illustrated in
Fig. 2. The stream consists of frames which may
be composed of fields if interlaced scanning is
used. The fields are composed of lines of pixels
where each pixel consists of color components of
which each has a fixed number of bits.

Some common digital European video formats
are given in Table I. The high—definition televi-
sion format may have a frame—rate of 25 or 50
frames per second for interleaved or sequential
scanning, respectively (ITU-R BT.709-1 "Basic
parameter values for the HDTV standard for the
studio and for international program exchange”,
seeaso[73][81]). TheITU-R BT.601lisadigita
studio format for television. CIF—the common
interchange format—has a quarter of the spatial
resolution of ITU-R BT.601, with an optionally
lower frame—rate, and QCIF is a quarter of the

e

spatial size of CIF. Both CIF and QCIF are se-
guentially scanned. (American formats have 30
frames per second and 5/6 the height.) The coded
bit rates are simple estimates.

Section 4. The video communication system

A video communication system is shown in
Fig. 3. Thedigitized videoispassed to an encoder,
afunction that is often part of the encoder is the
bit—rate control, which is used to regulate com-
pression to adapt the bit rate to the channel in the
network. It is needed when there are restrictions
onthe permissiblebit rate from the coder, typical-
ly acommon restrictionisthat of theaccesscapac-
ity to the network. The constraint need not,
however, be a single upper limit on the rate but
could beamoregeneral function. It can also be af-
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fected by flow—control messages from the net-
work aswell as from the receiver.

Before or after the bit—rate control istheinforma-
tion segmentation and framing. A frameis a seg-
ment of data with added control information.
Segments that are formed at the application level
typically congtitute the loss-unit: errors and loss
in the network lead to the loss of one or more ap-
plication segments. Further segmentation occurs
at thenetwork level, wherethe dataare segmented
into multiplexing units (IP packetsor ATM cells),
which is the loss-unit for the network.

The application layer segmentation and framing
should simplify the handling of information loss
that may occur during the transfer. The network
framing is needed to detect and possibly correct
bit and burst errorsaswell as packet or cell |osses.
The framing thus contains control information
which even may include error—control coding.

The receiver side performs functions which are
the reciprocal of the sending functions and may
compensate for errors during the transfer. These
functionsinclude decoding, error handling, delay
equalization, clock synchronization and digital to
analog conversion.

Section 5. Perceptual requirements

The communication system hasto limit informa-
tion loss and delay according to requirements
placed by thevideo application. Theexpected per-
ceptual quality of the received video should of
course be adequate for itsintended use. Whether
perceptible loss is caused by encoding, buffer
overflow or unsuccessful re-synchronization is
irrelevant to a user. Most of the information loss
objectively measured should beincurred at theen-
coding. The coding is done with awarenessto the
signal’sinformation contentsand possibly asoits
application context. The introduced error can
therefore be made as imperceptible as possible.
Information loss during the transfer may, howev-
er, interfere with the signal at any point and, al-
though the probability of lossmay below, it could
cause annoying artifactsin the reconstructed vid-
€0.

Acceptable levels for transfer loss and error are
difficult to determine since they depend on
criteria such as the use and cost of the video
transfer, the duration of the session, the quality of
the source material, activity inthe captured scene,
and the appearance of the loss and errors in the
reconstructed signal [31][39][93]. Itispossibleto
reduce the visibility of loss by signal processing
means (so called lossand error concealment). The
probability of occurrence may also be reduced by
forward error correction when the loss events are
independent.

For ATM, the target loss probability for video is
often taken to be 10-°. This author has, however,
not been ableto find ajustification for it inthere-
search literature. The network will be operated
uneconomically if it turns out to be overly pre-
cautious. Thereareoverall few resultsreported on
the perceptual aspects of video transfersand there
are consequently few guidelines to follow, espe-
cially concerning acceptable loss levels.

In [40] there are, however, some results that can
be used in designing avideo transfer system. The
factorsthat have greatest impact on quality arethe
number of lost cells or packets, number of pixels
inanimpaired region and its shape, aswell asthe
"burstiness’ of theloss. For thelatter, random cell
or packet losseswerefound to yield greater quali-
ty degradation than clustered losses at equal loss
ratios. Thus, for agiven loss probability one may
safely assumeuncorrelated losseventswhich give
an upper bound on the quality degradation.

The isochronal sampling of the signal imposes
requirementson regular pacing of thesignal at the
digital to analog conversion. The applications
may place delay constraints on the video transfer
when it is bidirectional and part of an interactive
conversation or conference. The recommenda-
tions on maximal delay follow those for voice
conversations (ITU-T Rec. G.114: Mean one-
way propagation time) [56]. Thereis consequent-
ly no or little impact below 150 ms one-way
delay, and serious impact above 400 ms. Video
can antecede the associated audio by up to 100 ms
or follow it by at most 20 msfor one-way sessions
[12]. Interactive sessions show less clear limits
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due to differences caused by the type and content
of the conversation [56].

Are there perceptua constraints on the delay—
variations? The most common approach to handle
the variationsisto impose adelay limit in accor-
dance with the guidelines given above, and to
delay all data up to that limit (see Fig. 4). Jitter is
thus of little concern when the maximum delay in
thenetwork isbel ow thetol erableendto end limit;
whenthisisnot thecase, arrivalswith delay above
the limit are discarded at their reception and ex-
cessivedelay isturned into loss. For agiven delay
distribution there is consequently a balance be-
tween the amount of delay and the probability of
loss. User preferences in this balance have not
been reported.

Fig. 4 The trade—off between delay and loss.
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Clark et alii [15] discuss ‘* adaptive applications”’
for which the enforced delay limit may be varied,
which for video would mean that the scan—out
time of aframe should be changed (from thefixed
33 or 40 msper frame). Thismay, for instance, be
accomplished by shortening or stretching the hor-
izontal and vertical beam tracing periods of the
display’s cathode ray. Adaptive scanning works
under the provision that external control of the
display’s beam tracing is possible.

If the magnitude of the delay variations is very
large, then the adjustments may be made by skip-
ping or repeating whole frames. It is, however, a
crude form of control. It should be remembered
that any deviation from the fixed sample period
will result in spectral distortion (temporal alias-
ing) since the signal is isochronally sampled.
There are no psycho-visual tests reported on the

perceptual effects of *“ adaptive applications” to
determine the limits of such apolicy. User accep-
tance of various frame ratesis discussed in [2].

A final note on perceptual issues. Therearelimits
under which further improvements in delay and
lossare unnoticeabletotheeye. Passing theselim-
itsdo not lead to improvementsfor the user while
it may increasethe compl exity of thecontrol func-
tions and waste capacity in the network.

Section 6. Therole of video

When viewed from the user’s perspective, the
guestion arises about the role of video in commu-
nication applications. For what applications is
videovital, for which onesisit useful, and further-
morewhereisit of no concern? Table 1. summa
rizes the role of video for a selection of
applications (this section is based on the work
presented in [49]).

Some clarificationsmay bewarranted: Television
Is assumed to provide the type of programming
that ispresently received viaterrestrial or satellite
broadcasts (basic and extended service, pay per
view, and so on). Video on demand [19] includes
movies, concerts, news, sports events, and other
prerecorded material which can beretrieved from
a server, as well as interactive television [6]. It
alowsfor the type of viewing we presently have
when using traditional video recorders. Games
are similar to video on demand in that it isare-
trieval from a server, which could be arendering
enginein case of virtual reality. Games can be as-
sumed to have ahigher degree of interaction with
the server than video on demand.

Video is seen as an enabler if a particular
application is not possible without it. Regular
television, for example, without video is not ra-
dio. Video is therefore considered vital to
television. Video isan enhancer if the application
inquestionisfully operablewithout video, but the
addition of video might enhance its quality or
attractivness to the user. On one hand, it isinter-
esting to notethat none of the enabled applications
reguire switched broadband networks. Ontheoth-
er, there are several applications for which video
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isrelevant, but not vital, and require the services  Table I11. Trade-offs when transmitting video over asynch-

of a switched network.

Tablell. The role of video in applications

Video as

Applications

enabler enhancer

Q
Q

Television

Video on
Demand

Shopping
Games
Medicine
Surveillance

Teaching

Conferencing
Telephony

O[O|0|0|0[0|0

Telephony, for instance, is not necessarily
enhanced by adding video; the picture—phoneidea
has been tried and failed, teleconferencing may
have asimilar fate. After all, one can do perfectly
well with a wideband audio channel (eg, 7 kHz
audio bandwidth according to ITU-T Rec.
G.722), and a few shared documents. Shopping
may be enhanced if one can show video clips of
thewaresinstead of still imagesbut it isnot prov-
en.

Note that the added utility in applications en-
hanced by video might not justify the extracost of
offeringit. Theminimum priceto offer avideo ap-
plication may therefore not relate to its perceived
usefulness. This should be kept in mind when de-
veloping multimedia communication systems.
Cost—efficiency in the provision of video is ger-
mane.

Section 7. System Trade-offs

The new view on video coding and networking
given by theasynchronoustransfer isindicated by
the trade—offs in Table I11. As mentioned above,
the user expects an adequate video quality at the
lowest possible cost and thisisthe optimization to
be performed for a session.

ronous networks.

Maximize Minimize
Session Quality Cost
Encoding Quality Bit rate
Bit—rate Consistency Bit—rate
control of quality variability
Transfer Utilization Queuing
Error control | Error recovery |Overhead

Theroleof the encoding isto maximizethe quali-
ty for agiven rate of reduction in average bit rate
(or viceversa), thisroleis not directly dependent
on the transfer mode. The network should mini-
mi ze the queuing to reduce delay and loss while
maximally utilizing network resources (such as
the transmission capacity). Thisdual goal can ac-
tually be met by smoothing theflows prior to mul-
tiplexing. Hence, therole of the bit—rate control is
implied: to minimize the variability of the en-
coded bit stream while retaining uniformity in
quality.

Error control is needed to aid the recovery from
lossesand errorsin the network while adding only
a minimum amount of overhead information to
the signal. Good error handling allows more loss
caused by the queuing and thusthe utilization can
be increased on behalf of more queuing. Thein-
creased utilization must, of course, compensate
the additional overhead inthe framing of the data.

Consequently, amainissueis how to regulate the
encoder to retain a good and consistent quality
while at the same time allow good multiplexing
performance in the network. In general, econo-
mizing on asingleresource, such asthe transmis-
sion capacity, may not give atotal solution with
the lowest cost. The discussed trade—offs should
be considered together to find, at least in princi-
ple, suitable solutions close to an optimum for the
complete system. The flexibility offered by
asynchronoustransfer of videoisat theexpense of
a stronger dependency between the application
and the network.
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Section 8. Video coding

Video has prodigal capacity requirements. Con-
sider the casesin Table|l.: an uncompressed digi-
tal television signa (ITU-R BT.601) requires
around 170 Mb/s. It can, however, be coded to
5-10 Mb/s with reasonably good quality that is
sufficient for distribution. Thisshould betaken as
an indication that source coding (compression) is
required to make digital video transfers to the
public technically and economically feasible.
Another reason is storage requirements as it may
be advantageousto storeand transmit thesignal in
asingle format. In addition, storage will remain
limited even if the networks capacity becomes
virtually unlimited.

Thefunctional blocksof avideo coding algorithm
are:

1) energy compaction,
2) quantization, and
3) representation.

The following can be taken as an informal ratio-
nale for the listed functions. Assume a digital
(video) signal withafixed number of bitsper sam-
ple. This means that all sample values are repre-
sented by the same number of bitseven though the
values may have very different likelihoods of ap-
pearing in the signal (see Fig. 5). Hence, a new
representation which assigns shorter codewords
using fewer bits to frequent sample values and
longer codewords with more bits to infrequent
valuesmay actually represent thesignal moreeffi-
ciently (an exampleisgivenin Table IV.). A con-
cise representation may lower the bit rate a few
times depending on the distribution of the sample
values. Theprocedureiscalled entropy coding, or
variable length coding.

Fig. 5 lllustration of distribution of intensity values from 0
to 255 in a video sequence.
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Table IV. An example of entropy coding: Huffman encod-
ing, 2 bits per valuein and 1.6 bits per value out.

150 200

250

Quant— I nput Frequency | Output
ization code— (prob.) code—
level word word
0 00 0.6 0
1 01 0.15 100
2 10 0.2 11
3 11 0.05 101

The lower limit of entropy coding is one bit per
sample. To achieve further reduction, contiguous
samplesof identical valuesmay berepresented to-
gether as a duple giving the actual value and the
length of therun. For exampl e, the string of values
‘000000001122222 wouldyieldthelist of
duples (0; 8), (1; 2), (2; 5). Not surprisingly, this
method is called run-ength coding. The duples
are represented by a variable length code and the
overall representation can average less than one
bit per sample.

If yet greater reductions in bit rate are needed,
then theadmissible samplevaluesof theinput sig-
nal can be limited to, say, half or a quarter of the
number of values in the original signal. Thisis
done before the change of representation. Such
guantization, when avalueisrounded to its near-
est permissible output value, distorts the signal.
Fig. 6 shows a symmetric quantizer that is speci-
fied by three parameters: thewidth of the zerolev-
el, the step size and the number of steps.

With higher degrees of quantization the error be-
comesvisibleasartificial contoursbetweeninten-
sity levels. Itisespecially noticeablein areaswith
smoothly varying shading. At thispoint, it isim-
portant to recognize that the original signal may
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not be well suited for coarse quantization, rather
the signal should undergo an energy compaction
before being quantized. The compacted signal
form is often such that many valuesincur only a
dight round off error while a few values get
coarsely quantized. Hence, a higher quantization
could be applied while still yielding a perceptual -
ly unobjectionable distortion.

Fig. 6 A quantizer. It is specified by an inner zone given by

threshold T where all values are truncated to zero, by a
guantization step size Q and by the number of steps.

ouT T+3IQ/2 ------- '
T+Q/2 - - - E
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It should be clear from thisexposition that thedis-
tortion isfully and solely caused by the quantiza-
tion; the energy compaction and the entropy
coding arelossless, reversibleprocesses. If distor-
tion cannot be accepted, then the algorithm hasto
be constructed without quantization. The bit—rate
reduction will consequently be severely limited.
The entropy coding leads to varying numbers of
bit per compressed frame; the maximum and the
minimum can differ by up to orders of magnitude.

A full video coding algorithm takes the input sig-
nal and applies one or more forms of energy com-
paction, quantizes the resultant values and gives
them arepresentation which amsat assigning the
minimum amount of bits per value.

The three most common techniques for energy
compaction are prediction, subband analysis[46],
and orthogonal transformation. Orthogonal trans-
formsare basically a subset of the subband analy-
Sis systems but are usually treated separately.
Quantization can be done one value at atime, de-
noted by scalar quantization, or agroup at atime,
called vector quantization. Entropy coding in-

cludes Huffman, Lempel—Ziv and arithmetic cod-
ing as well as variations on these techniques.

We will illustrate the video coding with the
scheme standardized by the | SO/IEC Motion Pic-
ture Experts Group (ISO/IEC JTC 1/SC 29/WG
11, CD 13818 Generic coding of moving pictures
and associated audio information) .

Example: MPEG encoding

The MPEG coding scheme (see [60]) uses two
forms of energy compaction: predictionisused to
exploit temporal redundancy, and discrete—cosine
transformation is applied spatially.

Fig. 7 Motion—compensated, uni—directional prediction.

N

F_

16 x 16 pixels |:0

MVo
X

1---. 16 x 16 pixels
‘0 X|

Fig. 8 Motion—compensated, bi—directional prediction.

There are two types of prediction, of which are
both motion compensated. The first type of pre-
diction, denoted P, is unidirectional. It is illus-
trated in Fig. 7. The location X refers to a pixel
within ablock of 16 x 16 pixels. An areaaround
the same location X in a prior encoded and de-

coded frame F _ is searched to find the block that
best matchesthe given block inframe F. A com-
mon measure for matching that is easily calcu-
lated isthe sum of the absolute val ues of the pixel
differences in the two blocks.
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Fig. 9 The MPEG energy compaction. | standsfor intraframe coded (DCT only), P for predicted and B for bi—directionally

predicted frames (motion—compensated prediction and DCT).

Prediction

Present frame

Transformation

eX) | DCT

The motion compensation workswell for transla-
tional motion, for example resulting from camera
pans. It does, however, approximate other types of
motion reasonably well if the block sizeis small
compared to themoving areaand if the movement
is minimal. For instance, a zoom can locally be
seen as aradial translation of a block, and arota-
tion as a trandlation along the tangent.

The second type of prediction isbi—directional (B
frame) and consequently not causal. A block in
the frame is estimated, using a frame in the past
and oneinthefuture(seeFig. 8). Thepredictionis
delayed until the future frame is present. The bi—
directiona prediction is more accurate than what
ispossible for P frames. For instance, uncovered
areas that are not visible in the past frame can be
properly predicted from the future frame. The bi—
directional prediction consequently gives a very
high degree of compaction.

Following the prediction the error signal istrans-
formed into blocksof 8 x 8 pixelsto compact the
signal spatially. Thisprediction may beby—passed
so that theframeisonly transformed (I frame). In
this case abias of 128 is subtracted. The compac-
tion system is shown in Fig. 9 and an illustration
of the periodic interleaving of the I, P and B
frames is shown in Fig. 10 (a period is called a
group of pictures, GOP).

= %[ﬁ_(x +MV,_ ) +

Fo(x+ mv+o)]

Fig. 10 MPEG's group of picture format. Thereis only one
I—frame per GOP but number of P and B frames can be cho-

sen fregly.
: Forward prediction
|
1
1

Bidirectional prediction
Fig. 11 The MPEG quantizers.
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The compacted signal isquantized block by block
by one of either two possible stair—casefunctions:
one for blocks from | frames, and the other for
blocksfrom P and B frames (Fig. 11). Thisismo-
tivated by the differing statistical characteristics

-10-8-6-4-20 2 4 6 8
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of the transformed values. A large number of the
values are truncated to zero which constitutes a
large percentage of the compression.

Thevaluesof each block are scanned out in zigzag
order and run-ength encoded (Fig. 12). The co-
dewordsfor the runsand the motion—vectorsfrom
the prediction are represented by a Huffmanlike
code.

Fig. 12 The block of DCT valuesis scanned in zigzag order
and run-ength encoded.

Discussion

There is nothing inherent in the coding that must
be changed when refitting a system which used
synchronous to asynchronous transfer. The rate
control affects the quantization levels by either
scaling the values before the quantization (more
get truncated to zero) or by switching between a
set of quantizerswith different degrees of coarse-
ness. The quantization isconsequently modulated
by the rate control, and it may affect the quality
consistency. The statistics of the quantized values
are affected by the change in quantization but this
is usualy ignored and the same entropy code is
applied irrespectively of the quantizer.

MPEG can, however, offer a further regulation
mode of the compression ratio if the GOP format
isrelaxed: alower bit rate can be achieved by in-
creasing the number of B framesin relation to P
frames, and P framesin relation to | frames.

MPEG asdescribed ispoorly suited for asynchro-
nous transfer: the B frames cause long delay and
the GOP concept introduces highly variable bit
rate with strong periodicity [ 78]. Modificationsto
the scheme are discussed in [51]. In simulations,
one schemewith only one B frame between any P
frames and another with P frames (predicted

from a past frame but not used to code future
frames) instead of B framesarefoundtoyieldrea-
sonably good trade—off in encoding delay and
compression. The periodicity of the | frames is
avoided by replacing them with an intraframe
coded column in each frame of the GOP.

Non—standardized coding schemesaremoreof in-
terest for proprietary systems (used for surveil-
lance, secure communication etc.). Public
communicationisafter all enabled by wholecom-
munities using compatible systems such as the
standardized MPEG schemes and the ITU-T
H.261 to H.263.

We refer to [61] and [74] for more discussion on
coding, and to [92] for an overview of standard-
ization activities (ITU-T Study Group 15 is re-
sponsible for video coding on ATM).

Section 9. Rate control

Source coding of video naturally produces a
varying bit ratesince not all video frameshavethe
same entropy [38][85][89]. The network hasto be
informed about the particular behavior that may
beanticipated from asourcein order to offer delay
and loss guarantees (call-acceptance control).
Two approaches are common: the time-varying
rate from the coder is characterized by a suitable
stochastic model, or its envelope is given some
specified bound. Thebound could be stochastic or
deterministic, although the latter is most com-
mon. The purpose of the rate—control is conse-
guently to enforce the specification of the bit
stream.

Fig. 13 Bit—rate control.
Flow—control

[

> Coder

>
R(t) u(t) R()
The general system is shown in Fig. 13. The bit
stream from the coder isfed into a buffer at arate
R'(t) and itisserved at somerate u(t) so that the
output hit rate R(t) meets the specified behavior.
Thebit stream is smoothed by the buffer whenev-
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er the servicerateisbelow theinput rate. Thesize
of the buffer is determined by delay and imple-
mentation constraints. In apractical implementa
tion it may be smaller than what is needed to cope
with all possible variations. It is therefore com-
mon to add a back pressure signal from the buffer
to the encoder, so that the compression rate is
increased when buffer overflow is at risk.

The flow control changes the quantization which
may inturnreducethequality. Therecipient of the
video may therefore notice disturbing variations
in the quality if there are frequent changes in
quantization levels. One of the argument used to
promote asynchronous transfer of video has been
that rate control would no longer be needed. The
benefits would be a less complex encoder, less
buffering delay, and a quality that would be
constant sincethetransfer would usewhatever ca-
pacity is needed for the unrestrained bit stream.

Even though it is possible to alow such "free-
wheeling” transfers, it would neverthel essbe poor
network engineering. Firstly, the provision of
constant or—as we prefer to call it—consistent
subjective quality still allows some bit—rate regu-
lation. Infact, in[76] itisshown that afixed quan-
tizer does not result in constant quality since
sectionsof thevideo signal that are easy to encode
should be more coarsely quantized than the aver-
ageto maintain auniform quality level. Secondly,
it would be difficult to find an accurate and con-
cise description of the uncontrolled bit rate in or-
der to provide quality guarantees. Thismeansthat
the bit stream from the coder should be regulated
evenfor asynchronoustransfers. Aspointed outin
Section 7, the resource sharing in the network is
improved when the flows are smooth.

The issue is thus to reduce the variability of the
rate—function R(t) while minimizing the effects
on the consistency of the perceptua quality
[76][82]. The joint problem of traffic character-
ization and rate—control is thus to find a suitable
description of the bit stream that is sufficiently
terse to be useful to the network and that can be
enforced without overly throttling the compres-
sion rate.

Modeling

Wefirst look at modeling asameansto describea
bit—ratefunctionto thenetwork. Thereare several
attempts to model the variable—rate coded video
bit stream R'(t) in the literature, such as refer-
ences [16] [22] [23] [25] [34] [42] [59] [65] [67]
[70] [85] [90] [94] [96]. (Most of these studies
combine the modeling with some queuing analy-
sis to determine multiplexing performance. See
comment on useful ness of this procedure on page
16.)

There is good evidence that this bit—rate process
exhibitslong—ange behavior [4][27]. Thismeans
that accurate characterization seems intractable
by most conventional stochastic processes, such
as various Markov processes. As discussed in
[21], the apparent long—ange behavior could also
beexplained by lack of stationarity. In either case,
the modeling is problematic.

Provided that a model has been chosen, the user
should then estimate the parametersfor it and find
away to regulatethe servicerate u(t) sothat R(t)
strictly obeys the specification. The network
would then have the possibility to verify that the
traffic is in accordance with its specification (so
called policing). Most of the models cannot be
easily enforced and verified, and are thus of lim-
ited valueto the network for call-acceptance con-
trol.

Heeke describes a model—based characterization
that can be enforced without noticeably affecting
the video quality [37]. The method forces the bit
streamto obey aMarkov chainmodel. Theadmis-
sible rate will be restricted to a few levels with
geometrically distributed holding times. A polic-
ing function that verifies the constant—rate levels
and their average holding timesis given.

Bounding

A more easily enforceable and verifiable specifi-
cation of a bit—rate function isto bound its enve-
lope. The simplest isasingle value that limitsthe
rate function. The limit may be anywhere in the
range of values that R'(t) may assume (usually

abovetheaverage). Thelimit, FAQ, doesnot haveto
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be fixed for the duration of the session but could
be renegotiated when permitted by the network
control [13][33]. Severa bit—rate control schemes
suitablefor enforcing aconstant rate are presented
in the literature [11][52][62][ 75][101]. The deci-
sionsthat thealgorithms must takearewhento ap-
ply back—pressure and to what degree.

Theleaky bucket isthemost commonly suggested
form of deterministic bounding with more than a
single limit [72]. It is characterized by three pa-
rameters: the sustainableand the peak rates (Rand
FAQ, respectively) and the maximum burst duration

(6). The output rate R(t) from the buffer, mea
sured over someinterval at timet, isrestricted by

Rt) < R Vt, and
t+k

> Ri) = (R-R) b+ Rk vtk (1)
i=t

Fig. 14 The accumulated bit rate within a window of k
time-intervalsis bounded by two areas, one fixed and one
proportional to k.

R(t) (F“e—ﬁ)f)
R .
VA~
Rk \/ &b
t
t t+ k t t+ b

The worst behavior of a constrained source is a

sustained rate of Rwith asingleburst of Rbbitsat
some instance; an on—off behavior with periodic
bursts at peak—rate is also possible. The leaky
bucket has been studied for realistic but unregu-
lated video sequences [83]. There is, however,
scant evidence that it is the limiting function best
suited to the characteristics of video sources. The
leaky bucket ishowever promoted within both the
ATM and the IPng communitiesin order to speci-
fy traffic of al types uniformly. That may indeed
be more important than having several bounding
functions, each with a claimed optimality for a
specific type of traffic.

If the coder cannot be regulated, asisthe casefor
playback of stored video, then some smoothingis
still possible and the server rate is adjusted ac-
cording to the slow drift of the buffer occupancy
level. The goal isto minimize the probability of
buffer overflow and the frequency of rate changes
while meeting some prescribed characterization
that the network uses for call acceptance. Refer-
ences [58][77] describe how this class of control
would work.

The network or receiver may send congestion or
flow—control notifications to the sender [8][44].
These messages could be used in order to regulate
the service rate, u(t). If the restriction on the bit
rate persists then it will eventually lead to buffer
feedback and increased compression. It ishowev-
er preferable that the flow and congestion control
can be handled within the existing framework of
bit—rate control.

A fina note on the classifications: constant and
variable bit rate (CBR and VBR, respectively).
These terms have of course obvious definitions:

CBRasconstant (R (t) = FAR, Vt) and VBRwith-
out shaping (R (t) = R'(t), Vt). These defini-
tions are however only valid for the extreme
points of operation. Moderately shaped bit
streams are not well covered by them. We would
thereforeliketo suggest thefollowing definitions.

CBR should be taken to mean constant service
rate, u(t) = u = R () < R Vt, and

VBR as the time-varying service
By classifying the bit streams with respect to the

service rate we find that the definitions better
match the service classesfor ATM.

rate

Section 10. Information transfer

The network performs the generic functions of
multiplexing and routing in order to transfer the
information to the destination. The routing func-
tions, to provide connectivity, are not dependent
on the information type in the transfers. Multi-
plexing, on the contrary, is highly dependent on
therequirementsimposed by theinformation type
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and application context since multiplexing deter-
mines much of thetransfer quality in the network.

The optimization criteria for the transfer is to
minimizethe queuing and to maximizethe utiliza-
tion. The importance of a high utilization may,
however, be disputablein cabled networks where
transmi ssion capacity should become abulk com-
modity. A joint optimization is possible if the
multiplexed streams are shaped to minimize the
temporal variability: remember that an N*D/D/1
gueue (N deterministic streamsmultiplexed) isal-
ways shorter than an M/D/1 queue at equal load-
ing [88].

Fig. 15 Choice of multiplexing mode. Thelink has capacity C,,,
andthesourcehaspeak—rate I% meanrate R and max burstlength

6. The requested quality is denoted Q.
R < Ciin

True Y

False

Deterministic
Multiplexing

Low

Statistical
Multiplexing

Asynchronous time—division multiplexing en-
ables statistical multiplexing but does not man-
date it. Statistical multiplexing has been
successfully used for data communication for
three decades and more recently alsoin radio net-
works by means of spread—spectrum techniques.
In both casesthereis adivision of responsibility:
the network provides fair access to the transmis-
sion capacity and routing; theend equipment isre-
sponsible for the quality of the transmission by
means of retransmisson and forward—error
correction. ATM and IPng with RSV P break this
division by asking the network to provide quality
guarantees for statistically multiplexed channels.
Quality guarantees have traditionally been ac-

complished by deterministic multiplexing (syn-
chronous TDM).

For the network provider the interesting issue is
the video session’s need for quality guarantees
and the best way for providing it in the network
[57]. Capacity dlocation could thus be
deterministic or statistic. Thechoice of multiplex-
ing mode for asynchronous transfers depends on
several issues[86][100], asillustrated in Fig. 15.
Deterministic multiplexing is the natural choice
when the peak—rateiscloseto thelink—rate, when
the mean is close to the peak—rate, when traffic
bursts arelong compared to the buffersin the net-
work, or when the quality requirements are strin-
gent.

We may define three genera service classes:

1) Deterministic multiplexing with fixed quality
guarantees

2) Statistical multiplexing with probabilistic
quality guarantees.

3) Statistical multiplexing without quality guar-
antees

For ATM, in the terminology of the ITU-T Draft
Recommendation 1.371, these classesarereferred
to as ATM-ayer bearer capabilities. The listed
classes are called deterministic bit rate (DBR),
statistical bit rate (SBR) (called constant and vari-
ablebit rate by the ATM Forum), and unspecified
bit rate (UBR). In the Internet world they corre-
spond to guaranteed, predictive and best—effort
service[15], only the latter is offered by | P today
(version 4).

Video may be transferred in all of the listed ser-
vice classes.

Deter ministic multiplexing

Deterministic multiplexing means that all flows
are (deterministically) bounded and that enough
capacity and buffersarereservedinthe network to
assure compl ete absence of overflow. The quality
that can be guaranteed is therefore an absence of
packet or cell loss and bounded maximum delay
[55]. The delay variations may aso be limited if
need be. The case when all queues arefirst come,
first served and the flows are bounded at the net-
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work ingressis analyzed in [18]. Tighter bounds
on delay and buffer space can be achieved if more
general service disciplines are alowed which
shape the resultant multiplexed flow (non—work
conserving) [32][50], or which maintainthe shape
of the individual flows through the multiplexing
[80][102].

The common objection to deterministic multi-
plexing isthat thereserved capacity ispoorly used
when only loose bounds such asapeak—rate limit,
can be placed on the flows. Thetraffic control ar-
chitecture can however bedesigned sothat service
classeswith statistical multiplexing (eg, UBR and
SBR) can be offered in addition to the determinis-
tic service. Traffic in the statistical classes can
thus expend any slack in the reserved capacity.
The issue is therefore one of tariffs: can guaran-
teed servicebeoffered at nearly equal costtoasta-
tistical bit—rate service, for a fixed level of
perceived quality, given that slack in the reserved
capacity can be resold to other traffic classes?
This question will remain open until the tariff
structures are determined.

Statistical multiplexing without quality guar-
antees

The simplicity of the deterministic multiplexing
isequalled by that of statistical multiplexing with-
out quality guarantees. Sincethe network doesnot
offer any guarantees of the multiplexing perfor-
mance (reliability guarantees are not considered)
the amount and characteristics of thetraffic enter-
ing isignored. The perceived quality may there-
fore vary dramatically depending on the
momentary load in the network [7].

Despite the total absence of guarantees, this ser-
vice class may still be of use for video transfers.
Thetools IVSfrom INRIA [98], and nv from Xe-
rox [26] are used for video conferences over the
Internet, often reaching wide audiences via the
MBone [24][66]. Many of the applications using
video are unidirectional and do not pose stringent
delay limits, allowing at least in principle retrans-
missions to be used in order to reach a specified
perceived quality. The quality can also be in-
creased by meansof forward error—correction|[3],

especialy in conjunction with spatial dispersion
of the traffic to randomize losses [68].

Theviability of offering interactivevideo services
at acceptable quality (sufficient for the task at
hand) is still unclear. It is determined by the sup-
ply of and demand for capacity, as well as the
characteristics of thetraffic streams. Anindividu-
al sender may only affect the latter (disregarding
the option of transmitting more rarely). This
would mean that no bit rate greater than what the
guality demands should be used and that volun-
tary bit—rateregulationisused to smooth theflow.

For ATM, thereisavariant defined on the unspec-
ified bit—rate service called available bit rate
(ABR). It is basically an unregulated service but
the cellHoss ratio will be minimized for sources
which obey congestion notificationsfrom the net-
work. Such messages would naturally be used to
regul ate the servicerate of the buffer at the encod-
er. ABR could be offered with alow amount of re-
served capacity which, for instance, could be
chosen according to the bit rate needed for the
bare necessity of quality.

Statistical multiplexing with quality guaran-
tees

SBR service for ATM and predictive service for
IPng are probably what most researchers would
consider the traffic classes of choice for video
[35][79][87]. A variable bit rate might be more
efficiently handled by a dtatistical capacity
allocation, but this is not always the case
[36][63][84][97].

In order to offer guarantees, albeit probabilistic
ones, a hetwork must know its current inflow of
traffic. New flowsare allowed entry if they can be
guaranteed the quality they request and their char-
acteristicsdo not violatethe quality of already ac-
cepted flows. This means that the network has to
estimate the multiplexing behavior with a preci-
sion that matches the connection with highest
quality.

For a predictive service, the procedureisto mea-
suretheload onall linksinthenetwork and to esti-
mate the amount of capacity that can safely be
allocated [15][43]. A call to be added is specified
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by its peak—rate. If the unused portion of the ca-
pacity on all links along a route is above the re-
quested level then the call is accepted. It is
subsequently a part of the measurements needed
for future requests. The advantage isthat al calls
are specified uniformly by asingle parameter and
that the acceptance decision is straight forward.
Theopenissuesarehow to best estimatetheavail-
able capacity and to determinewhat kind of quali-
ty guarantees can be offered (currently there are
no guarantees suggested for predictive service,
only astated intention to offer acceptablequality).

The SBR bearer capability for ATM is equally
simple to formulate. The callrequest specifies
the traffic that will be sent and states its desired
quality. The network control computes the multi-
plexing performance that is obtained if the call is
added to aspecificroute. If theresultant quality is
sufficient for both the requested call and for exist-
ing ones, then the call will be accepted over the
route. The network subsequently monitors the
traffic to verify that indeed the traffic of the new
call behaves according to its specification.

The complexities with this procedure should not
be underestimated. We have aready concluded
that traffic characterizationsthat arenot verifiable
by the network are useless in the context of call—
acceptance control. The multiplexing perfor-
mance hasto be computed for aheterogeneous set
of traffic characterizations. It is not sure that all
types of video may be characterized by a single
model and, even more so by asingle set of param-
eters. Inaddition video hasto shareresourceswith
other traffic types within a given service class.
Thisisnot what isreported in the literature where
independent streams characterized by a single
model with anidentical set of parametersare mul-
tiplexed and the performance is derived.

Bounding offers a method of specifying al
sources not only video but also audio, data and
mixed ones by a common set of parameters. The
most popular isthe aforementioned leaky bucket.
Theparametersfor it may howeever bedifficult to
estimating before the call has commenced. A
method for determining traffic parameters by

measurementsand the associated call-acceptance
are presented in [1]. One remaining problem is
that multiplexing can make atraffic stream bursti-
er than specified at the network access. Thisprob-
lem may be solved by shaping multiplexed flows
or by accepting lower utilization at nodes inside
the network.

Discussion

Thereisacommon misconception that video must
be given quality guaranteesin the network. Many
video services are however one-way and do not
have any limits on end-to—end delay that go be-
yond those of datatransfers. Thereisalso the pos-
sibility that the video application could adapt to
variousdegreesof loss. Atthesametimeitisclear
that the coding schemes devel oped for asynchro-
nous TDM environment do not handle variations
intransfer quality well. A video system devel oped
directly for asynchronous transfersis vic, devel-
oped by McCanne and Jacobson [69].

The quality in ““best effort” networks is deter-
mined by the amount of capacity and the users
demand and behavior. The capacity cannot be ex-
pected to be lavished on users since an operator
would want to economize on the resource. Fur-
thermore, afew ill-behaving users could obliter-
ate the quality for all. The network service for
interactive applicationsistherefore likely to con-
tain some type of quality guarantees, determinis-
tic or statistical. A strong incentivefor thisisalso
the operators desire to charge users if the pro-
vided quality is indeed sufficient for interactive
services. With best—effort service there is little
premium paid to an operator for a better quality
level.

Section 11. Delay

Information is inevitably delayed in networks
and, since we consider asynchronous transfers,
these delayswill not be constant (not even for de-
terministic multiplexing). This delay has to be
considered end—to—end since delay limits are
posed by the application. The video signal is
delayed as protocol functions are executed and
when the signal istransmitted acrossthe network.
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Thefollowing instances may causethe bulk of the
end-to—end delays:

e Acquisition and display of the video
e Encoding, rate—control and decoding
e Segmentation and re—assembly

e Protocol processing

e \Wave propagation and transmission
e Queuing

The acquisition is the time it takes to capture a
field or aframe (depending on scanning), to digi-
tize it and to perform color and scanning (inter-
laced to progressive) conversions. The reciprocal
functions are performed before display. If thereis
no scanning conversion then the delay can be on
the order of asingle pixel instance.

Theencoding can bestructured to minimizedel ay.
In the case of MPEG, the coding can start as soon
as 16 lines have been acquired (astripe). Similar-
ly, each received stripe can be decoded without
waiting for consecutive ones, each encoded area
of aframe may yield avariable amount of bits. If
thebitsaretransferred at aconstant ratethen there
is no longer a constant delay. In fact, all system
functions between the signal acquisition and dis-
play can be considered asynchronouswith respect
to the sampled signal.

The functions closer to the network are the seg-
mentation of service data—units or streams into
protocol data—units and their re-assembly. The
timeto fill a packet or cell might be excessive at
low rates (it takes 125 us per octet at 64 kb/s). If
therateistemporarily or constantly low it may be
necessary to enforce atimelimit, to send partially
filled cells or packets of restricted length. Re-as-
sembly delay depends on message length and
transfer rate. Thereisfor instanceno delay for un-
structured (stream—oriented) data. Otherwise
theremay berestrictionson the maximumtransfer
unit (MTU) to achieve acceptable delay. The
MTU isthen dependent on thetransfer rate (or the
minimum acceptable rate is determined by the
MTU size).

Protocol processing is a major cause of delay. It
includes framing of information, calculation of
check—sums, and address look—ups in hosts and
switches (routers). The UNIX process scheduling
isamajor problem that can be relieved by using
operating systems with real—time scheduling, or
by taking the operating system out of theinforma-
tion transfer all together. In general, protocols
should beimplemented to reduce maximum delay
and not only to maximize throughput.

Wave propagation is limited by speed of light. It
takes roughly 100 ms to reach half-way around
the globe (5 us per kilometer in fiber). The trans-
missiontimeisthelength of apacket or cell onthe
transmission line. The wave propagation deter-
mineswhenthefirst bit of apacket reachestheend
of atransmission line and the transmission time
specifies how much later the last bit comes. The
transmission delay is restricted by increasing the
link capacity and by reducing the number of links
per route.

Since the multiplexing is asynchronous there will
be queuing in the network. Queuing delaysin the
network vary dynamically from cell to cell and
packet to packet for a given route. The delay de-
pendson theinstantaneousload in each multiplex-
er, number of multiplexing hops on the route,
amount of buffer—space per node and whether de-
terministic or statistical multiplexing isused. The
scheduling discipline affects the distribution of
the delays. If it is work—conserving (never idle
when there are packetsto serve) it does not affect
the average, however.

Delay control

There are two control issues regarding delay: the
variations must be equalized to maintain the iso-
chronal sample—rate, and the absol ute value must
be limited for interactive applications. The abso-
lute value can only be capped by careful design of
al the functions from video source to monitor.
Most articlesthat discussthe delay aspectsof vid-
eo aim at reducing the queuing delay. Note that
basicaly any of the functions listed above can
yield delay that exceeds the acceptable level for
interactive applications.
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Itispossibleto limitthedelay variations (jitter) in
the network, or to remove it from an arriving
stream at the ATM adaptation layer or the trans-
port layer. The delay can also be equalized at the
application layer where the signal is recon-
structed. Jitter control in the network comes at a
cost of having either a high minimum delay or
more complex scheduling. Since not all applica
tions require jitter—free service, jitter removal
should preferably be done outside the network
when needed.

Fig. 16 The delay is equalized by buffering data up to the

acceptable limit. Segments that are delayed by more than
the limit are treated asif they were lost.

f(t)
Delay limit
AN . | ¢
A2 I |
Drin Do Drmax
f(t)
1-€
e is the loss
probability
Ar | ¢
A2 |
Dnin Do Drmax

Equalization at the network interface of the re-
ceiver isnot sufficient unless all subsequent pro-
tocol processing and data—transfers within the
end-system are fully synchronous. This means
that equalization will basically always be needed
at the application layer. Ideally, thiswould be the
only instance of it and it is, in fact, the most ap-
propriate location since the bit stream can be syn-
chronized to the display system (the

digital-to—analog converter). It should also be
noted that each stage of equalization introduces
more delay.

Equalization of delay variationsisbasically done
by buffering data delivered by the network to a
predetermined limit before delivery (see Fig. 16).
Late data is discarded (there is no loss if

D, = Dpmax). The general problems with this ap-

proach concernsthe choice of D, to find aproper
trade—off between delay and loss, and to deter-
mine that each pixel has been delayed D, when

displayed.

A common simplification is to equalize queuing
delay at there—assembly point (the adaptation lay-
erincase of ATM and at thetransport layer in case
of 1P). Jitter introduced in the end system is then
removed before or after the decoding to obtain
signal synchronization.

Thedelay equalization requirestheend-systemto
have a clock that is synchronized in frequency to
thesending clock. Usually the clocksat the sender
and the receiver will have the same nomina fre-
guency but differ in ppmvalues. Thejitter isthus
of much larger magnitude than the clock—differ-
ence. Synchronization could be obtained by |ock-
ing both clocks to a common reference clock, as
carried by the global positioning system and by
synchronousdigital networks, or by using the net-
work time protocol by Mills(RFC 1305) [71]. If a
clock reference is not available, then the sender
clock hasto be estimated from the arriving packet
stream. Such a technique uses a phase-ocked
loop (seeFig. 17). Theinput signal to theloop can
be either time-stamps carried in the cells or pack-
ets, or the buffer—fill level [95].

Once the clocks are (sufficiently) synchronized
and the data—stream is sent completely isochro-
nally thenthedelay isequalized by s mply reading
the application frames from the buffer with the
sametime-intervalsassent. Itisevident that vari-
able—rate video complicates the equalization
sinceitisdifficult to know how much of thetime
between arrivals is due to the generating process
and how much is due to queuing in the network.
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Time-stamps in every cell or packet is therefore
needed to mark their generating instances.
Fig. 17 The sender—clock frequency can be estimated by

means of a phase-locked loop. It may take the buffer—fill
level or explicit time-stamps as input.
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Signal synchronization is finally obtained after
decoding. The frame buffer absorbs much of the
delay—variations in the decoding and the residual
could be eliminated by repeating or skipping
frames to make adjustments to fit the display’s
clock. If thedisplay allowsan external clock, finer
adjustments can be made by stretching and short-
ening the vertical and horizontal tracing times of
the display’s cathode ray.

Synchronization immediately before the display
will be needed also for another reason. When sev-
era video streams emanating from different
sources are displayed together, only one of there-
ceived signals can be used to synchronize the dis-
play system; the other signalsmust be stretched or
contracted to fit that time—base [45].

Section 12. Errorsand loss

The video communication system causes in-
formation loss. First the camera has a limited
bandwidth, the analog-to—digital conversion
quantizes the amplitude of the samples, and the
encoding introduces controlled amountsof distor-
tion (in order to compress the signal). The signal
will also be exposed to bit—errors induced in the
electronics and in the optics. The probability of

bit—error islow, below 108, but not negligible.

More troublesome is the information loss in the
network when full stretches of the signal are de-
leted. The causes of loss are transmission burst—
errors, loss of cells and packets due to
multiplexing overload; misrouting due to inaccu-
rate addresses or entries in address tables, and
delay above the acceptabl e threshold. Undetected
lossin asignal can place encoders and decoders
out of phase. For forward error—correction this
leads to an irrecoverable state. Burst—errors
caused by loss of synchronization and by equip-
ment failures have durations 20 —40 ms. Their li-

kelihood has been estimated to be below 10~
[91]. Loss, especialy due to multiplexing over-
loads, appears to be the most common signal cor-
ruption caused by the network.

Error recovery isbased on limited error propaga
tion, and correction or conceal ment of themissing
portion of the signal. Error propagation is re-
stricted by proper framing of the bit stream so that
errors and loss can be detected. Correct signal re-
ception may then bere-initiated at alater pointin
the bit stream.

Framing

The multiplexing unit in traditional TDM net-
worksisacall (asession). Asynchronously multi-
plexed networks, such asthosebased on ATM and
IP, have cells and packets, respectively, as multi-
plexing unitswhich are shorter than afull session.
Network framing means that appropriate control
information is added to each multiplexing unit.
There can aso be framing added on segments of
thesignal at the application layer. These segments
are created with knowledge of the signal’s syntax
and typically they constitute the loss unit (at least
one application frameislost when corruption has
occurred). An example of application framing is
the MPEG dlicelayer which packsbitsfor 16 con-
secutive lines together.

The purpose of the network framing is to detect
and possibly correct lost and corrupted multiplex-
ing units (Fig. 18).
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Fig. 18 Error and loss handling.
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Errors may be detected by a cyclic—+edundancy
check of sufficient length[91]. Lossisdetected by
meansof sequence numberswhichturnitinto era-
sures (known location, unknown values). Itisim-
portant that the sequence number is based on the
number of transferred data—octets. Knowing that
acell or a packet has been lost does not tell how
much data it contained [48].

Errorsand also loss can beidentified by aCRC on
the application frame after re-assembly. It isim-
portant that frame—length is known apriori since
the length of afaulty frame cannot be ascertai ned.

Network framing
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The failed CRC could be caused by a bit—error,
which would not affect its length, or by a lost
packet or cell. Note that a length—field in the
frame cannot be used to tell the two cases apart
since it could have been affected by a bit—error
(actua length of the frame would not match the
value of the length—field even though loss has not
occurred).

A lost or corrupted network—framewould, in case
of regular data communication, be re-trans-
mitted. Thereare complicationswiththeuseof re-
transmissions for video: first the delay
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requirements might not allow it since it adds at
least another round-trip delay that islikely tovio-
late end—to—end delay requirementsfor conversa
tional services. Second, the jitter introduced is
much higher than that induced by queuing. Delay
equalization is thus further complicated. Even if
this would be acceptable, the continuously arriv-
ing data—stream must be buffered until the mis-
sing frame eventually is received (assuming a
selectiveregject policy). Notethat thiscaseismuch
worse for video than for a datatransfer for which
flow—control is enforced (eg, at most a full TCP
send-window needs buffering).

Onemay simply discard network frameswith bit—
errorssinceitwould addlittletothelosscaused by
multiplexing overload. If we disregard retrans-
mission, the questioniswhether thelossshould be
corrected by forward error—correction. Since a
lost cell or packet resultsinalong burst of erasures
there is a need to interleave the data before the
coding. Interleaving disperses the erasures over
severa code-words so that they hopefully can be
corrected. Fig. 19 showshow theinterleaving and
coding is applied to the bit stream for ATM
adaptation layer 1. Thematrix isfilled row by row
and the cells are read out column by column with
oneoctet from each row. The Reed-Salomon code
can correct 4 erasures per code-word; each lost
cell creates one erasure per code-word.

Fig. 19 Interleaving and forward—error correction for han-
dling cellHossin ATM. The Reed—Salomon (128, 124) cor-
rects four erasures

1 |

2 | |

31 |

4 | One |

""" cell = =====-

47 | 1 [ 1
L

128 octets data 4 octets FEC

There are several reasons to be cautious against
forward—error correction of cell and packet loss.
First, it addsafairly complex function to the sys-
temwhichwill bereflected initscost. Second, the
interleaving adds delay (copies of the data can be
used for theencodingif structured differently than
inFig. 19[45]). Third, loss caused by multiplex-

ing overload is likely to be correlated since the
overload is caused by traffic bursts and more loss
may thus occur than what the code can correct. If
an interleaving matrix cannot be corrected then
the full matrix is useless (the de-interleaving
spreads the erasures) and the loss-situation is in
fact madeworse. Theinterleaving matrix could of
course be made larger to cope with burst losses
but, again, it increases the delay. Fourth, the cod-
ing adds overhead.

Despite these fully valid points of criticism, the
foremost argument against FEC isthat it isoverly
ambitious: absolute delivery is not needed. The
user is happy with recovery that renderslossim-
perceptible. This level of recovery is offered by
concealment after the decoding .

L oss concealment

A lossis detected either by means of the network
or application framing information. The cor-
rupted application frame can be considered use-
less. The application framing should however
contain sufficient information to alow the next
correctly received segment to be decoded. This
means that the location within the picture of the
information in the segment must be known and
that there cannot be any coding dependencies be-
tween the information in the segments. The latter
condition impliesthat there cannot be any predic-
tion dependencies across segment boundariesand
that variable-ength codewords are not split by
segment boundaries [30]. This can however be
guaranteed since the segmentation is done where
full information about the signal syntax is avail-
able.

The decoded picture will contain an empty area
that correspondsto thelost information. Thisarea
can be concealed by using surrounding pixelsin
time and space [29][45][53]. For instance, the
corresponding area in the previous frame can be
used [64]. (It might be best to repeat thefull frame
if the corruption is severe.) When the coding uses
motion estimation and the motion vectors are cor-
rectly received, then they can be used to find the
most appropriate replacement in the previous
frame (the prediction error is the only remaining
errorinthearea). Thesetwo optionsareillustrated
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in Fig. 20. The motion—vectors should be sent
separately from the prediction—error for the latter
to work.

Fig. 20 Loss conceal ment.

Replacement from previous frame

Replacement with motion estimation

Theresidual error after conceal ment will however
propagate into future frames when temporal pre-
diction is used. It will stop once the predictionis
restarted, asfor acorrectly received | frameinthe
MPEG scheme. That can however be severa
frames into the future and the visibility of the
propagating error may be disturbing. In analogy
with the retransmission at the transport layer, the
decoder could send arefresh demand to theencod-
er. Thenext frameto be coded after therequest has
been received would then be intraframe coded.
Even partia refresh could be possible. How to
best cope with error—propagation in conjunction

with interframe prediction coding is largely an
open problem.

The loss concealment can be improved by
thoughtful packaging of the information, such as
separated transfers of motion—vectorsand predic-
tion error. A more general framework is often re-
ferred to as layered or hierarchical coding.

Layered (hierarchical) coding

Layered coding meansthat the signal is separated
into componentswith differing visual importance
[10][45][53]. The idea is that each layer can be
transferred in the network with a quality that
matches its importance. Vital layers may thus be
transferred in a class with guaranteed quality
(even deterministic guarantees), while a signal
layer that enhances the quality could be sent as
“best effort”” . The hopeisthat the overall transfer
IS more economical than if the transfer was done
over one channel with a service quality deter-
mined by the most sensitive part of the informa
tion (such as the motion vectors). It isimportant
that the layers are sent along the sameroute in the
network in order to ensure similar delays for
them.

Fig. 21 Layering after energy compaction. The layers are
formed from the signal components and are independently
guantized, variable-ength encoded and transferred.
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Thelayering can bedoneafter the energy compac-
tion, which fits well for subband and transform
coding (Fig. 21). One or afew subbands are com-
bined to form alayer, or one or afew of thetrans-
formvaluesin all blocks of aframefor transform
coding. It is aso possible to define iterative cod-
ing schemeswhere each layer is coded by ameth-
od tailored to its properties, as in Fig. 22. The
so—called pyramid scheme is an example of this
for which the energy compaction at each level
consist of a low—pass filtering followed by sub-
sampling [9].

The objections one may have to the layered cod-
ing are that it may be difficult to ensure quality
consistency. Remember that perceived quality
should primarily be determined by the coding.
Theaveragequality is, loosely speaking, given by
the basic layer and the consistency will be deter-
mined by the enhancement layers. If the enhance-
ment layers incur loss frequently then there will
be quality variations.

Another seriousreservation isthat statistical mul-
tiplexing gainimprovesonly slowly with increas-
ing loss probability. This puts efficiency gain in
question: enhancement layersmay not necessarily
bemoreefficiently multiplexedthanthebasiclay-
er. Heeke reports a 20% improvement in multi-

plexing gain for achangein loss—rate from 102

to 10 ~2[36]. Such moderate improvements may
not be enough to offset the overhead added by the
layering.

Itisnot yet firmly established how to chose quali-
ty level inthenetwork for asinglelayer. How then
should the sender match transfer quality to several
layers?Finally, layering assumesthat a set of con-
nections of differing capacity and quality of ser-
vice is cheaper than one connection for the
aggregate stream. This cannot be firmly estab-
lished until tariff—structures for broadband net-
works arein place.

Section 13. ATM and Internet Protocols

The protocols are the placeholders for the func-
tions we have discussed in the previous sections.

The pertinent parts of these protocolsin the con-
text of video transfer are the end—to—end func-
tions. Thesebelong inthetransport and adaptation
layersfor IPand ATM, respectively. These proto-
col functions are what we collectively have re-
ferred to as 'network framing'. Application
framing is, by definition, part of the application.

ATM adaptation layers

The role of ATM adaptation is to ameliorate the
behavior of the network for the communication
applications. The main adaptation functions are
segmentation and re—assembly of user—data, and
detection of bit and burst errorsand of cell losses.
There are additional functions suggested for
adaptation layers, namely delay equalization and
cell-oss recovery.

The formats of the protocol information for
adaptation layers 1 and 5 are shown in Fig. 23
(ITU-T Rec. 1.363). Layer 1isaimed at constant—
rate real—time services. It supportstransfer of par-
tialy filled cellsin the, so called, P format. The
sequence number has three bits which may detect
sevenor lesscontiguously lost cells. It isprotected
by four bits with the possibility of correcting a
single bit—error (even though such a rare event
could betreated ascell 10ss). Detected cell- osses
become erasures since al cells are filled to the
same level (not necessarily 47 octets).

Fig. 23 Formats for control information in ATM
Adaptation Layer 1 (a) and 5 (b).

g [cs| sv | svP | Header
1 3 4 [bits]
CS: Convergence Sublayer Identifier

SN: Sequence Number

S\P: Sequence Number Protection
b) |UU|CPI| Lengthl CRC | Trailer
11 2 4 [octets]
Uu: Common Part Convergence Sublayer
User—to-User Indication (CPCS-UU)
CPI: Common Part Indication

The CS—indication bit may beused to send residu-
al time-stamps, which may be used for synchro-
nization of the sender and receiver clocks in
relation to the network clock. The synchroniza-
tion would be used to remove jitter and to regain
the original pacing of the stream. Forward error—
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correction with Reed—-Salomon (124, 128) coding
may be used with interleaving to correct at most
four erasures out of 128 cells. The interleaving
createsdelay of 128 cells (36 msat 1.5 Mb/s) and
the coding adds 3 percent load. It may however
give insufficient protection when losses occur in
bursts. The de-interleaving turnsin practice non—
correctable erasures into octet—-ong burst—errors
of rate n/124 (for n > 4) over theblock of 5828
octets.

Layer 5 is frame—based to suit data communica
tion. Each frameisprotected by a 32—hit CRC for
error detection. A length field givesthe amount of
user data in the protocol data unit, and may help
detect cell loss. The convergence sublayer has to
collect a specific amount of octetsinto aframeif
dataisdelivered inastream. Thelonger theframe
is, thelower the overhead but the higher the delay
at thereceiver wherethefull framehasto bereas-
sembled for verification by the CRC.

Themaximal datalossresultingfromsinglebit er-
ror is one frame; two frames may be lost for a
(short) burst of errorsand asingle cell 1oss (when
thetrailer of theframeislost). Thereisno way of
telling how much user data has been affected once
abit or burst error, or cell loss has been detected
(unless all frames are of the same length). ITU-T
Rec. J.82 containsthe specificationsof AAL 1and
5for carrying MPEG-2 transport streams at fixed
bit rate.

Thereisan AAL 2 whichisdesignated to support
variable—rate coded video. Current discussions
seemtostartfrom AAL 1andrefitit for moregen-
era transfers. At this point there are no definite
suggestions published. A simplified adaptation
layer for video transfers has been proposed in
[48].

Internet transport layer

Video is transferred in internets by means of the
user datagram protocol (UDP). It isan unreliable
protocol that at most could be used to verify the
frame; it contains an optional 16-bit check sum
and al16-hit lengthfield. UDP can besupplement-
ed by application specific framing, asdiscussedin

[14][69], or by the rea—time transport protocol
(RTP).

RTP is being standardized within the IETF
audio—video transport working group (AVT WG).
Thefunctionsthat it can perform are re-sequenc-
ing, loss detection, jitter removal, clock synchro-
nization, and intermedia synchronization. RTP
doesnot guarantee quality of servicefor real—time
services. Signaling for resource reservation in
IPng is supposed to be done by RSVP[103]. The
information transfer is augmented by a control
protocol (RTCP). Notethat RTP doesnot mandate
aRTCP or UDP asan underlaying transport layer,
and could equally well be combined with ATM
AAL 5, for instance.

Section 14. Final remarks

We havein thisintroductory paper tried to outline
theissuesinvolved when video isto be carried in
an asynchronous network. The research on the
varioussignal processing and networking aspects
of asynchronous transfer of video does not lack
prolificacy. However, parts of it lack acertain en-
gineering realism, and despite much work not all
of it can beput into practice. For instance, theonly
standardized system is for fixed—rate coding by
means of |ISO MPEG-2 carriedin ATM AAL lor
5accordingto I TU-T Rec. J.82. A comparable set
of standardsfor variablebit—ratevideoisstill mis-
sing. Therearesomeworking systemsavailablein
the Internet but their usefulness is hampered by
their low quality.

Asynchronous transfer of video is an exciting
field that unitesthefields of networking and digi-
tal signal processing. The possibility to obtain re-
sults that are widely appreciated should now be
greater than ever, considering the high number of
experimental broadband networks available
throughout the world [5][17][41][47].
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