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Abstract— We present a vision-based scheme for driving a
nonholonomic mobile robot to intercept a moving target. Our
method relies on a two-level approach. On the lower level, the
pan-tilt platform which carries the on-board camera is con-
trolled so as to keep the target at the center of the image plane.
On the higher level, the robot operates under the assumption
that the camera system achieves perfect tracking. In particular,
the relative position of the ball is retrieved from the pan/tilt
angles through simple geometry, and used to compute a control
law driving the robot to the target. Various possible choices are
discussed for the high-level robot controller. The proposed visual
interception method is validated through simulations as well as
experiments on the mobile robot MagellanPro.

Index Terms— Visual servoing, interception, nonholonomy.

I. I NTRODUCTION

In this paper, we address the problem of intercepting a
moving target via a nonholonomic mobile robot through
visual feedback. Interception (approaching to a moving object
until collision) and tracking (approaching a moving object
while matching its location and velocity) are important tasks
in a wide range of applications, such as robotic soccer and
automated surveillance. Moreover, they represent a challeng-
ing testbed for the integration of various techniques involving
image processing, filtering, control theory and AI strategies.

Interception and tracking have been largely addressed in
the literature with different approaches depending on the
target motion characteristics as well as the robot kinematic
and dynamic model. The instantaneous target location and
velocity can be known in advance as part of a reference
trajectory or estimated and predicted trough sensory data.

A general strategy known as PPE (Prediction, Planning
and Execution) focuses on time-optimal interception, possible
when the target motion is completely (or to a large extent)
known in advance; in this case, the problem becomes essen-
tially that of planning a robot trajectory leading to a suitable
rendezvous point. For example, a time-optimal technique for
free-flying interceptors and targets is given in [1]. This kind
of approach, combined with conventional tracking methods,
can be extended to manipulators in order to achieve smooth
grasping interception with terminal-velocity matching [2].
In [3], an active PPE technique for a 6-dof manipulator has
been designed to improve the original PPE strategy.

When the target motion is not known in advance and/or
may suddenly change, it is necessary to rely on some sort
of estimation of its position and velocity coming from sensor
data. A particularly interesting situation is the use of visual
feedback [4]. Inposition-basedvisual servoing, the target
posture is estimated on the basis of visual data and geometric
models. For instance, an omnidirectional vision system is
used in [5] to determine the robot posture from feature
extraction, so that the basic tasks of a robotic goalkeeper can
be accomplished in terms of trajectory tracking and posture
stabilization. In this context, Kalman filtering is often used to
obtain robust prediction of the target motion [6], [7], [8].

In image-basedvisual servoing, the spatial relationship
between the target and the robot camera is directly estimated
on the image plane, and the error signal is expressed in terms
of image features. Originally developed for robotic manipula-
tors equipped with eye-in-hand systems, image-based visual
servoing has also been applied to nonholonomic vehicles such
as wheeled mobile robots [9].

Many works address trajectory tracking directly on the
image plane. An image-based motion planning scheme is
proposed in [10], where a virtual trajectory is directly gener-
ated and tracked on the image plane. In [11], a mobile robot
tracks road edges in a panoramic image sequence. In [12],
a wheeled vehicle tracks a trajectory represented in terms
of image sequences of an object, and the controlled camera
motion is used as an input for visual servoing. A similar idea
was used in [13]: while the camera tracks the ball on the
image plane, pan and tilt angles are used as a visual input for
a probabilistic motion control scheme.

Finally, we mention thathuman-like strategies(like the so-
called LOT and OAC) have been proposed for mobile robots
in [14], [15]. In particular, an optical acceleration cancellation
heuristic is used for ground balls interception in [16].

Our approach to the problem is to design a two-level
interception scheme which makes use of visual information
only. On the lower level, the pan-tilt platform which carries
the on-board camera is controlled so as to keep the target
at the center of the image plane. On the higher level, the
robot operates under the assumption that the camera system
achieves perfect tracking. In particular, the relative position
of the ball is retrieved from the pan/tilt angles through simple
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Fig. 1. A block diagram description of the proposed approach

geometry, and used to compute a control law driving the
robot to the target. Various possible choices for the high-
level robot controller are discussed in the paper. To validate
the overall visual interception method, simulations as well as
experiments on the mobile robot MagellanPro are presented.

II. GENERAL DESCRIPTION OF THE APPROACH

Our objective is to devise a vision-based control method in
order to drive a wheeled mobile robot to intercept a moving
target. In particular, we shall take the following assumptions:

1) The target and the robot move on the same plane in the
absence of obstacles.

2) The moving target is a ball whose trajectory is generic
and unknown in advance.

3) The robot is subject to a nonholonomic rolling con-
straint. In particular, it has the kinematics of a unicycle:

ẋ = v cos θ
ẏ = v sin θ
θ̇ = ω

wherex, y are the Cartesian coordinate of the robot in
a fixed frame,θ is its orientation with respect to the
same frame, andv, ω are the robot linear and angular
velocities.

4) The robot is equipped with an on-board camera
mounted on a pan-tilt platform.

The generality of the second assumption is motivated by a
possible application to robotic soccer, where the ball changes
frequently speed and direction. The consequence of this
viewpoint is that, differently from other techniques, our visual
servoing approach does not makeany prediction of the ball
movement: all the control laws to be presented use only the
ball position and velocity as estimated from visual data.

We propose a two-level solution whose conceptual scheme
is outlined in Fig. 1, with reference to a problem setting
illustrated in Fig. 2. The basic idea is that the camera system
is controlled through the pan-tilt platform so as to keep the
ball at the center of the image: this requires post-processing of

the acquired image in order to retrieve the coordinates of the
ball center w.r.t. the center of the image plane (theball offset),
and then a camera tracking controller which moves the pan/tilt
platform in such a way that the offset is zeroed. Then, under
the assumption of perfect tracking (i.e., zero ball offset), the
relative position of the ball with respect to the robot can be
retrieved through simple geometry from the pan/tilt angles,
and used to drive the robot toward the ball. In practice, the
pan/tilt camera system acts as a sensor providing information
about the relative motion of the target with respect to the ball.

The above approach is reminiscent of a human-like behav-
ior: the body follows the head while the latter visually pursues
a target. The implicit assumption ofseparationbetween the
camera and the robot closed-loop dynamics (very similar to
the property underlying observer-based stabilization schemes)
appears reasonable also in view of the fact that the pan-tilt
platform dynamics is typically much faster than the robot
dynamics. Note also that the robot odometric information is
never used; as a consequence, the controllers to be presented
in the following are purely image-based.

For illustration, our method will be discussed with refer-
ence to our MagellanPro robot. This is a differential-drive
robot with a caster wheel added for stability; its shape is
circular with a diameter of 40 cm. The on-board camera
is a Sony EVI-D31, with a refresh time of 0.13 sec and
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Fig. 2. Problem setting with definition of some relevant variables



Fig. 3. Left: The image acquired by the camera.Center: After color
recognition.Right: After noise filtering.

Fig. 4. Left: Three objects with the same color.Center: After color
recognition and filtering.Right: After shape recognition.

a resolution of 160x120 pixels. The camera is mounted on
a pan-tilt platform which provides two degrees of freedom.
For simplicity, we shall neglect the small displacement (about
11 mm) between the pan and the tilt axes.

III. I MAGE PROCESSING AND CAMERA TRACKING

The camera tracking algorithm must keep the ball at the
center of the image plane. To this end, it is first necessary
to recognize the ball in the image on the basis of its known
color and shape.

A. Image processing

First, color recognition is used to obtain a binary image. To
reduce noise, the image is then filtered with erosion/dilation
techniques [17] as shown in Fig. 3.

If in the environments there are other objects with the
same color of the ball, shape recognition based on Hu-
moments [18] is also performed. The result of shape recog-
nition is shown in Fig. 4.

B. Camera tracking

Denote byξ = (ξx ξy)T the ball offset (i.e., the vector of
the ball coordinates w.r.t. the center of the image), computed
from the image as the centroid of the ball. For the design
of the camera tracking method, we make the simplifying
assumption that, for a given position of the ball,ξx and ξy
in the image plane depend respectively on the pan angleϕ
and on the tilt angleϕ only. Under such assumption, the
expression of these relationships can be computed by planar
geometry.

For illustration, consider the dependence ofξx on the
pan angleϕ. Refer to Fig. 5 for the geometric setting and
definitions; note that the pan center (i.e., the point where the
pan axis intersects the camera axis) is assumed to coincide
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Fig. 5. Dependence of the ball image coordinateξx on the pan angleϕ

with the focus of the camera1. Being

ξx = f tan(γ − ϕ),

the differential kinematics ofξx is

ξ̇x =
f

cos2(γ − ϕ)
(γ̇ − ϕ̇).

As customary in visual servoing, we shall design the con-
troller based on the kinematic model, i.e., assuming the pan
velocity ϕ̇ as an available input. Note thatγ̇ is an exogenous
variable because it depends on the instantaneous relative
motion between the ball and the robot.

It may be easily shown that choosing the pan velocity as

ϕ̇ = γ̇ − kϕξx kϕ > 0

guarantees exponential convergence ofξx to zero. The feed-
forward termγ̇ can be computed numerically with the aid of
the following relationship:

γ = ϕ+ arctan ξx/f.

The addition of this feedforward term compensates for any
relative motion between the ball and the robot, thus increasing
the level of separation between the camera and the robot
dynamics.

A similar construction in the vertical plane holds for the
dependence of the other ball coordinateξy on the tilt angle
ψ. Hence, choosing the tilt velocity as

ψ̇ = η̇ − kψξy kψ > 0

guarantees exponential convergence ofξy to zero. Here,η is
the angle between the horizontal axis and the line joining the
camera focus and the ball center, computed as

η = ψ + arctan ξy/f.

Again, the feedforwarḋη is computed via finite difference.
Figure 6 shows the performance of the above camera

tracking technique in two experiments executed with the
MagellanPro robot. In the first experiment, the robot and

1One may verify that such a simplification is acceptable in practice
provided that the displacement between these two points (less than 3 cm
for the MagellanPro) is much smaller than the distance between the ball
center and the pan axis.
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Fig. 6. Experimental results for camera tracking in terms of the norm|ξ|
of the ball offset.Above: the robot and the ball are motionless.Below: the
robot is moving along a straight path at a speed of 0.2 m/s.

the ball are motionless; the camera successfully hunts the
ball and places it at the center of the image, zeroing the
ball offset. In the second experiment, the robot is moving
along a straight path at a speed of 0.2 m/s, while the ball
is still. The norm of the ball offset|ξ| is very small and
essentially due to the quantization introduced by the camera.
These satisfactory results justifya posteriori the assumption
that ξx andξy respectively depend only onϕ andψ.

IV. ROBOT CONTROL

In this section we describe the three different robot con-
trollers that have been tried in our interception scheme. First,
the control laws are presented in acomplete informationcon-
text: both the system state (the robot position and orientation)
and the exosystem state (the ball) are assumed to be known.
Then, it is shown how these control law can be implemented
knowing only the pan/tilt angles, based on the assumption
that the camera tracking system effectively keeps the ball at
the center of the image.

A. Structure of the controllers

Refer again to Fig. 2 for the geometry of the problem. Let
e be the error vector,vb the ball velocity vector, andnθ, n⊥
the unit vectors respectively directed as and orthogonal to the
robot forward axis. In the following, we will refer toθe − θ
as thepointing-error and to θb − θ as thealignment error:

the former represents the angle between the robot forward
axis and the line of sight to the target; the latter is the angle
between the instantaneous directions of motion of the target
and the ball.

The first controller, inspired to a Cartesian position regu-
lator [19], is expressed as

v = k1 e · nθ + vb · nθ
ω = k2(θe − θ) + θ̇e

(1)

The linear velocity is composed by a feedback and a feed-
forward term, respectively obtained by projecting on the
forward robot axis the error vector and the ball velocity vector.
The angular velocity includes a feedback action proportional
to the pointing error and a feedforward term given by the
derivative of the angleθe. Although details are omitted here, a
Lyapunov-like analysis allows to establish global convergence
of the unicycle robot to the ball under the above control law
(see [20]).

A second controller may be derived from the first by
including in the angular velocity the feedback terme · n⊥,
i.e. the projection of the error vector along the orthogonal
direction to the forward axis of the robot

v = k1 e · nθ + vb · nθ
ω = k2(θe − θ) + k3 e · n⊥ + θ̇e

(2)

This additional feedback term forces a faster alignment of the
robot with the line of sight of the target when the norm of
the vector error is large, i.e., when the robot is far from the
ball. This should result in a more effective interception of the
target. Also for this controller, convergence of the robot to
the ball can be proven by Lyapunov arguments [20].

The third control law chosen for our experimental study is a
well-known trajectory tracking method [21] for nonholonomic
targets. This controller is quite similar to the previous ones,
the difference being the use in the angular velocity of the
alignment errorθb − θ in place of the pointing errorθe − θ
and of a nonlinear gain for the second feedback term;

v = k1 e · nθ + vb · nθ
ω = k2(θb − θ) + k3|vb| sin(θb−θ)

θb−θ e · n⊥ + θ̇b
(3)

Note that, consistently, the feedforward term inω is different
as well. With respect to the previous schemes, controller (3)
aims more at tracking than at intercepting the target.

It is worth to note that eqs. (1–3) prescribe the same
linear velocity for the robot. One basic difference among
these controllers is the following: while the latter requires that
the target does not stop, controllers (1–2) will still guarantee
interception in that case, due to their nature of position (as
opposed to posture) stabilizers.

B. Implementation of the controllers

Under the assumption of perfect camera tracking (i.e., the
ball is always kept at the center of the image plane), all the
relevant variables needed to implement the abovementioned
controllers can be computed by the pan/tilt angles. In the
following, we give explicit formulas for implementing eq. (1);
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Fig. 7. Determination of the ball position with respect to the robot from
the pan/tilt angles.Above: Side view.Below: Top view.

similar derivations, omitted here, hold for the other two
control laws [20]. Refer to Figs. 7 and 8 for the relevant
geometry and the definition of auxiliary variables.

Denoting with b and h respectively the horizontal and
vertical displacement between the tilt axis and the ball center,
we have:

b =
h

tanψ
,

whereψ is the tilt angle. Also, the application of Carnot’s
theorem gives

|e|2 = b2 + s2 − 2bs cos(180◦ − ϕ),

where s is the horizontal displacement between the robot
center and the pan axis, whileα is the angle between the
error vector and the forward axis of the robot, computed as

α = arcsin
b sin(180◦ − ϕ)

|e|
.

Hence, the feedback term for computing the linear velocity
of controller (1) is obtained as

e · nθ = |e| cosα,

while the pointing error for computing the angular velocity
is directly given by

θe − θ = α.

The feedforward term in the linear velocity of controller (1)
can be approximated through finite difference as follows.
Figure 8 shows the ball in two positionsP1 andP2 attained at
consecutive instantst1 andt2 separated by a sampling interval
T . An easy calculation yields

vb · nθ ≈ v1 cos
ω1T

2
+

|e2| cosα2

T
− |e1|

T
cos(α1 − ω1T ),

where the subscripti (i = 1, 2) refers to the time instant in
which the quantity is defined. Note in particular thatv1, ω1

are known because they are the linear and angular velocity
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Fig. 8. Estimation of the ball velocity

inputs to the robot at the previous sampling instant. Similarly,
for the feedforward term in the angular velocity we have

θ̇e ≈ ω1 +
α2 − α1

T
.

V. SIMULATIONS AND EXPERIMENTS

Before proceeding to an experimental validation of our
method on the MagellanPro robot, a simulation study was
carried out to assess its performance.

First, a comparison of the various controllers discussed in
Sect. IV-A was made within MATLAB, assuming that all the
relevant variables and their derivatives were directly available.
A typical result is shown in Fig. 9, where the robot and the
ball are respectively represented as a triangle and a circle.
The ball is moving on along a line with a constant speed of
2 m/s. The plots a)–f) are obtained as follows (all the control
gains were set to a unit value):

a) controller (1) withθ̇e = 0;
b) controller (1);
c) controller (2) withθ̇e = 0;
d) controller (2);
e) controller (3) with a constant gain for the second

feedback term (this is the result of a linear control
design, see [21]);

f) controller (3).
The omission of the feedforward terṁθe in plots a) and c),

motivated by the desire to reduce the real-time computational
load of the control law, results in a less efficient interception
with respect to plots b) and d), where the robot is more
effectively driven to the ball. As for plot e) and f), the full
nonlinear controller (3) performs better than its linearized
version. On the average, these two schemes show a marked
tracking (as opposed to interception) attitude consistently with
the use of the alignment errorθb− θ in place of the pointing
error θe − θ.



Fig. 9. MATLAB simulation: robot trajectories obtained applying the various
control laws.
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Fig. 10. Results obtained for a ball velocity/control gain ratio between
1 and 10. Above: Time needed for interception.Below: Control effort.
Continuous blue line: controller (1). Green dotted line: controller (2). Red
dashed line: controller (3).

Figure 10 summarizes the results obtained with con-
trollers (1–3) varying between 1 and 10 the ratio of the
ball velocity to the control gain, in terms of time needed
for interception and of control effort (integral of the squared
velocity norm). While controller (3) was found to be slightly
less demanding in terms of control effort, it also needed a
long time for intercepting slow balls, at least for this particular
choice of control gains. Interestingly, the interception time of
controllers (1) and (2) was approximately constant over the
ball velocity range.

Fig. 11. Simulation of an interception in Webots

To perform a more realistic simulation, accounting also for
the presence of the pan-tilt camera system, we implemented
our visual control scheme using Webots2. The simulated cam-
era, which reproduces exactly the characteristics (including
noise) of the EVI-D31 mounted on MagellanPro, acquires
scene images which are then processed using the techniques
presented in Sect. III in order to recognize the ball and keep
it at the center of the image. The various control laws are
then visually implemented as explained in Sect. IV-B.

A simulation result obtained with the control law (2) is
shown in Fig. 11. The camera views, visible in the bottom-
right corner of each snapshot, show that the ball is not per-
fectly centered with respect to the image, and even partially
occluded by the robot own body at close range. Nonetheless,
interception is successfully completed, confirming that the
assumed separation holds and that the proposed two-level
scheme is quite robust with respect to these nonidealities.

Finally, we present some experimental results obtained with
the actual MagellanPro using the control law (2). Figure 12
illustrates a successful interception experiment by means of
superimposed snapshots. In this case, the ball was traveling
along an approximately linear path.

A more challenging experiment is shown in Fig. 13. Here,
the ball was passed back and forth by two human players in
a manner reminiscent of a common soccer training exercise.
The robot does a good job in hunting and finally intercepting
the ball in spite of its frequent motion reversals. Movie clips
of these and other experiments are available at the web page
http://www.dis.uniroma1.it/labrob/research/VisualInterception.html.

2Webots is a robot simulation environment developed by Cyberbotics Ltd.
(http://www.cyberbotics.com).



Fig. 12. A successful interception experiment with the ball traveling on a
linear path. The numbers identify the position of the ball and the robot at
four different time instants.

Fig. 13. An experiment where the robot tracks a ball passed back and forth
by two human players

VI. CONCLUSIONS

We have presented a two-level vision-based scheme for
driving a nonholonomic mobile robot to intercept a moving
target. On the lower level, the pan-tilt platform carrying the
on-board camera is controlled so as to keep the target at the
center of the image plane. On the higher level, the robot op-
erates under the assumption that the camera system achieves
perfect tracking. In particular, the relative position of the ball
is retrieved from the pan/tilt angles through simple geometry,
and used to compute a control law driving the robot to the
target. Various possible choices have been discussed for the
high-level robot controller. The proposed visual interception
method has been validated through simulations as well as
experiments on the mobile robot MagellanPro.

Current work includes the addition of a Kalman filter to

provide robust estimates of the ball position and velocity, the
use of instantaneous odometric data (instead of past control
inputs) in the visual computation of the quantities needed by
the high-level robot controller, and a campaign of comparative
experiments aimed at assessing the relative performance of
our method with respect to other interception schemes.
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