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Abstract—The objective of this paper is to introduce self-simi-
larity as a fundamental property exhibited by the bursty traffic
between on-chip modules in typical MPEG-2 video applications.
Statistical tests performed on relevant traces extracted from
common video clips establish unequivocally the existence of
self-similarity in video traffic. Using a generic tile-based commu-
nication architecture, we discuss the implications of our findings
on on-chip buffer space allocation and present quantitative
evaluations for typical video streams. We also describe a technique
for synthetically generating traces having statistical properties
similar to those obtained from real video clips. Our proposed
technique speeds up buffer simulations, allows media system
designers to explore architectures rapidly and use large media
data benchmarks more efficiently. We believe that our findings
open new directions of research with deep implications on some
fundamental issues in on-chip networks design for multimedia
applications.

Index Terms—Communication analysis, long-range dependence,
on-chip networks, self-similarity, system-level design.

I. INTRODUCTION AND OBJECTIVES

NOWADAYS, people see the need for portable embedded
multimedia appliances capable of handling advanced

algorithms required for all forms of communication (text,
speech, and video). In the design of chips for such appliances,
system-level design issues become critical as implementation
technology evolves toward increasingly complex integrated
circuits and the time-to-market pressure continues relentlessly.
As a consequence, it is important to define and optimize
a common design “platform,” consisting of both hardware
and software resources, that could be shared across multiple
multimedia applications.

The system-level view of such a generic design “platform” is
shown in Fig. 1. As we can see, it consists of both fixed pro-
cessing resources (e.g., ASICs) and programmable resources
(e.g., processors) that cooperate to run the target application
(e.g. MPEG-2 audio/video decoder, e-mail, web browsing, etc.).
The overall goal of the system-level design of such a platform,
is then to find the best mapping of the target application onto the
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Fig. 1 Generic portable embedded multimedia system.

set of architectural resources while satisfying the imposed de-
sign constraints (e.g., minimum area, minimum power dissipa-
tion, high performance, etc.). Most notably, the transition from
desktop multimedia to portable multimedia based on heteroge-
neous design platforms brings concurrency and communication
as prime candidates for system-level analysis and optimization.

In this paper, we address the fundamental issue of selecting
the optimal communication resources between different on-chip
modules [16], [17]. For complex systems composed of heteroge-
neous components, the on-chip traffic produced among different
modules has very diverse characteristics. Since the traffic pat-
terns depend so much on the target application, it is necessary to
judiciously allocate the on-chip communication resources, es-
pecially since the on-chip buffer space is usually very limited
compared to the buffer space in real data networks.

Recently, Dally and Towles [1] proposed a novel on-chip in-
terconnect network [Fig. 2(a)] which can be used instead of the
classical adhoc global wiring structure. What makes this generic
architecture very attractive is that it can offer well-controlled
electrical parameters which enables high-performance circuits
to reduce latency and increase bandwidth.

As shown in Fig. 2(a), a chip employing such a commu-
nication architecture consists of several network clients (e.g.,
processors, memories, and custom logic) which are connected
to a network that routes packets between them. Each client is
placed on a tile and its communication with other clients (not
only its neighbors) is realized via the on-chip network. The dis-
cussions in [1] propose a mesh-based network in which each
tile is connected to the adjacent tiles in the north-south and
east-west directions. Another approach in [34] to building a
network-on-chip (NOC), proposes a honeycomb shaped struc-
ture in which computational resources are present at the nodes
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Fig. 2. (a) Die module tiles and network logic. (b) Generic input controller
and its buffers.

of the hexagon and a router is present at the center of each
hexagon. In both NOC approaches, a router is needed and it
consists of several input-output controllers and their associated
buffers [Fig. 2(b)]. From a practical point of view, the success
of such architectures depends on the ability to keep the overall
area overhead to a minimum.1 Since the area of the router is
heavily dominated by the space occupied by the on-chip buffers,
the problem of optimal buffer sizing becomes an issue of critical
importance. Indeed, dropping or misrouting packets because of
inappropriate buffer sizing reduces the overall performance and
significantly increases the on-chip power dissipation. We also
point out, that this severe limitation of the on-chip buffer space
comes in deep contrast with real data networks, where there is
ample room for very large buffers. This makes the on-chip net-
work design problem quite unique and challenging. As such,
this paper has two major objectives.

• First, present a novel traffic analysis approach as a precise
way to characterize the on-chip communication traffic
pattern of different multimedia applications. More pre-
cisely, we propose a technique for traffic modeling based
on self-similar or long-range dependent (denoted as LRD2

) stochastic processes. By analyzing the statistical prop-
erties of the arrival process at different points in a generic
architecture like the one in Fig. 2, for standard MPEG-2
applications, we characterize quantitatively the degree
of self-similarity of the on-chip traffic using techniques
based on the Hurst parameter [3]. Knowing the Hurst
parameter helps the designer to choose the minimal buffer
size for the router at each tile in Fig. 2(a) which, in turn
ensures a certain quality of service (QoS) for running
the multimedia application.

• Second, describe an algorithm for synthetically gener-
ating self-similar sample traces of different lengths. If
we choose to generate synthetic traces shorter than the
original trace, then these synthetic traces can be used for
simulating video traffic and estimating the buffer-loss
probabilities and the delay experienced by a macroblock
at the buffer in a very short time compared to the full
length simulation. This way, we can dramatically speed
up the simulation of a buffer and estimate the buffer-loss
probability as well as the macroblock delay.

1For instance, the authors in [1] suggest about a 6% area overhead of network
logic for each tile.

2We use interchangeably the concepts of self-similarity and long-range
dependence.

The analysis we propose here is especially relevant to the
large class of portable embedded multimedia systems where the
QoS requirements vary considerably from one media to another
(e.g., video connections require consistently high throughput,
but tolerate reasonable levels of jitter or packet errors) and buffer
space is very limited. Consequently, the ability to explore sev-
eral communication schemes while trying to satisfy QoS re-
quirements is of crucial importance. As we show later in the
paper, making use of the knowledge of the traffic pattern for
achieving a certain QoS with optimal resources turns out to be
extremely helpful.

A. Contributions of the Paper

The contributions of this paper are twofold.

• First, we provide evidence about the presence of self-sim-
ilar phenomena in on-chip traffic generated at macroblock
level by multimedia applications. This has very important
consequences since self-similar processes have proper-
ties which are completely different from traditional short-
range dependent autoregressive moving average (ARMA)
or Markovian processes that have been mostly used in
system-level analyses so far [15], [18]–[20]. We also point
out that the traditional video traffic modeling has concen-
trated at the frame-level traffic analysis (e.g. [36]), while
we look at the macroblock level on-chip traffic. As we will
see, this has important consequences on chip design. More
precisely, knowing the Hurst parameter which character-
izes the traffic pattern for a particular application helps in
finding the optimal buffer length distribution which turns
out to be the critical issue for the routers at each node in
the on-chip communication network.

• Second, we describe a method of generating synthetic
traces with statistical properties similar to the original
ones. We assess the performance of this synthetic trace
generation method by comparing the bit-loss probability
at a generic buffer obtained by simulating a synthetic
trace and comparing it with that of the real trace. These
synthetic traces can be used to dramatically speedup the
simulation process for multimedia applications where
tens of hours of simulation time is typically required to
gather useful information for on-chip network design.

Taken together, our proposed technique allows media sys-
tems designers implementing on-chip communication networks
to choose the appropriate on-chip buffer sizes and use large
multimedia data benchmarks more effectively. Ultimately, this
will enable systems designers to optimally tradeoff performance
metrics and media quality.

B. Related Work

In recent years, due to the advent of SoCs, the issue of ef-
ficient communication schemes—at system-level—received in-
creased attention [21]–[23]. In particular, people have explored
alternative solutions to the standard bus-based communication,
especially for portable devices where tight power and perfor-
mance constraints make the bus-based communication solution
less attractive [24], [25], [28].
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One problem with the approaches proposed so far for on-chip
network exploration, is that they rely entirely on explicit simu-
lation. Consequently, due to the huge amount of data contained
in multimedia applications, the simulation-based techniques
tend to become prohibitively expensive in practice [14], [21],
[27]. Typically, tens of hours of CPU time are needed to sim-
ulate just a few minutes of video data. Moreover, simulating
video data randomly, without a precise (quantitative) measure
of the traffic characteristics, is dangerous since the actual im-
plications of traffic on the overall system performance may
be completely obscured by using inappropriate data. These
major issues prompted our attention toward developing a more
formal approach for on-chip communication analysis with em-
phasis on precise characterization of multimedia traffic and
using robust technique for simulation of synthetically gener-
ated video sequences so as to reduce the simulation time while
maintaining the accuracy of the estimates of the delay and
the bit-loss probability.

Our initial effort has concentrated on the literature available
for real data networks, trying to see what from that sizable
body of knowledge can be ported to the on-chip network
design. Another question was to determine what is specific
to the on-chip network design as opposed to macro-networks
design. Trying to answer these questions, we realized several
things. First, the landscape of networking research has changed
dramatically over the last decade. In their pioneering study on
self-similarity, Leland et al. [2] started a new research direction
in traffic modeling and network-performance analysis having
the long-range dependence as the central concept. Since then,
significant other research efforts have been aimed at explaining
the nature and the practical applications of this complex
phenomenon [5], [26]. Second, the classical paradigm that data
traffic can be adequately modeled as Markovian sources of
information has been also reconsidered [29], [36]. The most
widely studied nonMarkovian LRD process is the fractional
Gaussian noise (FGN) process [7]. There are several existing
methods for synthesizing FGN processes [29], [30] but each
method has some advantages and some drawbacks.

Our paper is an attempt to bridge conceptually two very dif-
ferent worlds: data networks and on-chip networks. To this end,
we first identify at chip-level a phenomenon discussed so far
only in the context of traffic for real data networks. Second, we
analyze the traffic of a multimedia application which targets a
novel packet-based SoC implementation and illustrate the im-
pact of our analysis on on-chip network design. Finally, we hope
that beyond its practical implications, the connection that we
create between these apparently so different domains will stim-
ulate further research on formal methods for on-chip network
design.

C. Organization of the Paper

Section II defines the self-similarity and describes the
statistical methods used to establish the presence of LRD.
Section III describes the method for generating synthetic LRD
traces. In Section IV, we present a detailed analysis of traffic for
the MPEG-2 video decoder and show the results for different

Fig. 3. Deterministic fractal example: 2-D cantor set and its projection on a
horizontal time axis giving 1-D cantor set.

video clips. In Section V, we illustrate the implications of LRD
on the on-chip network design and also show an example of
how to speed up the buffer simulation using synthetic traces
to estimate buffer-loss probability. Finally, we conclude by
summarizing our main contribution.

II. BASICS ON SELF-SIMILARITY

Self-similarity and fractals are natural concepts discussed in
detail in [11]. Simply speaking, an object is self-similar (or
fractal), if its parts, when magnified at different scales, resemble
the shape of the whole. For instance, if the object we consider
is a natural image or a time series, then self-similarity would
imply that the spatio-temporal properties of the object remain
preserved with respect to scaling in space and/or time. To get
more intuition behind it, let us consider now the Willinger and
Park’s cantor set example, that appears in Chapter 1 in [26]. A
two-dimensional (2-D) deterministic cantor set is obtained by
starting with a black unit square, scaling its size by 1/3, then
placing four copies of the scaled square at the four corners,
and repeating this process recursively ad infinitum (Fig. 3). The
one-dimensional (1-D) cantor set can be obtained by projecting
the 2-D cantor set onto a horizontal time axis. This can be further
interpreted as an ON/OFF time series which models data traffic.
A more detailed discussion can be found in the original text in
[26].

Stochastic self-similarity adds to this model a probabilistic
behavior. Unlike the deterministic fractals, the objects do not
possess the exact resemblance of their parts at finer levels of
detail. For instance, if we consider the time series which may
characterize some real-data traces, it may be possible to expect
an approximate similarity with respect to the shape of the auto-
correlation function. Second-order (or temporal) statistics of the
autocorrelation function are the statistical properties that cap-
ture burstiness (or variability) in time series which characterize,
for instance, traffic patterns in real networks [2], [5]. In partic-
ular, the autocorrelation function, as a function of the time lag,
decreases polynomially rather than exponentially. The existence
of such nontrivial correlation “at a distance” is referred to as
LRD.

In the case of MPEG-2 video traces, we concentrate on traffic
characteristics at macroblock-level. In an MPEG-2 decoded clip,
within each frame of a video, there are certain objects. All the
macroblocks within a single object carry similar amounts of in-
formation and, hence, they get coded using almost the same
number of bits. Since the macroblocks within an object gen-
erally occur next to each other in a frame, this leads to the ap-
pearance of long range correlations. This may be the intuitive



VARATKAR AND MARCULESCU: ON-CHIP TRAFFIC MODELING AND SYNTHESIS FOR MPEG-2 VIDEO APPLICATIONS 111

reason behind observing the LRD phenomenon in video traffic
at macroblock-level.

We also note that, from a practical point of view, LRD has
a considerable impact on queueing performance of the com-
munication architecture. The traditional short-range dependent
(or Markovian) processes have an autocorrelation function
which decays exponentially fast. But the LRD processes
exhibit a much slower decay of correlations; that is, their
correlation functions typically obey some power-law decay.
Intuitively, the presence of LRD indicates that while long-range
correlations are individually small, their cumulative effect is
nonnegligible. This produces scenarios which are drastically
different from those experienced with traditional short-range
dependent models such as Markovian processes. This is the
subtle point where the long-range dependence analysis we
propose surpasses classical Markovian analysis and proves its
practical value.

A. Definition of Long-Range-Dependence

The mathematical definition of long-range-dependence is
given as follows: let be a wide-sense
stationary stochastic process with mean , variance and
autocorrelation function , . According to [2], is
said to exhibit long-range dependence if

as (1)

where , is a slowly varying function, that
is, , for all and denotes the

“asymptotically close” condition.
From (1) we see that LRD is characterized by an autocor-

relation function that decays hyperbolically rather than expo-
nentially fast. It also implies that the spectral density obeys
a power-law function near the origin (also called -noise).
This captures the intuition behind LRD, namely that while
high-lag correlations are individually small, their cumulative
effect matters and gives rise to features which are very dif-
ferent from those of short-range dependent processes. In what
follows, we describe two methods for testing LRD in any time
series .

B. Variance-Time Analysis

Let be a wide-sense stationary-time series. For each
let : denote the

new wide-sense stationary-time series obtained by averaging
the original time series over nonoverlapping blocks of
size . That is, for each ; is given by

, .
The variances of , for short-range depen-

dent processes will eventually decrease linearly in log–log plots
against with a slope equal to 1. On the other hand, for pro-
cesses with long-range dependence, the variances of the aggre-
gated processes , decrease linearly (for large ) in log–log
plots against with slopes arbitrarily flatter than 1. The vari-
ance-time plots are obtained by plotting against

.

Cox [4] shows how a specification of the sequence (
is equivalent to a specification of the autocorrela-

tions given by (1). More importantly, for a constant , we have

as (2)

with . Actually, this value of is related to the rate at
which autocorrelations decay for large values of the lag. From
(1), we can see that the autocorrelations decay hyperbolically
with decay constant .

The value of is also related to the power-law behavior of the
spectral density function near the origin for very small values.
If the spectral density decays with power then . As
an estimate of parameter , we use the slope of a least square fit
line through the points in the plot, ignoring the small values of

which represent the transient period.

C. R/S Analysis

Historically, stochastic processes with long-range de-
pendence are important because they provide an elegant
explanation of an empirical law that has been observed in many
naturally occurring time series [3]. What has since come to be
known as the Hurst effect can be described as follows.

Given observations ( : with sample mean
and sample variance , the rescaled adjusted range

statistics (denoted as statistics) is given by

(3)

where , .
In his study of the rescaled adjusted range [3], Hurst found that
many historical records appeared to be well represented by

as (4)

with Hurst parameter about 0.7. On the other hand, if
the ’s are Gaussian pure noise or short-range dependent,
then in (4) and the discrepancy is referred to as
the Hurst effect. The Hurst effect is fully accounted for by
stationary stochastic processes with long-range dependence.
The relation between the Hurst parameter and the rate at which
the autocorrelation decays is given by .

In practice, analysis is based on a heuristic graphical
approach, originally described in [5], [12]. Formally, given a
sample of observations, ( : ), one sub-
divides the whole sample into nonoverlapping blocks and
computes the rescaled adjusted range for each
of the new starting points , ,

which satisfy . Here is
defined as in (3) with replaced by and
is the sample variance of .

For example if the original time series is of length 50 000
and we decide to subdivide it into 50 blocks, then there will
be 50 starting points at 1, 1001, , 49 001. For values of
less than 1000, we will obtain as many as 50 values of ,
one for each starting point. All these values of for same
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Fig. 4. Synthetic trace generation procedure.

values of are plotted in the form of a scattered plot. For larger
values of , we get less than 50 values of and for values
of greater than 49 000, we get a single value of with the
single starting point of 1. So one takes logarithmically spaced
values of to plot the rescaled adjusted range plot. The slope
of the least square fit line fitting the set of values of gives
the asymptotic value of Hurst parameter .

III. SYNTHETIC TRACE GENERATION

Knowing how the video sequences can be characterized with
the Hurst parameter, one can wonder how synthetic traces can
be produced from an initial video sequence. This would be ex-
tremely useful for producing shorter sequences so as to reduce
the simulation time by orders of magnitude, while still main-
taining the accuracy of the buffer-loss and delay estimates.

As a first step toward synthetic trace generation, we have
to identify the exact statistical properties of the original clip
viewed at macroblock-level. The first order statistics are
captured by the distribution function. But the buffer occupancy
pattern will depend not only on the distribution of sizes of
macroblocks but also upon the order in which the macroblocks
arrive. Indeed, the buffer loss probability will be drastically
different in a clip in which many big macroblocks arrive as a
burst compared to another clip in which the macroblocks of all
sizes arrive uniformly distributed over time. This information
is captured by the autocorrelation function. Therefore, the first-
and the second-order statistics are the relevant properties of
the video clip that should be preserved in order to preserve the
pattern of buffer storage in an MPEG-2 decoder.

To capture the long-range slowly decaying autocorrelation
function, we need to preserve the Hurst parameter of the orig-
inal data. This will preserve the temporal structure of the arrival
process of the macroblocks. We describe here a method based
on the discrete time Fourier transform (denoted as DTFT), for
synthesizing a trace with the desired Hurst parameter.

The power spectrum of a fractional gaussian noise (FGN)
process has a closed form expression given by

(5)

for and , where

(6)

(7)

The FGN process is widely studied [3] and the closed form
expression is approximated by a simpler expression
[30] in which the infinite summation in (7) is approximated by
a simpler expression. So now we have a simple closed form
expression for the power spectrum of an FGN process.

As shown in Fig. 4, to generate a synthetic sequence of length
, and Hurst parameter , the power spectrum expression is

sampled at equidistant points in the frequency domain lying
in the interval (0, ). Then a sequence of complex numbers
corresponding to this power spectrum is generated; it is a fre-
quency-domain sample path. The complex conjugates of the fre-
quency-domain sample path complete the sequence to make it
a full-length sequence. The inverse discrete time Fourier trans-
form of this sample will then be the time-domain counterpart
with real numbers and having the autocorrelation function im-
plied by the original expression of the power spectrum. Since
autocorrelation and power spectrum form a Fourier transform
pair, the time-domain sample will then have the LRD property
with Hurst parameter .

Up to this point, the problem of synthesizing statistically
similar traces is still partly solved because the intermediate
synthetic data has LRD autocorrelation but still it has Gaussian
distribution around mean zero. Real data from video clips may
not have Gaussian distribution so we need to transform the
distribution function to match a nonGaussian distribution. To
this end, let be the Gaussian probability distribution
function of the time domain intermediate synthetic trace .
Let be the probability distribution function of the original
video clip data obtained empirically. Then, we can generate
the process [31]

(8)

This transformed time series has the same distribution
function as that of the real trace. Thus, we have captured
the first-order statistics of the real-data traces. An important
issue regarding this transformation is that if the process is
a self-similar Gaussian process with the Hurst parameter H,
then the nature of the process will also be self-similar with
the same Hurst parameter H. The main steps in the procedure
can be summarized as shown in the following algorithm.

With this procedure, we can thus synthesize artificial traces
which mimic the original video clip in terms of the first- and
second-order statistical properties. The number of macroblocks
to be generated is now under control and, thus, we can effec-
tively achieve a wide range of compression on the original clip.
In what follows, we apply the LRD concepts to a real multi-
media application.
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1) Construct where rep-
resent the sampled values of the
approximated expression of the power
spectrum [32], and lie equally
spaced between (0, ).

2) Multiply each by an independent
exponential random variable with
mean 1.

3) Construct a sequence of complex
values such that

and the phase is uniformly dis-
tributed in the interval (0, ).

4) Expand the sequence from values
to values by taking complex conju-
gates of the sequence.

5) Inverse Fourier transform of the
full length sequence now gives the
LRD sample path.

6) Transform the distribution function
from the Gaussian distribution to
the empirically observed distribu-
tion.

IV. CASE STUDY: THE MPEG-2 VIDEO DECODER

Our main observation is that the traffic between different
modules for an MPEG-2 decoder exhibits long-range depen-
dence. This is explained through the example of an MPEG-2
video decoder [Fig. 5(a)]. The decoder consists of the variable
length decoder (VLD), inverse quantization (IQ), the inverse
discrete cosine transform (IDCT), the motion compensator
(MC), and the associated buffers [9].

A. Modeling and Measurement Setup

We model the MPEG-2 video decoder using the Stateflow
component of Matlab. Stateflow uses the semantics of State-
charts, an efficient formalism for describing concurrency pro-
posed by Harel [10].

To create the Stateflows model of the MPEG-2 video de-
coder, the sequential C-code of the decoder was split into several
concurrent processes and the communication among processes
made explicit by using synchronization signals. We model the
process graph obtained from the application in Fig. 5(a) fol-
lowing the producer consumer paradigm; that is, we describe
the VLD process as the producer and the IDCT/IQ unit as the
consumer. The VLD decodes the input stream, generates mac-
roblocks, and puts them into the buffer. These are picked up by
the consumer to compute IDCTs and output data to reconstruct
the frames. We assume that all computing processes are mapped
onto the tile-based architecture discussed in Section I and shown
in Fig. 5(b). The remaining unused tiles can be used to map other
applications (e.g. , audio, encryption, etc.).

Using the Mpegstat tool developed at University of Cali-
fornia at Berkeley [13], we analyze an MPEG-2 video stream
and find the detailed information about the macroblocks in the
frames of the video. Depending upon whether a frame is of I, P,
or B type, the macroblocks are processed differently. An I type

(a)

(b)

Fig. 5. (a) Block diagram of the MPEG-2 decoder. (b) Possible mapping of
the MPEG-2 decoder onto the architecture in Fig. 2(a).

macroblock is processed only by the VLD and IDCT. Some of
the P/B macroblocks need to be processed by VLD, IDCT, and
MC blocks with motion compensation performed using one
frame stored in the memory. The P/B macroblocks of “skip”
type do not need to be processed by IDCT, and just a single
frame memory access is needed. Thus, macroblocks follow
different paths in the block diagram and take different time
to process. This results in various traffic patterns for different
video clips.

We monitored the arrival processes at the IDCT and MC mod-
ules and recorded their corresponding traces [that is, Trace 1
and Trace 2 in Fig. 5(a)]. The corresponding traces obtained
were further evaluated using variance-time and methods
mentioned in Section II. Using these methods, we were able to
obtain the variance-time and R/S plots for the two traces. The
results are discussed in Section IV-B.

B. Results and Discussion

Our approach to traffic modeling is “data driven.” We rely
upon five video sequences (Fish, Clouds, Simpsons, Disc_ir,
Hawaii) of different video screen sizes ranging in length from
27 s (113 000 macroblocks) to 1 s (27 000 macroblocks). This
represents all kinds of different scenes as shown in Table I by
the statistics of I, P, and B frames.

We focus on long sequences ( : of data,
where represents the number of bits, which contain the com-
pressed and coded information for a macroblock in a frame of
an MPEG video. Based on statistical analysis of the sequences,
our main finding is that LRD is indeed a characteristic of the
MPEG-2 video traffic traces between different modules of an
MPEG-2 decoder.

The monitored trace file consists of two columns. The first
one records the time measured from the beginning of the trace
until a macroblock of the video stream arrived at a module in the
system. The second column gives the integer size in bits of the
macroblock. The actual traffic therefore consists of alternating
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TABLE I
STATISTICS FOR DIFFERENT CLIPS

sequence of macroblock arrivals and silence periods. We convert
the arrival trace to a time series by averaging the trace within a
window of size as described in [8].

To compute , we perform two tests.

1) The first test corresponds to the variance-time analysis of
the time series as described in Section II-A. The vari-
ance-time plots are obtained by plotting
against . As an illustration, Fig. 6 shows the plots
corresponding to two different video clips (Simpsons and
Hawaii). We ignore the small values of and find the
least square fit line to the graph. The slope of the line
gives the value of the parameter , from which we find
out the Hurst parameter using the formula .

2) The second test corresponds to the R/S analysis of the
time series as described in Section II-C. The rescaled ad-
justed range statistics for different video clips are shown
in Fig. 7.

For convenience, a summary of the estimated Hurst parame-
ters is also given in Table II. As shown the values of lie be-
tween 0.5 and 1, clearly indicating the presence of LRD. Also,
the values of obtained from both methods are sufficiently
close to each other to further support the claim about the pres-
ence of LRD.

There exist other techniques to test the presence of LRD and
estimate the value of H parameter. Some of the methods are
more advanced than traditional variance-time and R/S methods
used in this paper. However, in order to prove the existence of
LRD, it is sufficient to use the most widely used estimators
used in this paper. More discussion about the accuracy of H
parameters estimated using various methods can be found in
[35].

C. Beyond the Tile-Based Architecture

In our experimental setup, the on-chip traffic traces are
recorded for a tile-based architecture communicating using a
network on-chip. However, the simulation results also apply to
other communication architectures (e.g., point-to-point com-
munication between the processors). This is because the bursty
nature of traffic, which gives rise to the long-range dependence
is mainly due to the variations in the number of bytes used for
coding these macroblocks. This variation in the number of bytes
is going to persist even if we have a communication architecture
other than the on-chip network for tile-based architecture. For
instance, we believe that the bursty nature will also be present

TABLE II
HURST PARAMETER VALUES FOR DIFFERENT CLIPS USING TWO

METHODS FOR TWO DIFFERENT TRACES

in the traffic traces for a bus-based communication architecture.
In the case of a bus-based architecture, there is contention for
the bus as a shared resource. This results in blocking among
communication streams depending upon the arbitration policy.
The blocking leads to a variation in the interarrival times of
the macroblocks at each module. The LRD property, by its
very nature of being present across multiple time scales, is
immune to these small variations in the interarrival times of
the macroblocks. The time-scales for which the LRD property
holds, are hundreds, even thousands of times greater than the
interarrival times between the macroblocks (as can be seen
from the Figs. 6 and 7). The small variations in the interarrival
times do not destroy the LRD nature of the traffic, which is
mainly due to the variable sizes of the macroblocks.

V. IMPLICATIONS OF LRD IN DESIGNING ON-CHIP NETWORKS

Beyond its statistical significance, LRD has considerable
impact on queueing performance of on-chip networks. Only a
small number of analytical queueing results are available for
LRD traffic [7].

A. Analytical Buffer Size Prediction

In traffic analyses, we typically deal with time series with
hundreds of thousands of observations. A traffic model for a
particular trace is not necessarily unique. Different models serve
different purposes and, as it has been shown (e.g., [26] and [32]),
the SRD models can be used to predict buffer overflow proba-
bility even in traces which have LRD. However, if we try to fit
the best ARMA model to such a LRD process, then the number
of parameters will tend to infinity. Using an excessive number
of parameters is undesirable as the parameters are difficult to
interpret. So we need to model these processes with parametri-
cally parsimonious models.

Norros in [7] used fractional Brownian motion (FBM) model
which parsimoniously captures the LRD effects. This model
determines the lower bound for the probability that the queue
length exceeds a certain buffer size , under the assumption
of having an infinite buffer

(9)

(10)
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Fig. 6. Variance-time plots for two different video clips at the IDCT module in the [trace 1 in Fig. 5(a)] and at the MC module [trace 2 in Fig. 5(a)] in the MPEG-2
decoder. The graph shows the least square fit line as well as the line with slope�1. The least square fit line can be seen to lie above the line with�1 slope which
shows self-similarity. For large m, the slope of best fit line lies in (�1, 0).

Fig. 7. R=S plots for two different video clips at IDCT module [trace 1 in Fig. 5(a)] and at the MC module [trace 2 in Fig. 5(a)] in the MPEG-2 decoder. The
slope of the best fit line equals the value of the Hurst parameter.
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Fig. 8. The dashed curves indicate complementary queue length distribution plots predicted by (9) and (10) for different video clips. The solid curves indicate
simulation results for an infinite queue with the arrival process following an empirical trace (the consumer utilization is 0.5). The straight lines indicate the prediction
by a short-range dependent model (H = 0:5 in (9) and (10)).

where: is the mean input rate, is the utilization of the queue
(that is, the ratio of average service time to average interarrival
time); and are the Hurst parameter and the peakedness (ratio
of variance to mean) values which can be obtained from plots
like those in Figs. 6 and 7.

To assess the accuracy and impact of our predictions on the
overall performance of the on-chip network, the complemen-
tary buffer-length distributions for two different video traces are
shown in Fig. 8. In these graphs, the dashed curves indicate the
predicted probability values given by (9) and (10), while the
continuous curves indicate the results obtained by simulation.
There are a few conclusions which can be derived from these
plots.

• First, the predicted and simulated curves show a very
good agreement as a function of buffer length. That is, the
small difference between them is because the simulation
corresponds to just one instance of the arrival process
while the analytical formula gives the result averaged
over many traces. That is the reason why simulation
curves, which represent just one instance of the stochastic
process with that particular value of the Hurst parameter lie
close to the curve predicted by the deterministic formula
and sometimes overestimate or underestimate the buffer
length.

• Second, the dash–dot lines (obtained for )
correspond to short-range dependent models (like the
Markovian ones). From the plots in Fig. 8, we can see that
Markovian models significantly underestimate (typically,
1–2 orders of magnitude) the buffer-overflow probabilities
since it assumes the distribution of the arrival process
to be short-range dependent (i.e. exponential). This may
cause severe performance degradation at chip-level.

• Third, as we can see from Fig. 8, the buffer overflow prob-
ability for Disc_ir clip obtained by simulation deviates
from the same obtained by the analytical formula as buffer
size increases. The reason for this may be that the event of
buffer overflow becomes a rare event as we increase the
size of the buffer. In order to capture such a rare event
by simulation, we have to simulate a longer trace. The
Disc_ir clip contains very few number of macroblocks. So
we “enriched” the Disc_ir trace by concatenating Clouds
followed by Simpsons followed by Disc_ir and the bottom
right graph in Fig. 8 corresponds to the simulation of this
edited trace. Again, we can see a very good agreement be-
tween the buffer-overflow prediction by the LRD formula
(9) and the simulation values.

There is also another way of using the plots in Fig. 8 [and,
therefore, (9)] for on-chip network design. For instance, if the



VARATKAR AND MARCULESCU: ON-CHIP TRAFFIC MODELING AND SYNTHESIS FOR MPEG-2 VIDEO APPLICATIONS 117

QoS needed by the target application asks for not more than 1%
of lost macroblocks, then from the first plot in Fig. 8, one can
easily see that we need a buffer length of 9000 b at the IDCT
module. This way, we have a theoretical basis for choosing the
buffer length. On the other hand, the Markovian analysis will
predict a buffer length of 3000 b and that will result in around
10% bits lost (instead of the targeted 1%). This represents a very
serious performance degradation for an MPEG-2 video decoder.
More generally, a multimedia system designer may have a set
of typical video clips (e.g. news reader, weather channel, etc.)
that are expected to run using an MPEG-2 decoder. We can find
the Hurst parameter for each of these clips and use it to predict
different buffer lengths corresponding to the same degree of lost
bits. We can then choose the maximum predicted buffer length
and have a theoretical support for assuring the QoS guarantee to
the consumer.

Last but not least, compared to simulation-based buffer
sizing, the LRD analysis framework offers a fast approach
for buffer sizing. More precisely, for the simulation-based
approach, if we want to assess the impact of changing the
speed of the processors in the on-chip network, then we need
to rerun the simulations all over again for all the typical video
clips. This is extremely time consuming, since tens of hours of
simulation may be needed. Conversely, in the LRD-based anal-
ysis, the value of H will not be affected as it depends only on
the underlying video clip statistical properties. Consequently,
we just need to change the value of the utilization factor in
(9) and (10), and quickly compute the new buffer length. For
instance, the variation in the probability of buffer overflow (as a
function of utilizations , 0.5 and 0.7) is shown in Fig. 9.
For a buffer length of 10 000 b, the probability of overflow is
nearly zero if ; it becomes significant (more than 0.5)
if . This means that the probability of overflowing the
IDCT buffer is higher for a slower processor implementing the
IDCT functionality.

B. Simulation Speedup

In order to evaluate the effectiveness of our synthetic trace
generation procedure, we perform the following simulation.
We look at a set of three actual MPEG clips and obtain their
macroblock-level traces using the Mpegstat tool [13]. From
one particular video clip, each macroblock is assumed to be
arriving at a constant time interval to the buffer at the VLD.
But different clips start sending macroblocks at different times
which are uniformly distributed in one macroblock interval of
one another. Thus, macroblocks from the same source arrive
at regular intervals of one another, but those from different
sources arrive at different times, which are uniformly distributed
within one macroblock interval. All these three sources are
then statistically multiplexed into a common buffer as shown
in Fig. 10.

The server at the buffer is assumed to be serving the
macroblocks at constant drain rate in terms of the number
of bits processed per second. By varying this drain rate, the

Fig. 9. Complementary queue length-distribution plots for different levels of
utilization of the server.

Fig. 10. Experimental setup for evaluating delay and loss for statistically
multiplexed traces.

utilization of the queue can be varied. Using the same setup,
we then replace each video source by a synthetically generated
trace, which is half the length of the original full-length trace
(but having the same Hurst parameter as that of the original
video) and perform the simulations for buffer-loss probability
and delay again. Similar simulation results are available in
the literature (see [32] and [33], for instance) but the analysis
there is carried at frame level and the models used, as opposed
to ours, are Markovian models.

The results of our simulations are shown in Fig. 11. We
can see from the plots that the loss probability curves for
the real trace and the synthetic trace are practically the same
for high levels of utilization greater than 0.25 (Note, that we
are plotting inverse of utilization on the axis). The delay
curves can also seem to be close to each other. Note that the
simulation time for the synthetic traces is reduced to half
because the length of the synthetic trace is half of that of the
original trace. As we increase the speedup, the length of the
compacted trace becomes smaller. Then the buffer overflow
events, which are rare events and occur in bursts due to bursty
nature of traffic, are difficult to capture in simulation. It is
possible to achieve further speedup (more than double) by
using this technique if the compacted synthetic trace is long
enough to get buffer overflow probabilities by simulation.
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Fig. 11. Loss probability and delay for real and synthetic traces using
multiplexed streams.

VI. CONCLUSION

We have presented a technique for on-chip traffic analysis
using self-similar processes. For a recently proposed communi-
cation architecture based on packet switching, we have shown
that, under various input traces, the arrival process at different
nodes, for an MPEG-2 video application, exhibits self-similar
phenomena. Characterizing the degree of self-similarity via the
Hurst parameter helps in finding the optimal buffer-length dis-
tribution, which turns to be the critical issue for the routers at
each node in the on-chip communication network. Finally, a
synthetic trace generation procedure can be used to significantly
reduce the simulation time for calculating the buffer loss prob-
ability and the delay.
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