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Abstract—An ultra-low latency, high throughput internet pro-
tocol (IP) over wavelength division multiplexing (WDM) packet
switching technology for next-generation internet (NGI) applica-
tions has been designed and demonstrated. This method overcomes
limitations of conventional optical packet switching, which require
buffering of packets and synchronization of bits, and optical burst
switching methods that require estimation of delays at each node
and for each path. An optical label switching technique was devel-
oped to realize flexible bandwidth-on-demand packet transport on
a reconfigurable WDM network. The aim was to design a network
with simplified protocol stacks, scalability, and data transparency.
This network will enable the NGI users to send their data appli-
cations at gigabit/second access speed with low and predictable la-
tency ( 1 sec per switch node), with a system capacity of be-
yond multi-Tb/s. Packet forwarding utilizes WDM optical headers
that are carried in-band on the same wavelength and modulated
out-of-band in the frequency domain.

Index Terms—Optical communication, optical components, op-
tical data processing, optical delay lines, optical fiber switches, op-
tical label switching, packet switching, wavelength division multi-
plexing (WDM).

I. INTRODUCTION

T HE evolution of optical networks has progressed from
single wavelength point-to-point data links, to multiple

wavelength fixed data links, and on to fully reconfigurable
multiple wavelength systems. Commercially available network
elements (NEs) such as wavelength add–drop multiplexers,
optical crossconnects, and wavelength amplifiers can be used
to build flexible network architectures that can carry terabits of
information and handle the interconnection of internet protocol
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(IP) routers, asynchronous transfer mode (ATM) switches, and
synchronous optical network (SONET) NEs. But due to the
relatively slow response time of these devices, on the order of
hundreds of milliseconds to tens of seconds, these networks are
limited to fast circuit switching applications, at best. In order to
take full advantage of the possibilities afforded by wavelength
division multiplexed data links, new kinds of network elements
with vastly improved performance are required.

This report details a network implementation that uses a
combination of techniques that have resulted in the ability
to switch individual packets through an optical network ele-
ment without converting the packet from optical to electrical
format, and without the need to signal the network element
in advance of the impending arrival of the packet. An optical
label switching (OLS) testbed has been constructed to realize
data switching and packet forwarding with ultra-low latency,
simplified protocol stacks, and data transparency. Data appli-
cations generated by computer hosts have been transported for
the first time over a packet-switched optical network based
on information coded in an optical header modulated in the
subcarrier domain. This paper summarizes the design and
implementation of an ultra-low latency, high throughput packet
application over an optical label-switched testbed, utilizing
innovative hardware and software solutions. This network will
enable its users to send data applications at gigabit per second
access speed with low and predictable latency.

The approach described in this paper is based on a scheme
employing a subcarrier-multiplexed (SCM) optical header
(carried in-band on the same wavelength) attached to each
optical packet, with an out-of-band modulation (thus making
efficient use of the bandwidth) for packet forwarding. This
method overcomes limitations of conventional optical packet
switching, which requires buffering of packets, synchroniza-
tion of bits, and estimation of delays in each node and each
path. In the OLS testbed, packets are forwarded in the switch
nodes based on the label contained in the SCM optical header
without converting and reading the baseband data payload in
the electrical domain. In this way the packet forwarding is
independent of the payload data format, bit rate, and protocols.
Other network features can also be incorporated in the optical
header in addition to what has been included in the traditional
IP header. Contention resolution techniques in such a network
are currently being addressed utilizing deflection routing and
wavelength interchange schemes, in addition to a preemption
scheme based on packet priority. The header can be swappable
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at each node and therefore scalable for a large growing network
similar to the MPLS approach developed by IETF [1], [2]. New
ultra-fast, optical single sideband (OSSB) subcarrier header
erasing and replacement techniques are being investigated
and demonstrated for swapping the optical labels [3], and an
implementation of this feature is discussed in this paper.

Previously, a number of other techniques have been pre-
sented that transmit the header ahead of the data payload [4],
[5]. These techniques however, require a global knowledge of
the network since they have to account for propagation delays
at each fiber segment and at each network element in order
to calculate the time interval required between the header and
the payload. These techniques may also require a different
wavelength for the optical header and a different wavelength
for the data payload. Using the optical label switching method,
the header and the payload packet travel together and there is
no need to calculate network propagation delays at any node,
thus achieving low-latency and simplified network control.

The remainder of this paper is organized as follows: Section II
provides an overview of the system operation; Section III pro-
vides details regarding the subcarrier header transmitter and re-
ceiver designs; Section IV describes the switch node architec-
ture; Section V describes the switch node controller and the in-
terface between a Network Control and Management (NC&M)
system and the network node controller. Section VI outlines the
testbed demonstration performed, and discusses network fea-
tures and considerations for OLS networks. Section VII de-
scribes a novel optically erasable label swapping technique, and
Section VIII offers concluding remarks.

II. OVERVIEW OF SYSTEM OPERATION

The optical label switching system uses SCM to combine a
data payload with a header containing routing information, as
shown schematically in Fig. 1. The combined signal presents an
analog representation of a data packet to the network that can
be routed by switch nodes. The switch nodes inspect the header
and set the state of an optical switch just prior to the arrival of
the packet. Since the header and packet are coincident, this feat
is accomplished by placing an optical splitter at the input to the
switch node and removing approximately 10% of the power for
header analysis. The other 90% of the power is launched into
a short spool of fiber that delays the packet from reaching the
switch until the header has been analyzed and the switch is set.
The packet may then exit the delay line and travel through the
switch and on to the next fiber transmission link.

The header recovery and analysis are performed by first
sending the 10% sample of the optical signal into an analog
optical to electrical converter. The electrical signal is then
highpass filtered to remove the packet and leave only the
header on the microwave carrier frequency. This signal is then
transformed using a homodyne detection technique that results
in the recovered header signal. The recovered header signal
is launched into a commercial Fiber Channel deserializer and
the resulting 10 B data “bytes” are injected into a header
logic circuit. This circuit performs a fast lookup in a table
that provides the appropriate optical switch setting for each
packet address. The header logic circuit also processes priority

Fig. 1. Subcarrier transmission system.

information carried in the header, so that a high priority packet
may interrupt a lower priority packet that is already using the
desired output port. Each packet header also contains a duration
field that lets the header logic circuit know how long the packet
will need the switch. The header logic circuit then outputs a
signal to a fast optical switch driver circuit that sets and holds
the optical switch for the requested duration.

The optical delay line must have a sufficient length to delay
the packet long enough to accommodate the processing time in
the header logic circuit plus the latency of the optical switch
driver circuit and the switch itself. It is important that all delays
be deterministic and bounded, so that the fiber delay line length
may be calculated. To achieve this goal, the entire header logic
circuit is implemented in one field programmable gate array
(FPGA) logic chip that can accomplish its task in 25 ns. The
most recent design operates a lithium niobate switch in 80
ns, yielding a total switch node latency of 105 ns.

III. SUBCARRIER HEADER TRANSMITTER AND RECEIVER

DESIGNS

The OLS system combines a data payload with a header using
subcarrier multiplexing as described above. The combined sig-
nals are amplified before modulating the optical transmitter. The
system uses amplitude shift keying (ASK) for encoding the mi-
crowave subcarrier used for optical header transmission. ASK
allows for the use of an incoherent receiver, resulting in fast sub-
carrier detection. This is a better approach than the time con-
suming coherent detection process needed when either phase
shift keying or frequency shift keying are used. Each of these
techniques requires locking the local oscillator to the incoming
signal.

An optical receiver at the switching node detects the optical
header. The electrical output of the optical receiver is low-pass
amplified and the baseband payload is filtered out by a high-pass
filter. The subcarrier is split into two paths, with one path having
a delay line. The two subcarrier signals are mixed and the in-
termediate frequency port signal is filtered out by a low-pass
filter. The output from the low-pass filter is the recovered op-
tical header. Successful operation has been achieved with zero
error transmission for more than 10 days with a pseu-
dorandom bit stream at a data rate of 250 Mb/s.
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Fig. 2. Eye diagrams for received (a) data payload, (b) the recovered subcarrier header, and (c) the recovered subcarrier header after the digital amplifier.

Fig. 3. Switch node architecture.

Fig. 2 shows the recovered eye diagrams for Fig.2(a) the data
payload seen by the data link receiver, Fig.2(b) the signaling
subcarrier header before a regenerating digital amplifier, and
Fig.2(c) the signaling subcarrier header after 2R regeneration
by the digital amplifier. The received eye is very wide open,
guaranteeing error free transmission.

The subcarrier multiplexing technique becomes even more at-
tractive for future networks, since new microwave components
with excellent performance continue to be introduced commer-
cially. The high demand for wireless technology has made these
components inexpensive and ubiquitous, and all of the elec-
tronic components in the transmitters and subcarrier demodula-
tors in this demonstration are available at low cost in microwave
chip form.

IV. NETWORK SWITCH NODE DESIGN

The network design is based on the concept of networkedge
nodesandswitch nodes. The edge nodes have transmitters and
receivers as described in the previous section. The switch nodes
function as packet switches in the network. Edge nodes are the
sources and sinks of data payloads, and switch nodes are the op-
tical label switching points within the network. Optical packets
are sent from the edge nodes to a switch node, which then routes
the message, using optical labels, to the corresponding outbound
port of the switch node. A switch node may also include an op-
tical label swapping function that can replace an existing label
with a new one. Optical label swapping is not currently incor-
porated into the existing demonstration testbed but it is one of
the main goals of this research program. A number of experi-
ments have demonstrated the feasibility of a novel approach that
erases and low-pass writes headers without disturbing the base-

band signal. A detailed description of this work is presented in
Section VII.

The system design is intended to separate the contents of an
address header in the optical packet from the data conveyed
in a message. At the switch node (shown in Fig. 3), most of
the optical signal stays in the optical delay line (fiber) while
a small portion of the signal is tapped in order to extract the
routing information from the subcarrier multiplexed optical
header. Wavelength demultiplexers may be used to separate the
optical packets on different wavelengths so that packets can be
processed on a per wavelength basis in the switch node.

A tap on the input fiber to the switch node sends 90% of the re-
ceived power to an optical fiber delay line. The data packet waits
in the delay line while the switch node controller sets the op-
tical switch to the correct state. At the same time, the remaining
10% of the optical power is sent to a subcarrier receiver as de-
scribed in Section II. The subcarrier optical header receiver re-
covers the optical header and sends it in an electrical format to
the switch node controller. The switch node controller extracts
the address and priority information from incoming messages,
correlates it with the information entering the switch node from
other switch input fibers, and calculates and implements the ap-
propriate switch connections. Successfully routed packets may
travel through several switch nodes before eventually reaching
the intended edge node. The packet is received in the edge node
by an interface card where the baseband signal is extracted and
presented electrically in the same format in which it was origi-
nally sent.

V. OPTICAL-LABEL SWITCH NODE CONTROLLER

At the heart of each switch node is an optical label switch
node controller, shown in Fig. 4. The switch node control
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Fig. 4. Optical switch controller.

functions are implemented in hardware in a large field pro-
grammable gate array (FPGA) logic chip. The major functions
of a switch node controller can be broken into NC&M functions
and packet forwarding functions1 .

The NC&M functions include forwarding table update and
alarm and status reporting, which occur on a relatively slow time
scale, on the order of milliseconds. The packet forwarding func-
tions are extremely time sensitive and must occur in a bounded
or deterministic amount of time, on the order of nanoseconds.
Packet forwarding functions begin to operate as soon as a new
incoming packet header is detected. All forwarding functions
must be completed before the packet exits the optical delay
line discussed previously. The delay line length required in a
switch node can then be calculated once the maximum packet
forwarding function time is known.

An NC&M interface is also provided for communication
between a switch node controller and a network management
system (NMS), as shown in Fig. 4. The NC&M interface
provides a path for forwarding table update and maintenance,
and also provides a path for reporting traffic statistical infor-
mation. An NMS sends control messages to the switch node
controller using label switch control protocol (LSCP) and
messages are carried by a TCP/IP socket connection. One of
the primary functions of the NMS system is to update the
switch node translation table. This table provides a mapping
between optical header labels and switch output ports, and is
used in conjunction with data from arbitration logic to route
packets through the switch node. Other functions of the NC&M
interface include forwarding alarm messages and reporting port
usage statistics.

The rest of this section discusses packet forwarding functions.
After the SCM receiver demodulates an optical header, the

serial bit stream is passed to a data deserializer. The deserial-
izer recovers the bytes of the OLS header and places them in a
header buffer. Each wavelength of each input fiber has a corre-
sponding header buffer for incoming headers. Packet processing
is initiated upon reception of a start-of-header byte into a header

1The switch node controller has been designed with the goal of supporting
label swapping features, even though these features are not present in the current
version of the switch node. As system development progresses, these features
will be integrated in the switch node hardware.

buffer. The last byte of the header contains an error code byte
that is computed by the sender. The integrity of the header may
be tested at the switch node by calculating this code and com-
paring it with the last byte of the received header. Any discrep-
ancy indicates a transmission error.

A header buffer stores a complete header, which includes a
source and destination label, priority and authorization bits, and
packet duration. In order to obtain the proper switch configura-
tion and new label, the header buffer generates a read request to
the forwarding table based on the label and priority bits. The au-
thorization bits can allow for wavelength interchange, alternate
path routing, and optical header swapping. A packet duration
field provides information that determines the length of time, in-
cluding interpacket guard band time, that the switch will be oc-
cupied. The request arbitrator provides for the orderly access to
the forwarding table according to incoming label and priority in-
formation. The forwarding table interface generates address and
control signals used to access the forwarding table. The table can
be implemented using a dual-port SRAM allowing one port for
packet processing functions and one port for NC&M functions.
If a swappable header scheme is used in the switch node, a new
label is found in the forwarding table and buffered in the con-
troller, waiting to be synchronized with the data payload.

The priority control and decision section then decides
whether the packet should be forwarded out of a switch node
output port, wavelength converted, or dropped, according to the
forwarding table content and current output port status. After
the decision is made, the controller will produce the appropriate
control signals to set the optical switch and release the packet.

VI. PROOF-OF-CONCEPTDEMONSTRATION

A. Network Testbed Architecture

A testbed has been constructed and is fully functional in op-
eration. It provides the first demonstration of computer-to-com-
puter communication using an optical label switching mech-
anism. A photograph of the testbed is shown in Fig. 5. The
testbed and supporting technologies described in this paper were
demonstrated in the exhibition area of the Optical Fiber Com-
munications conference held in Baltimore, Maryland on March
5–10, 2000.
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Fig. 5. Optical label switching laboratory.

The elemental building blocks of the network testbed are
host/network interface cards (NICs), transmitters, switch nodes,
and receivers. The testbed has four Windows NT workstations
equipped with fiber channel-based NICs. These cards generate
the data payload and optical header that are transmitted over the
network. The header information is subcarrier multiplexed with
the payload and then used to modulate a continuous wave laser.
At the switching nodes, the optical header must be extracted
from the signal by a subcarrier receiver. Both of these circuits
are shown in Fig. 6.

The network hardware is configured as shown below (Fig. 7).
Workstations 1 and 2 can send and receive data from Worksta-
tions 3 and 4. The switch node logic modules use information
contained in the packet header to route the packet and resolve
contention between packets that compete for access to the same
output port.

Data packets are produced by applications running on the host
computers (Windows NT workstations) and are passed down
through software drivers to the network interface card. The ap-
plication also supplies a packet destination address to the NIC.
The NIC then provides the packet and header to the transmitter.
The NIC card design utilizes commercially available transceiver
chips operating at 250 Mb/s. It supplies the packet and header to
the transmitter as an 8 B/10 B encoded digital electrical signal.

The transmission scheme uses the subcarrier multiplexing
technique described in Section 3 to place the packet and header
on the optical fiber simultaneously. The header is mixed with
a local oscillator operating at 3 GHz. The resulting signal is
mixed with the packet and then injected into the modulation
port of a lithium niobate modulator. A continuous wave laser
is used as input to this modulator, and the output of the mod-
ulator is launched into the transmission fiber. The end result is
an analog optical signal that contains the original packet data
in the baseband signal, and an easily separated header signal
traveling along with the packet, but shifted up in frequency by 3
GHz. This signal may pass through optical amplifiers and switch
nodes on its way to the final destination. The amplifiers can

(a)

(b)

Fig. 6. (a) Subcarrier Transmitter. (b) Optical header receiver.

compensate for span losses without disturbing the relationship
between the header and packet.

Eventually the packet and header reach a receiver at the final
destination. An inexpensive receiver is well suited to the task
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Fig. 7. Schematic layout of demonstration network.

of recovering the packet from the baseband signal. Since such a
receiver does not have enough bandwidth to accept the header,
it saves the cost of a low-pass filter that would be required if
a higher bandwidth receiver was used. The packet, now trans-
formed back into its electrical form, is presented to the host com-
puter NIC card, which has a commercial Fiber Channel receiver
chip. The process is complete when the NIC card software driver
presents the packet to an application program running on the
machine.

B. Network Experiments

A terminal communications program was written that allows
users to send messages to each other over the optical label
switched network. The user types in a message, selects the
destination address, sets the priority of the outgoing message
(low or high priority), and then hits the “Send” button to initiate
transmission.

Packets containing information specified in the user interface
program are assembled and an Optical Label Switching header
is built. This header contains source and destination address in-
formation as well as priority information. The packet contains
a message for the remote user application and a checksum that
is used to verify the integrity of the transmitted message. The
data to be sent (packet and header) are placed in a buffer by
the user program. The address of this buffer is then passed to a
kernel mode device driver through an application program inter-
face (API) provided by the NIC card vendor. This API contains
a function call that passes data out through the NIC card and
reports its success back to the application. The user interface
program also registers itself with this API to handle the recep-
tion of messages from the network. The hardware on the NIC
card is configured to transfer incoming messages into a buffer
supplied by the user interface program via a high-speed direct
memory access (DMA) transfer and then triggers a hardware
interrupt which results in a call to the user interface program’s

receive function. This function is used to place the received data
into the Receive Text window of the application program.

Using the network described above various test cases were
demonstrated. The functions shown included Normal Send and
Receive operation, First-Come First-Served switch operation
for packets arriving with equal priority levels, Switch State pre-
emption by High Priority packets, and NC&M system update of
switch forwarding tables. These scenarios are described as fol-
lows.

1) Normal Send and Receive Operation:An address is as-
signed to each workstation. We typically assign addresses 1,
2, 3, and 4 as shown in Fig. 7. Messages can be typed in at
any workstation. Associated with the message are an Outbound
Label and a Priority, assigned via radio buttons from the user
interface. A destination workstation is associated with an Out-
bound Label. The association is created by the Forwarding Table
(Table I) supplied by the NC&M system. A power-on default
table associates Label 1 to Workstation 4 and Label 2 to Work-
station 3, for messages sent from Workstations 1 and 2. The de-
fault table associates Label 1 with Workstation 1 and Label 2
with Workstation 2, for messages sent from Workstations 3 and
4. Messages are displayed in the receiving workstation’s Re-
ceive Text box. For convenience, there is a mechanism for con-
tinuously sending test packets with a given Label and Priority.
There is also a means for periodically sending packets with a
settable (in milliseconds) delay time between packets.

2) First-Come First-Served Switch Operation for Packets Ar-
riving with Equal Priority Levels: In order to demonstrate how
the switch resolves contention between packets, a means for
guaranteeing the presence of a packet on a switch control port
had to be devised. This task is accomplished by sending a packet
that the switch node interprets as an infinite length packet. If, for
example, Workstation 1 sends an infinite packet to Workstation
3, it will force the switch into the straight through or “BAR”
state. A packet from Workstation 2 to Workstation 3 will be un-
able to affect a change from BAR to CROSS state as long as this
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TABLE I
FORWARDING TABLE

second packet has a priority less-than-or-equal to the priority of
the packet that arrived first.

3) Switch State Preemption by High Priority Packets:A
higher priority packet will always be able to get through to its
destination. This can be demonstrated in the network of Fig. 7
by setting up the experiment in the following manner: A low
priority message can be sent from Workstation 2 to Workstation
4 as an infinite length packet. If a high priority packet is now
sent periodically from Workstation 1 to Workstation 4 (every
500 ms), the switch node controller will hold the switch in the
BAR state for the infinite packet, but will switch to CROSS
state every half second for the duration of the test packet
(approximately 250 s). A light on the switch controller blinks
indicating successful preemption by the high priority packet.

4) NC&M System Update of Switch Forwarding Tables:The
NC&M system can send information directly to the switch node
controller to change the association between Labels and Out-
bound Ports (destination Workstations) on a per-fiber basis. For
example, an Outbound Label of 1 coming from Workstation 3
can mean the packet will be destined for Workstation 1 or Work-
station 2, and an Outbound Label of 2 can mean the packet
will be destined for Workstation 1 or Workstation 2. If the For-
warding Table specifies that Label 1 and Label 2 are both des-
tined to Workstation 1, then the Forwarding Table has been set
up to make a circuit switch rather than a packet switch. The for-
warding table from one of the fibers is shown in Table I.

5) Performance:The performance of the OLS system has
been characterized. Measurements were made of the time it took
for the switch node to perform decision and switching functions.
The result was that the switch node could accomplish its task in
well under one microsecond. The breakdown is shown as fol-
lows:

• 40 ns to acquire destination and priority information from
the data stream;

• 25 ns to arbitrate control of the switch and output a new
switch state;

• 10 ns for the LiNbO switch to operate;
• less than 100 ns for the driver circuit to cause switching in

the LiNbO switch.

C. Network Features and Considerations

The testbed described here provides the lowest possible la-
tency for the transmission of data. Packets are delayed at switch
nodes just long enough to determine the correct outbound port
and to set up a connection from the input fiber to that port. If

(a)

(b)

Fig. 8. Optical notch filter responses and optical spectra for (a) ODSB and (b)
OSSB subcarrier labels.

improved technology results in a quicker decision or switching
time, then the fiber delay line can be shortened. The delay line
can be a different length at every switch node—it need only be
appropriate for the type of technology used in each node.

The network design is all-optical between end stations. When
each packet leaves a host computer it sees one long fiber to the
destination computer. This “virtual fiber” can be different for
every packet that leaves a host.

The steering information in the header is decoupled from the
data in the packet. It can be a different format or data rate.
Packets do not even have to be digitally encoded. For example,
analog video could be sent as the payload (perhaps a better term
than packets in this case) as long as the appropriate headers are
sent frequently enough to maintain the connection.

Every packet on a given path experiences the same delay in
traveling to its destination. Packet sequencing and timing is pre-
served by the network, which is an important consideration for
real time computing applications and for streaming audio and
video systems.

In a larger network there may be a choice of paths to a given
destination. A switch node could be built that would allow
packets to take advantage of this or not, as appropriate for each
packet. If the packet is blocked at a given switch node a bit in
the header could inform the switch node that it is acceptable
to deflect the packet to an alternate path. If the bit is not set, it
means it is better to drop the packet than have it arrive late.

The use of optical wavelength translation devices affords
many more possibilities for dealing with contention in the
switch node. Typical WDM systems use a number of fixed
optical wavelengths spaced 50, 100, or 200 GHz apart. With a
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Fig. 9. Experimental setup.

wavelength converter a packet coming in oncould be sent
back out on , for example. The employment of wavelength
deflection would work in an analogous manner to path deflec-
tion, with the added benefit that the optical packet does not
have to perform additional optical hops. Wavelength deflection
appears to be very attractive in this regard since it does not
significantly affect the transmission distance that the packet
travels. If the wavelength translation is sufficiently fast, using
solid state conversion techniques for example, the time delay
variation of packets taking first choice and alternative paths
can be very small.

VII. L ABEL SWAPPING USING ERASABLE OPTICAL

SINGLE-SIDEBAND SUBCARRIER LABELS

A desirable property for label switching networks is the
ability to rewrite all or part of the routing header information
at switching points within the network. This technique is used
in ATM networks to enable the use of locally significant labels
(the VPI/VCI bits) that can be low-pass used with a different
meaning in different parts of the network. Internet Protocol [6]
uses rewritable hop counters (TTL bits) to help prevent routing
loops, and Multi-Protocol Label Switching [7] uses fields in the
Label for both of these purposes. Recently, several complicated
optical label swapping techniques have been demonstrated [8],
[9]. In this paper, we propose a novel technique to simplify and
enable numerous repeated optical label swapping operations
over a national scale optical network, while at the same time
keeping the multi-gigabit/sec data payload intact.

The subcarrier label swapping is accomplished by first
erasing the original label in the optical domain, after which
the light is low-pass modulated with a new subcarrier label
at the same microwave carrier frequency. A notch filter is
employed to erase the old subcarrier by using the reflective part

of a voltage-tunable fiber Fabry–Perot (FFP) filter, as shown
in Fig. 8. However, note that the optical double sidebands
(ODSB) of the data payload and subcarrier label are located
on both sides of the optical carrier, as illustrated in the lower
part of Fig. 8(a). To erase the subcarrier label, both subcarrier
sidebands must be notched out. But this requires that the free
spectral range (FSR) of the filter beexactlyequal to the sepa-
ration of the two subcarrier sidebands. Furthermore, the notch
filter must present a sharp and narrow notch so that the data
payload is not affected. Consequently, it is difficult to design
and manufacture an FFP filter that satisfies both requirements.
This problem, can be solved by using an optical single-sideband
(OSSB) modulation technique [10] to transport the subcarrier
label, so that the resultant optical spectrum contains only
one subcarrier label sideband, as shown in Fig. 8(b). Another
important advantage of using an OSSB microwave subcarrier
label is that, by avoiding the fiber dispersion-induced carrier
suppression effect [10], its transmission distance between
switching nodes can be more than several hundred kilometers
withoutdispersion compensation.

The experimental setup for this approach is shown in Fig. 9.
The transmitting node uses a 50 mW, 1551 nm DFB-MQW
laser and a two-electrode LiNbO-external Mach–Zehnder
modulator (MZM) with a 3-dB bandwidth of 20 GHz and an
insertion loss of 4 dB. A bursty 155-Mb/s ASK subcarrier label
at 12 GHz is applied to a hybrid coupler whose two outputs have

phase shift with respect to each other. These two outputs
are then combined with a bursty 2.5-Gb/s data and inverted data
signal, respectively, through two directional couplers. Note
that the label and payload bursts are both randomly generated,
with each label and payload burst consisting of 20 bits and 53
bytes, respectively. Two low-pass filters (LPFs) with a 3 dB
bandwidth of 2.4 GHz are used to prevent the tails of the 2.5
Gb/s NRZ data from interfering with the ASK subcarrier. The
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Fig. 10. Spectrum analyzer displays (a) before and (b) after the OSSB
subcarrier label is suppressed.

two combined NRZ data and ASK subcarrier outputs are then
used to drive the two electrodes of the MZM, respectively. Fig.
10(a) shows the spectrum of the transmitted baseband 2.5 Gb/s
data and the ASK microwave subcarrier label.

In the switching node, the received optical signal is split into
three paths. The first path is simply a data payload receiver
which consists of a 50--terminated photodiode, a DC-14 GHz
amplifier, and a LPF. The second path is a label receiver which
consists of a 50--terminated photodiode, an 8–12 GHz am-
plifier, a downconverter with IF frequency at 550 MHz, and an
ASK envelope detector. The eye diagram of the received data
payload and the bursty 20-bit label are shown in the insets of
Fig. 9. The third path is the path where the label swapping takes
place. The optical signal is reflected by an FFP filter via an op-
tical circulator, so that the old subcarrier label is notched out.
The FFP filter has an FSR of 1500 GHz, a finesse of 100, and a
reflection loss of 1.5 dB. Fig.10(b) shows the microwave spectra
after notching. The subcarrier label is suppressed by 25 dB at
12 GHz, while the 2.5 Gb/s payload experiences only 2 dB loss.
The optical signal which had its subcarrier label suppressed is
subsequently passed through a polarization controller and an-
other MZM. At the MZM, the optical signal is remodulated with
a new ASK subcarrier label, which has the same carrier fre-
quency and optical modulation index (OMI) as those of the old
subcarrier label. At the output of the switching node, an EDFA
with an output power of 12 dBm is used. Note that the lengths
of the first and second fiber spans in Fig. 9 are 48.4 and 47.8
km, respectively.

In the destination node, the same data payload and subcar-
rier label receivers as those in the switching node are used. The
bit-error-rate (BER) of the payload and the label are measured
by a burst-mode BER tester. With its burst clock and trigger, the
BER tester can synchronize the received payload or label pat-
tern to the stored pattern such that the corresponding BER per
burst can be obtained. The bursty 20-bit sequence of the received
new subcarrier label (after one-time label swapping and 47.8 km
of transmission) and the eye diagrams of the baseband payload
(after 96.2 km of transmission) are shown in the insets of Fig. 9.
Since 25 dB of the old label power is suppressed by the notch

(a)

(b)

Fig. 11. (a) 2.5 Gb/s and subcarrier label receiver sensitivities as functions of
the 2.5 Gb/s rms OMI. (b) Burst-mode BER versus receive optical power for
2.5 Gb/s payload (random, bursty 53-byte sequence), and for subcarrier label
(random, bursty 20-bit sequence) before and after remodulation.

filter, the residual old label has negligible effect on the low-pass
modulated new label. However, the carrier-to-noise ratio (CNR)
of the new label is degraded by the intermodulation noise caused
by the beating between the baseband data and the new subcar-
rier label. This CNR degradation results in power penalties in
receiver sensitivity, and is dependent on the route-mean-square
(rms) OMI of the baseband data. Experiments showed that if
the data payload receiver and the ASK subcarrier label receiver
require the same received optical power, and if the ASK subcar-
rier label’s OMI is 17%, the optimum rms OMI of the baseband
data is 20%, as shown in Fig. 11(a). Under this condition, there
is less than 0.5 dB power penalty (for BER ) when com-
paring the burst-mode BER performance of the bursty subcarrier
label before and after remodulation (which is due to the inter-
modulation noise just mentioned), as can be seen in Fig. 11(b).
The bursty 2.5 Gb/s payload is essentially unaffected by the
switching node, as can be seen from the burst-mode BERs be-
fore and after label swapping.

VIII. C ONCLUSION

We have implemented, for the first time, a proof-of-concept
optical-label switching network testbed demonstration using
four computer-based hosts and two optical cross-connects as
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the switch nodes, in order to perform data switching and packet
forwarding. This testbed provided the first ever demonstration
of computer-to-computer communication using an optical-label
switching mechanism. Data applications generated by the hosts
have been transported over a label-switched optical network
based on information coded in optical headers modulated at
250 Mb/s and multiplexed at 3 GHz subcarrier frequency.
At the switching nodes, the optical headers are stripped and
examined, and the optical switches are switched accordingly.
The total delay of approximately 105 ns at the switching
node is dominated by the speed of the driver circuit for the
lithium niobate optical switches. The header content in this
proof-of-concept, early demonstration, carries preamble bytes,
forwarding labels, packet duration, and priority information.
This network will enable the future users to send data at high
access speed of1 Gb/s with low and predictable latency of

sec per node in high throughput, scalable NGI networks.
Significant progress has also been achieved in the area of

label swapping. We have successfully demonstrated a novel sub-
carrier label swapping technique by using OSSB modulation
and an optical notch filter. The label swapping can be repeated
numerous times over a long distance network without disper-
sion compensation because the subcarrier label is reset at each
switching node and because of the inherent transmission advan-
tage of OSSB modulation. Future work includes the integration
of optical label swapping in the switch node hardware and in
turn in the testbed demonstration.

The demonstration system is evolving as new technological
growth areas are identified. In particular, attention is being paid
to putting greater capability and more intelligence in the switch
node. Larger routing tables and the ability to gather statistics
for network management functions will be required. Multiple
wavelengths and higher line speeds are also anticipated. Fur-
thermore, we have been studying and designing network con-
trol interfaces, as well as label distribution and switching control
protocols between the IP and WDM layers, which will interop-
erate with the existing Internet protocol.

The final goal of this project is a testbed demonstration that
will incorporate optical-label switching with network control in-
terfaces, and feature multiple wavelengths, multiple priorities,
contention resolution techniques, optical label swapping and
multigigabit packet rates.
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