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Abstract— Serial concatenation of simple error control codes
and differential space-time modulation is considered. Decoding
is performed iteratively by passing symbol-wisea-posterioriprob-
ability values between the decoders of the inner space-time code
and the outer code. An extrinsic information transfer analysis is
used to predict thresholds for outer convolutional codes of various
memory orders and a simple outer parity check code. This par-
ity check code is well matched to the inner differential space-time
code and achieves a bit error rate ofl0~° less than 2 dB from the
Shannon capacity of the fast fading multiple antenna channel. The
differential space-time code can also be used to generagepriori
information in the absence of channel knowledge. This informa-
tion can be exploited by a channel estimator inserted into the de-
coding iteration. It is demonstrated that the inner space-time code
provides soft training symbols from periodically inserted training
symbols. The reliability of these soft training symbols does not de-
pend on the speed of the channel variations, but on the structure
of the inner code and the signal-to-noise ratio. Simulation stud-
ies confirm these findings and show that the proposed system with
no initial channel knowledge achieves a performance very close to
that of the system with perfect channel knowledge.

Index Terms—differential modulation, space-time codes, itera-
tive decoding, channel estimation

I. INTRODUCTION

The tremendous growth of wireless communications servic®

gains in link quality and therefore capacity. Classically, diver-
sity has been exploited through the use of either beam-steering
(for antenna arrays with correlated elements), or through diver-
sity combining (for independent antenna arrays) [8, 9]. Use of
these array processing techniques can achieve any combination
of the following: (a) Reduction of multiple access interference
through the “nulling” of strong interferers. Such techniques are
complementary to (and share the mathematical formulations of)
multiple-user receivers such as the decorrelator and MMSE fil-
ter [10]; (b) Mitigation of fading effects by averaging over the
spatial properties of the fading process. This is a dual of inter-
leaving techniques which average over the temporal properties
of the fading process; (c) Increased link margins by simply col-
lecting more of the transmitted energy at the receiver.

More recently it has been realized that coordinated use of
diversity can be achieved through the use of space-time codes.
Rather than relying solely on array processing of uncoded trans-
missions, forward error correction codes which add redundancy
in both the temporal and spatial domains are designed specifi-
cally for channels with multiple transmit and receive antennas.
There are currently two main approaches to realizing the capac-
ity potential of these channelgoordinatedspace-time codes
gdlayeredspace—time codes.

over the past decade motivates the design of power and freCoordinated space-time block codes [11-13] and trellis

quency efficient portable communications devices. Applic§odes [14-18] are designed for coordinated use in space and
tions such as mobile computing, video transmission to mobffg"e- The data is encoded using multi-dimensional codes that
devices and other high-speed data services have increaseF@ the transmit array. Trellis codes are typically decoded us-
demand for higher data rates, from 64bits/s in enhancementd@ the Viterbi algorithm. Such codes are efficient for small
current second generation cellular systems, to 2Mbit/s in né¥f@ys, and can achieve within 3 dB of the 90% outage capac-
generation mobile services, and beyond. ity rate calculated in [3]. A serious obstacle to extension to
Regardless of advanced coding techniques such as turlf§ger arrays however is the rapid growth of decoder complex-
codes [1], channel capacity remains an unmovable barrier. THeWith array size and data rate: the number of states in a full-
need for higher and higher data rates can no longer be Sgb/_er&.ty sE)alc%—tlme trellis code fartransmit antennas wnh
ported by simply allocating wider frequency bands, and thGidte 12 is 2¢~ V. The other approach uses layered space-time
other methods of capacity increase have been researched he@ges [19-21], where the channel is decomposed into parallel
ily in the past decade. One promising technique is the useHpgle-input, single-output qhannels. The receiver §uccesswely
multiple transmit and receive antennas. Such systems can tH#@r0des these layers by using antenna array techniques and lin-
retically increase capacity by up to a factor equaling the numi&" O non-linear cancellation methods. Both approaches show
of transmit and receive antennas in the array [2—6]. much promise, but the latter is more scalable. It also has the ad-
Spatial diversity has been proposed for support of Vep&antagethat available technology such as standard error control
high rate data users within third generation wide-barfePdes can be more easily integrated.
Code-Division Multiple Access (CDMA) systems such as Much of the space-time coding literature assumes the avail-
cdma2000 [7]. Using multiple antennas, these systems achi@dlity of good channel estimates, which are required for decod-
ing. In the absence of channel knowledge, the capacity gains
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space-time modulation schemes. Codes for use in differenfiadling and quasi-static fading channels with perfect channel
schemes have been designed both using a group structure orktiwavledge.
code and without such algebraic constraints.

space-time code or space-time modulation [55-63]. This line ﬁ’él
research is also motivated by the near-capacity achieving per-
formance of such concatenated codes on other channels. AAll of the approaches just described either assume perfectly
overview in the area of concatenated space-time codes maykpewn channel state information, or use simple channel esti-
found in [64]. mation techniques in conjunction with training sequences or pi-
In [57], serial concatenation of an outer standard space-ting symbols. Apart from rank criteria, no particular efforts are

trellis codes and with a bank of inner rate 1 recursive codes wagde to optimize the error control codes in these concatenated
considered. The outer code produces symbol vectors which 8¢8emes.

separately symbol interleaved. Each stream is sent through &, this paper we show that the serial concatenation of a sim-
separate inner recursive code with polynomial D. A quasi- ple error control code and a differential space-time code of
static channel was used, which was assumed to be perfegiygerate size can practically achieve capacity on low signal-to-
known at the receiver. noise ratio channels. This defines a decoder structure with man-
In [60], the authors consider space-time codes for 2-transmigeable complexity and near-optimal performance. We pursue
2-receive antenna systems based on serial and parallel tufdoapproach motivated by turbo decoding methods. The main
codes. They develop a rank criteria for determination of the rgrez is to use a serially concatenated coding system in which the
sulting diversity. They consider a parallel concatenation basggher code is a short differential (recursive) space-time code.
approach in which a parallel turbo code is followed by punerhe outer code consists of a simple high-rate code, such as
turing and interleaving of each branch and transmission ovglconvolutional code or even a parity check code. Exploiting
separate antennas. For the serial approach [57], each output@aurbo principle through iterative decoding, this arrangement
space time trellis code is separately interleaved and fed into sggn, virtually achieve the Shannon limit of the multiple antenna
arate recursive encoders and transmitted over separate anterdigsnel, even with an outer code so weak that it cannot cor-
They consider both quasi-static fading and time-varying fagact single errors, and an inner code that is catastrophic. We
ing channel (.001 and0.01 normalized Doppler) and achievefyther exploit the differential property of the inner code to pro-
2 bits/sec/Hz at 2.5 dB from outage capacity. Perfect chanR@le a-priori estimates of the fading channel, for use in an iter-
knowledge was assumed. ative channel estimation scheme. As the decoder iterates, both
In [55, 59], a form of turbo-coded space-time modulation ighe quality of the data estimates and the channel estimates are
considered. The scheme uses serial concatenation of a stanqﬁfﬁoved_ We find that this technique requires very few pilot
turbo code with an interleaver, serial-parallel converter andsgmbols (since the transmitted data itself acts as soft, or uncer-

space-time modulator. The quasi-static fading channel is usgh training) and results in very little degradation compared to
and points 4 dB from capacity are achieved for a 2-transmferfect channel knowledge.

2-receive system. This is improved by about 2 dB with use of ) . he ini
iterative demodulation. Separate channel estimation based off€/ated independent work appearing subsequent to the ini-

pilot sequences was also considered with a loss of about tigg publication of our methods [68’_69] can be found in [49:
dB. 50, 70-76]. Related independent prior work [77], using a simi-

In [65], the authors consider the parallel concatenation @fr serial concatenation of convolutional codes and differential

recursive systematic space-time trellis codes to operate appsice-time modulatlon, n conjunction with iterative decodl_ng
bits/sec/Hz over a 2-transmit 2-receive antenna quasi-static f&&—d per-survivor processing [78] was bro_ught to our attention
ing channel. Antenna 1 transmits systematic symbol and a\ﬂ—the latter stages of the preparation of this paper.
tenna 2 transmits alternating parity symbols. Channel estima-The paper is organized as follows. In Section Il we intro-
tion was not considered and points 2.5 dB from outage capadilyce our mathematical model of the space-time channel. In
were achieved. Section Il we discuss the differential space-time modulation
In [66] a rank criteria is developed and they consider the ratfeat will be used as an inner code in our concatenated system.
1/3 parallel turbo code from [67]. They design the interleavéterative decoding with perfect channel estimates is described in
to ensure full diversity and use BPSK modulation to achiev&ection IV. In Section V, we use extrinsic information transfer
1 bit/sec/Hz with either two or three transmit antennas andcharts to determine operation thresholds for these concatenated
single receive antenna. Channel estimation using pilot symlaaldes, which are compared with simulation in Section VI. In
aided modulation was considered resulting in a 2-3 dB loss 8ection VII we show how the differential space-time code can
performance on fast fading channel with .01 and .001 normdde used to provide initiad-priori symbol estimates which are
ized Doppler rates. then used by an integrated channel estimator to refine channel
In [61], the authors design parallel concatenated space-tiesimates successively with the iterations of the decoder. The
turbo codes based on constituent space-time trellis codes garformance of this technique is shown using simulation in Sec-
their recursive form). These codes are simulated over both féien VIII. Section IX contains concluding remarks.

s with(0.01 and0.05 normalized Doppler.
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I[l. SYSTEM MODEL respect to decoding these codes with complete channel knowl-

Transmission takes place over a channel wittansmit an- €dge. These DSTCs are based on unitary matrices with a group
tennas and receive antennas, as shown in Figure 1. At timgiructure, forming a space-time group cbdén such a code,

k =1,...,n, each transmit antenria= 1, ..., ¢ selects a com- €ach codeword takes the for@ = DQ, whereD is a fixed
plex symbolc;;, which is modulated onto a pulse wavefornd X n matrixandQ € Q belongs to a group (under matrix mul-
and transmitted over the channel. The vedtog, cor, . . ., ]  tiPlication) of unitary matricesQQ* = L. Then columns of
is referred to as apace-time symbolAt each receive antennaC are transmitted as consecutive space-time symbols.
j=1,...,r the signal is passed through a filter matched to the N particular, we shall illustrate the basic ideastfer n = 2.
pulse waveform and sampled synchronously. If the channel d&r convenience, define the matrices

lay spread is negligible and fading conditions are approximately ,

constant over, symbols, the samples taken by receive antenna QO = <(1) (1)) Q¥ = <g) Oj)

j can be modelled ag;, = /p/t >_i_, Hjicir + 11, Where
Hj; is the complex fading path gain from transmit antent@ QW = ( 0 1) Q® = (0 j)
receive antenng, n;, is a complex circularly symmetric Gaus- -1 0 J 0
sian noise sample, andis the signal-to-noise ratio per receive

antenna. and correspondingl@") = —Q®, Q® = —Q®), Q® =
It is customary to collect the transmitted space-time sym-Q'* andQ(” = —Q(®). Then the following defines a qua-

bols into a codeword matrixC; € C**™ with elements:;,, in  ternary phase shift keyed (QPSK) group cbde

which the rows correspond to different transmit antennas and

the columns correspond to different symbol times. Considering Q= {Q(O), Q... Qm} (2)

a sequence aof, codeword transmissions;, Cs, ..., Cy, the
. 1 -1

channel can be written as D= <1 1 ) 3)
Y= \/leCl + N, (1) psTCs can be differentially encoded and decoded in a way

. . . . very similar to PSK. At the start of transmission, the transmit-

XM _ Xt

)[/;/]hereﬁtg ef((fi di 'S thtil th recelr\gd mgirf;ﬂl N (Ct' 'Sf ter sends the code matrX, = D. Thereafter messages are
€ matrix ot fading path gans, ane; < IS a matrix o differentially-encoded: to send the information sym@ble Q

noise samples. ; N )
Independent Rayleigh fading may be modelled by selectir(ljgﬁIrlng symbol timé =1,2,..... the transmitter sends

the elements oH,; as unit variance complex Gaussian random C=C .G (4)
. . .. . . .. . I — -1
variables with i.i.d. real and imaginary parts. We distinguish

betweerfastfading, in which theHl. evolve according to pro- The group property guarantees ti@tis a codeword ifC;_; is
cess whose dominant frequency is much faster thain but a codeword. Like differential PSK, there is a simple differential

slower thanl/n, and quasi-staticfading, in whichH;, is se- receiver [33] forG; based on the two most recent blocks. This
lected independently and then held constant for groupé ofreceiver computes
code matrices (corresponding to a single packet). In the fast R
fading case, it is mutual information averaged over the channel G =maxRtrGY;Y, 1, (5)
e . . Geg
statistics that is used to calculate channel capacity, whereas for
the quasi-static case, it is outage capacity that is of interest. Performance results for ttguaternion codg?2) can be found
o in [33].
Hiy DSTCs provide an essential building block for space-time
H@ Yk systems that can operate with or without channel estimates at
the receiver. Thus far, most work on space-time coding has
Mk L assumed that perfect channel estimates are available at the re-
— | Space ceiver [11, 19, 79-81]. In certain situations, however, the chan-
bl nel may change so rapidly as to make reliable estimation of the
™ channel difficult, or may require too much overhead in terms of
pilot symbols, or perhaps we want to avoid channel estimation
in order to reduce the cost and complexity of the handset.
Figure 2 shows the structure of the proposed serially con-
catenated code. For convenience, encoding is performed on a
Fig. 1. A fading channel with multiple transmit and receive antennas. symbol by symbol level.
For each 4-ary input symbol, the rat¢3 outer codeC out-
puts a single 8-ary symbol. For convenience we shall con-
[1l. DIFFERENTIAL SPACE-TIME TURBO CODES sider these symbols to be membersZaf = {0,1,2,3} and

We shall f n the differential -tim DST
e shall focus on the differentia space-time codes ( S ClGroup structure is not necessary for the design of a DSTC, and is not re-

of Hughes [32-35], which can be_ der_nOdU|ated _Withou_t Ch?‘ﬁ‘ﬁired for the decoding methods that we describe.
nel knowledge, at a loss of 3dB in signal-to-noise ratio with2?As described in [33]Q is isomorphic to Hamilton’s quaternion group.

Space
— Time
Encoder

Yrk

Hyy Tk
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Zg ={0,1,...,7} respectively (although we do not invoke the

ring axioms usually implied by this notation). We shall consider 1 APP1
the standard maximal free distance convolutional codes [82, p. 0 4@* L .
495] with 4, 16 and 64 states (corresponding/te= 1,2 and -
3) as well as the simplé3, 2) parity check code. The mapping

from binary toZ, andZs is not a topic of this paper and the

natural mappings are used.

The stream ofZs symbols are passed through a lendth -
symbol interleaverr. These interleaved symbols are then input T @ APP2| |
to the differential space-time encoder (the interleaved symbols
2 € Zsg are mapped.s — Q according toz — Q(*)). Inthe o
case of thé3, 2) parity code, bitinterleaving must be used sincg'd: 3 Sympol-wise iterative decoder.
the code has no dependencies between symbols. The mapper
takes eact2 x 2 matrix output by the inner differential code -
and transmits it using two consecutive space-time symbols,R§gbability vectors{p, },

described earlier. p1 = [Pr(Gr = QUYL -+, Pr(G1 = QM=D|{Y 1],
— (6)
(e Map cu using an adaptation of the standard implementation of the APP
( J ‘ e algorithm [86] (the differential constraint is represented in the

|

S

Unit
Delay

—

Q
‘ usual way using the trellis upon which the decoder operates).
Similarly, the APP algorithm can produ@eposterioriproba-
bilities on the coded symbols;.

Differential nner Code Given perfect channel knowledge, the algorithm uses the co-
bl shah g herent branch metrics,

Fig. 2. Concatenation of an outer code with a differential space-time modula-

tor. Pr(Y;| Q) = aexp (_”Yl - HZDQH%) (7)

where|| - || ¢ is the Frobenius norm and is a normalization
factor.
The a-priori information is removed from the output by
IV. ITERATIVE DECODING WITH CHANNEL INFORMATION  element-wise division. The resulting “extrinsic” information

Ty
. : . . . o is given as
Since the differential space-time modulator is an infinite |m{—pl bisg

pulse response filter, it fits the requirements of an inner code for . _ A A A

a serially concatenated coding system [83]. We now describe gl = o [pW)/pr (1) 2 (2)/i’ (2), - 2 (M) /o7 (M)
symbol-wise turbo decoder [1] for the differential space-time _, N Ay

turbo code, in the case that the receiver has perfect knowledg(f‘e - Z pi()/p

of the channel matriceHd;. This decoder is of independent in- ’ 8)
terest, since it forms the basis of the decoder for the case in

which the channel matrices are unknown. We shall also sege extrinsic probabilities are deinterleaved in order to coincide
that using very simple constituent codes, we may achieve pgjith the symbols entering the outer APP decoder. This second
formance very close to the fast-fading ergodic capacity for lodecoder operates on the outer cadet uses{p}’} asa-priori
signal to noise ratios. information, and calculates nem+posteriori probabilities on

The decoder is shown in Figure 3. The inreposteriori the encoded symbol&, according to the APP rule. The new
probability (APP) decoder operates on the (fully connectegxtrinsic probabilities are calculated using (8). This process is
trellis of the DSTC. This is followed by deinterleaving and APRerated until a certain stopping criterion is reached.
decoding of the outer code. Extrinsic information on the space-in case of very short outer codes such as (the) parity
time symbols is fed back to the DSTC decoder, which usesclieck code, bit interleaving needs to be used, and hence ex-
asa-priori information in a new decoding cycle. Such turberinsic probabilities for the information bits are generated by
decoding systems have been studied for the concatenatiomgirginalizing the values obtained in (8). Likewise, the output
standard convolutional codes with differential PSK, and vepjt probabilities of the outer code are combined into symbol
good error performance, rivaling that of turbo codes, have begibbabilities.
reported [84, 85]. The inner decoder for the space-time differ-
ential code takes two inputs, the sequence of channel values
{Y:} = {Yo,Yy,...}, anda-priori information on the input V. EXIT ANALYSIS
symbols in the form of a sequence of probability vectgss }, In this section we modify and apply the extrinsic information
wherep! = [Pr(G; = Q),--- ,Pr(G; = QM~1Y)], and transfer analysis [87-90] to our serially concatenated system.
M = |QJ. It calculates the sequence of out@uposteriori This will give us a tool to predict the “turbo cliff” of our system
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3 T T T T .
and let us design and choose the outer code required for best 7
performance. 4
Consider a single APP decoder. It operates on two inputs, the | 4

channel output¥’;, (which may be absent if we consider the -

outer decoder), anatpriori input informationp;*. The decoder
generates extrinsic probabilitigg’ according to (6) and (8). o,

Let the i.i.d sequence of random variablés Vx, ...,V be 1048

the transmitted symbols. Under the assumption of long randgm s a8
interleavers, the corresponding sequence of random vqxs;(’ors.i> I
are i.i.d, as are thp”. Define the random variablég A and o
E according top(V, A) = p(Vi, p{*) andp(V, E) = p(Vi, pf)
(note that these distributions are independent, afue to the = | Z
independence assumption). We can now define mutual infor- ,
mations/(V; A) between the “true” symbol%™ and the input
a-priori probability vectors, and (V; E) betweenV and the 7 (3.2) Parity
output extrinsic probability vectors. Note that this amounts to ,/
treating the prior and extrinsic probability vectors themselves
as the random vectors of interest (as opposed to considerin% ! ‘ ‘
the random variables taking these vectors as their distributions). o 1 2 3

This makes sense, since it is from these vectors that the final de- La inner, I outer
cisions will be made Fig. 4. Extrinsic information transfer chart for serial concatenation of 4, 16,

. . . . b4-state convolutional codes and {{3¢2) parity check code with the differen-
The plot of I(V, A) versusl (V, E) is known as extrinsic in- tja| space-time code. 12) parity

formation transfer (EXIT) chart. By plotting the EXIT charts
for the inner and outer code on the same axes, the convergence
properties of the concatenated system may be predicted, as de- V1. SIMULATION RESULTS

scribed in [87-90]. Figure 5 compares the performance of the differential space-

Dge_to the_ non-l!negr qperatlon of the APP decoo_le_r, trfﬁ"ne turbo coded system using the various outer codes dis-
multi-dimensional distributions(V, A) andp(V. E) are diffi-  \,sse4 apove. The channel used is assumed ta be a= 2
cult to obtain analytically. We therefore estimate these mj%’

inner, I

-

. lo simulati  the individual cod ncorrelated fast Rayleigh fading channel, i.e., each channel
sures using monte-carlo simulation of the individual codes pf ., H, is independently drawn from 2 x 2 matrix of in-

intere;t (the DETIC e}nd éf;g_?onvcilut.ional c%def). Fu(;t.her (iet .gpendent complex Gaussian distributions, and the decoder is
re?:gr mg:yn;] o-W|rs]e EXITanha yS|]:s may be found in [9 1 hfurnished with ideal channel side information. The interleaver
igure 4 shows the chart for our system using t Ieength was 100,000 symbols, and 100 decoding iterations were

DSTC as the inner COddf( N IW’ A) on the horizontal axis, performed (smaller numbers of iterations result in less steep
Ig = I(V, E) on the vertical axis) and 4, 16 and 64 state ma urves)

imal free distance_ra@/s convolutional ches [8_2’ p. 495] as The 4, 16 and 64 state outer convolutional codes result in
the outer code (thick linesY § on the vertical axis/g on the thresholds of approximately 1 dB, —1.35 dB and—1.25 dB

horizontal axis). The DSTC curves (thin lines) are for Vario%spectively, which agree with the predictions of the EXIT anal-

signal-to-noise ratios, ranging from -1.5 dB to -1.0 dB in Stepg;iq The threshold for thes, 2) parity code is similar to that
of 0.1 dB. From the figure, we see that we expect the turbe .. 16 state convolutional code. at abeut3s dB
threshold to occur at about -1.2 dB for the 64 state outer code his code rate (1 bit per char,mel use) andtféf =9

-1.3 dB for the 16 code and -1 dB for the 4 state code. We al§gy ity is at -3.1dB [2]. Thus the concatenated coding system
expect that the 16 and 64 state outer codes to result in fagter, 5 -hieve bit error rates d—° at about 1.75dB from capac-
convergence, since the path between the inner and outer CUNMEEq; the parity outer code). However, this code also requires

are more open for these codes. the most iterations as predicted by the EXIT analysis. By way

The(?.” 2) parity check code (dashed_line) has an even IOWSf comparison, the 16 state convolutional code achieves a BER
turbo cliff at about—1.4 dB. Its curve is very well matched ¢ ;-6 4 Ey/No = —1.3 dB after 25 iterations, whereas the

to the shallow curve of the inner decodgr. Furthermor.e, ﬂf5‘?arity code requires 45 iterations to achieve the same point.

APP decode_r for this parity che_ck code is extremely S|mple,We may also compare these results to those for (non-

and_ can be |mpleme_ntgd_by a S|mple_ lookup table. From tlE!Sncatenated) space-time block codes. As reported in [64, Fig.

parity check constraint it is quite straight forward to calculatf()] the 1 bit/sec/Hz BPSK Alamouti code [11] with= 7 — 2

the output extrinsic bit log-likelihood ratio as achieves BER0~3 at E;,/N, = 7 dB. The corresponding 1
1+ exp(A(bg) — M (b bit/sec/Hz QPSK code with = 4, » = 2 from [12] achieves

AE(by) = A4 (bs) + log (1 n expEAAEb?); " AAEb2§§ . (99 BER1073 at aboutE);, /N, = 5 dB.

3 2 In [64, Fig. 26], results are given for turbo space-time codes
whereb,, by, b3 are the bits that make up a single parity chectormed by the concatenation of standard convolutional codes
codeword. It is clear however that many iterations may be reith the QPSK Almouti code [11] resulting in 1/bit/sec/Hz. Us-
quired for convergence. ing a constraint length 5 outer code, BER 3 is achieved at
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Ey,/Ny = 4.5 dB. Increasing the constraint length of the outes(C;) which are used to form channel estimates to be used in
code to 9 improves this result #6, /Ny = 3.25 dB. subsequent iterations by a channel estimator discussed below.

It is easy to see that the symbol posteripf&;) at the out-
put of decoder APP 1 are identical to its input (10), i.e., without
channel knowledge APP 1 cannot improve the symbol prob-
abilities. These are deinterleaved and fed into the outer de-
coder APP 2, which generates new symbol prigi&;). At this
point, further reuse of the differential decoder can be shown to
be of no use, and the system switches to “coherent” operation in
the next iteration. With the switch in position A, priosG;)
are used from the previous iteration, together with the channel
estimated; using the coherent metric (7) (treating the channel
estimates as if they were exact). At each iteration improved val-
uesp(C;) are also generated by the inner decoder APP 1 which
in turn generates improved channel estimales

The transmission channel (1) is linear, and therefore well-
1076 ‘ ‘ ‘ ‘ ‘ ‘ ‘ documented optimal linear estimators exist. In particular the
A R Eb/{)ogdB 06 04 02 0 minimum mean square error (MMSE) estimator can be formu-
Fig. 5. Performance of the serially concatenated system with several oJ@ed asH = RHYRYYY whereH = [Hl’ o HL} and
codes for a fast fading channel. = [Y4,...,Y.]. The covariance matrlces are given by

RHY = E[HY*} andRyy = E[YY*]. These covariance
matrices need to be estimated using not only the statistics of the
channel, which are Gaussian, but also the statistics of the trans-
VII. | TERATIVE DECODING WITHOUT CHANNEL mitted symbolsC;, whose individual symbol probabilities are
INFORMATION furnished by decoder APP 1 at each iteration.

We now describe an iterative decoder that makes use of theeven a cursory complexity study of this MMSE filtering ap-
differential property of the inner code to begin. This iterativgroach reveals that it would dominate the complexity of the
decoder is shown in Figure 6. entire receiver, especially given the very simple soft compo-

In the case that the channel is not known, the differentigknt decoders for the small error control codes used. Moti-
property of the inner code may be used to provide initial (nNoRated by [92-94], we pursue a simpler estimator, in particu-
uniform) priors to the inner APP decoder on the space-tinigr, we reason that from the first moment equatiofy’;] =
symbolsG; via V/p/t H;E[C)] an instantaneous symbol-wise estimate of the

channel is found as

1

64 state

P(Gi]Y;) xexp (Rtr GY;Y,-1). (10)
This is the function of the Soft Differential Decoder in Figure 6. \/EHZ =Y.C (11)
Channe whereC; is the empirical mean according 6C,;) generated
* IEstimaté by the inner decoder APP 1.
The symbol-wise estimatdd; are now treated as if they are
{ﬂl p(Ci) in fact observations dfI; in i.i.d. additive Gaussian noise. The
Soft final channel estimates are obtained by LMMSE filtering the
B APP 1 p(Gi) o . . -
Y, Diff 0 P elements oH; according to the known or estimated covariance
DeCOdeAj\’* of the fading process. In the case of quasi-static fading this
" - amounts to averaging.

Thea posteriorichannel symbol probabilities used to gener-

. ate the average symb@l;, used in (11) are provided by the in-
ner decoder APP 1. However, due to the catastrophic nature of
the quaternion code (and all differential codes) even completely

™ AFZ,P 2L reliable values of the input symbof8; cannot give any infor-

r(G) mation on the channel symbal$;,. But if the quaternion code

is started in a known state, non-uniform probabilitig€;) of

the channel symbols are found by decoder APP 1. We show

now that these probabilities “decay” to the uniform distribution

With reference to Figure 6, the switch is held at position Rith a decay rate that is a function of only the channel signal-to-
for the first iteration and the inner APP decoder operates aoise ratio and the differential code used, but does not directly
the symbol priors (10), ignoring the channel symb¥ls since depend on the channel fluctuation speed.

these contain no useful information without channel knowl- The forward recursion of the inner APP decoder can be writ-

edge. The decoder APP 1 generates channel symbol posteriensin matrix notation as;+1 = P;a;, whereq; is a state-

Fig. 6. Symbol-wise iterative decoder with integrated channel estimation.
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1

size vector ofs forward recursion values, arld; is the transi-
tion probability matrix between the states, whdsé-th entry
is the transition probability between statand staté given by 08
Pr(Y|C)p(G), whereG is the input symbol an@ the channel
symbol on the branch from stateto [. After [ steps we have

09 |

07 SNR 5dB

0.6
itl

Qi = HPi ;. (12)
=i

0.5

0.4

E[max pF|
[Ep

0.3
The product on the right hand side is dominated by the largest ||
eigenvalues of th®;, and sinceP; is a doubly stochastic ma- %2 |\ S P ;o N

\ ] ‘o s \ ’ N s

- . - ~ -

trix for the quaternion code, it has, independentiofargest ¢; | ~~~ - D oo SNR 048
eigenvalue); = 1 with the all-ones eigenvectas. Writ-

) . 0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
ing out the spectral decomposition Bf, asP; = ee'/s + 0 50 100 150 200 250 300 350 400 450 500
2;;2 i Wi r Vi, whereu, andv,. are the leftand righteigen- N

vectors to),, we see that, ab — oo, A\; = 1 will dominate Fig:- 7. Training memory effect.
in the matrix product (12), andy;; — [1/s,---,1/s]’, re-

gardless of the initial value ak;. The speed with which this

uniform distribution is approached is essentially determined Bye complex gains between each antenna pair is an independent
Ai.2, the second largest eigenvaluesiyf and their values de- lowpass filtered complex Gaussian process. Normalized (to the
pend on the channel signal-to-noise ratio. This persistencesymbol rate) fading bandwidths g = 0.01 and f. = 0.001

the initial state information in the form of non-uniform channeivere considered. For this channel model the LMMSE chan-
probabilities is calledraining memory nel estimator described in the previous section amounts to indi-

Since the effects of an initial known state die out, periodiidual filtering of the independent processes, according to the
cal insertion of known input symbols can be used to force thading bandwidth and the noise variance (which are assumed
encoder into a known state and thus refresh the training melfown). For the quasi-static arfd = 0.001 channels, the train-
ory. To preserve rate, the channel symbols correspondingifi@ memory was refreshed every 128 symbols. For the faster
these reset symbols are punctured. The required rate of thése= 0.01 channel, a refresh period 62 symbols was used.
refresh symbols depends only on the channel SNR. As longBgar in mind that the operating point of this system is at a sym-
the training memory is never allowed to decay too much, fa@0! SNR of about 0dB, and from Figure 7 we saw that for 0 dB,
ing processes with large bandwidth may be estimated using the extrinsic probability decays to uniform very quickly. The
memory of the code. In the case of quasi-static channels witewer channels could make do with such a slow refresh rate
high enough SNR, reset symbols may not be required at &gcause the few “good” symbols obtained from each refresh
since the channel estimate obtained from the start of the packé& enough to estimate the channel at that point, and the chan-
may be used for the entire packet. nel does not change too much prior to the next refresh. Profit-
ing from the channel memory, fewer refresh symbols are need
than required by training memory alone. For the faster channel,
we need to make sure that the training memory does not decay
much at all between refresh symbols.

We now present the results of computer simulation for the For each case, the bit error rate performance of the iterative
case when the channel informatidh is unknown to the re- receijver with perfect channel knowledge is shown with a solid
ceiver. First, we demonstrate the training memory effect for tlige and the performance of the iterative receiver without chan-

t = r = 2 quasi-static channel. Figure 7 shows how & ne| knowledge is shown with a dashed line. In all cases, we
posterioriprobabilities at the output of APP 1 decay as a funGe that the latter obtains a performance very close to that of
tion of the channel SNR. The horizontal axis is the symbol timge coherent receiver, within approximately 0.1 dB. This can be
and the vertical axis shows the sample average of the maXimHH?npared to the results of [66], where they reported a loss of 2-

a posterioriprobability. Refresh symbols were inserted every 4B gdue to channel estimation using more standard techniques
128 symbols. From the figure we see that at 0 dB (dashed lingyy - = 1 and¢ = 2, 3 systems at 1 bit/sec/Hz).

the distribution decays very quickly to uniform (within a few
symbols). In contrast, at 5 dB the training memory keeps the
probability of the correct symbol from decaying below about
0.7. We have shown that the serial concatenation of simple con-
Figure 8 shows simulation results for the decoder of Figure¥lutional or block codes with differential space-time modu-
The 16 state outer convolutional code was used, with bloclkadion can provide outstanding performance over the multiple
of 5000 symbols and 50 decoder iterations (using the par@iptenna channel, using symbol-based turbo decoding. We have
code as the outer code results in similar performance). Thigesented an EXIT chart analysis which guides the choice of
t = r = 2 fading channels have been simulated, a quasi-statiiec optimal component codes for a given situation and demon-
channel, and two lowpass channels. For the lowpass channsigted the tightness of this analysis with example simulations.

VIIl. SIMULATION RESULTS WITHOUTCHANNEL
INFORMATION

IX. CONCLUSIONS
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[14
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[16
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Fig. 8. Performance of the non-coherent iterative decoder.

(18]

The concatenation of standard convolutional and block codd®
with the inner differential code yields space-time turbo codes
that are interesting in their own right. These codes providel?!
gain of over 8 dB compared to the Alamouti block space-time
code [11] and over 6 dB compared to the Tarokh et al. code [12]]
(which uses twice as many transmit antennas).

We also have shown how the differential inner code can
exploited to provide a simple integrated channel estimator with
soft information to generate channel estimates which are reli-
able enough to allow iterative decoding and channel estimatiGh
to start up. Performance results on both block fading and fast
fading channels demonstrate that such a receiver with this inf&t
grated channel estimation is effective and can achieve the per-
formance of a system with ideal channel information to withifzs)
a fraction of a dB.

(26]
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