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Abstract—Real-time multimedia transport has stringent quality
of service requirements, which are generally not supported by cur-
rent network architectures. In emerging mobile ad hoc networks,
frequent topology changes and link failures cause severe packet
losses, which degrade the quality of received media. However, in
such mesh networks, there usually exist multiple paths between
any source and destination nodes. Such path diversity has been
demonstrated to be effective in combating congestion and link fail-
ures for improved media quality. In this paper, we present a new
protocol to facilitate multipath transport of real-time multimedia
data. The proposed protocol, the multiflow real-time transport pro-
tocol (MRTP), provides a convenient vehicle for real-time appli-
cations to partition and transmit data using multiple flows. We
demonstrate through analysis that data partitioning, which is an
essential function of MRTP, can effectively reduce the short-range
dependence of multimedia data, thus improving its queueing per-
formance in underlying networks. Furthermore, we show that a
few flows are sufficient for MRTP to exploit most of the benefits
of multipath transport. Finally, we present a comprehensive simu-
lation study on the performance of MRTP under a mobile ad hoc
network. We show that with one additional path, MRTP outper-
formed single-flow RTP by a significant margin.

Index Terms—Ad hoc networks, multipath transport, real-time
transport protocol, traffic partitioning, video communications.

1. INTRODUCTION

D HOC networks are wireless mobile networks without

an infrastructure. It is very challenging to provide multi-
media service (e.g., video communications) in such networks.
We find that what makes video transport over the Internet and
certain wireless networks successful is the existence of a rel-
atively reliable path from the source to the receiver, such that
packet losses and delays are within a predictable range, which
can be effectively dealt with by applying appropriate error con-
trol and error concealment techniques [1]. However, such an as-
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sumption hardly holds true in mobile ad hoc networks, within
which a path usually consists of multiple wireless links that are
highly fragile due to fading, interference, and node mobility. In
addition, due to contention in the MAC layer, the capacity of
a wireless link is further constrained by neighboring transmis-
sions. For example, using the IEEE 802.11 MAC, the maximum
throughput of a chain topology may be only a seventh of the
channel bandwidth [2]. Such limited capacity makes congestion
more frequent and persistent in ad hoc networks.

In our previous work [3]-[5], we studied the problem of
image and video communications in mobile ad hoc networks.
We found that using multiple paths concurrently for a mul-
timedia session, termed multipath transport throughout this
paper, is highly effective in combating fragile paths and fre-
quent congestion in such networks. With multipath transport,
as long as link/node failure events on different paths are not
entirely correlated, the receiver can always receive some data
and apply appropriate error control/concealment techniques to
reduce the damage caused by lost packets. Although multipath
transport has been previously applied in wireline networks for
load balancing and bandwidth aggregation [6], we feel that
it has more potential in mobile ad hoc networks. The mesh
topology of such networks is highly amenable to multipath
routing [7]-[9].

In this paper, we present a new protocol, named multiflow
real-time transport protocol (MRTP), to facilitate multipath
multimedia transport. Considering the substantial ongoing
research on using multipath transport for real-time multimedia
streaming (see Section II-A), such a protocol is both timely
and of importance. MRTP is a transport protocol implemented
in the application layer. Given multiple paths maintained by a
multipath routing protocol, MRTP and its companion control
protocol, the multiflow real-time transport control protocol
(MRTCP), provide essential support for real-time multimedia
applications, including session and flow management, data
partitioning and reassembly, traffic dispersion, data framing,
timing, sequence numbering, and quality-of-servie (QoS)
feedback. This enables application developers to fully explore
the potential of multipath transport. We provide a detailed
description of MRTP, including a formal definition, design
considerations and protocol operations, as well as three usage
scenarios that are typical in multimedia applications using
multipath transport.

Second, we present two performance studies of the proposed
protocol. In the first performance study, we examine the impact
of traffic partitioning, which is an essential function module of
MRTP, on the queueing performance of multimedia data. We
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analytically demonstrate that traffic partitioning can improve
the queueing performance of multimedia data, resulting in less
congestion, smaller delay, and higher utilization of bottleneck
link bandwidth. This result is quite interesting by itself. The
common belief is that self-similarity/long-range dependence,
which has a dominant effect on the asymptotic behavior of the
queueing system, is quite persistent. That is, it cannot be re-
duced by traffic shaping, buffering, or multiplexing [10]. How-
ever, we show that although long-range dependence cannot be
reduced (i.e., the partitioned flows will have the same Hurst pa-
rameter H as the original flow), the level of short-term corre-
lation can be effectively reduced by traffic partitioning. By ap-
plying the Bahadur—Rao Asymptotic [11], we are able to quanti-
tatively demonstrate the improvement on queueing performance
achieved by traffic partitioning. This result is highly relevant to
MRTP, which is designed to partition and transmit real-time data
over multiple flows, and to real-time multimedia traffic (e.g.,
video), which usually has tight decoding deadlines and has been
shown to be long-range dependent [12].

Furthermore, we show analytically that most of the perfor-
mance improvement can be achieved with a few paths (e.g., two
or three paths), while only marginal improvement is gained by a
further increase in the number of paths. Although similar trends
has been observed in previous work where additional paths are
only used for error recovery when the primary path fails [13],
this has not been demonstrated analytically before for the case
where all paths are used concurrently. This is highly relevant
and important to MRTP. It shows, for example, if a node can
establish a few routes in a mesh ad hoc network, or if an insti-
tutional network has two or more access routers, MRTP can be
deployed to improve received media quality.

The second performance study is an OPNET simulation of
MRTP for video streaming in a mobile ad hoc network. In this
simulation study, lower layer details, including node mobility,
multipath routing, and MAC layer dynamics are modeled and
simulated. This study provides a realistic view of the impact of
these factors on the MRTP performance. In the simulations, we
used the multiple description motion compensation (MDMC)
codec for video coding [29], which is among the latest advances
in multiple description (MD) coding [36]. We find that although
the paths used by MRTP may not always be independent (e.g.,
paths may share nodes or links, or interfere with each other, and
there may not exist multiple source-destination paths in some
topologies), MRTP can still effectively improve the received
video quality over existing single-flow approaches.

Finally, it is worth noting that although MRTP has been de-
veloped in the context of mobile ad hoc networks, it can be
applied in other types of networks for multipath multimedia
transport, such as the Internet and infrastructure-based wire-
less networks. Many institutional networks nowadays have more
than one access router to their service providers for fault toler-
ance purposes. As our analytical results show, even an increase
from one access router to two will yield some improvement in
queueing performance at the access routers, which are usually
the bottleneck of an end-to-end multimedia session. See, for ex-
ample, an experimental study of voice streaming over different
ISP networks in [14]. Moreover, it is typical to have multiple
access points in many infrastructure-based wireless networks
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(e.g., wireless LANs or “soft” hand-off of mobile nodes in cel-
lular networks). A mobile node can use MRTP to access mul-
tiple access points in parallel for improved media quality (see
[15] for an interesting study).

The rest of this paper is organized as follows. In Section II, we
present the background and preliminaries. In Section III, we for-
mally define MRTP/MRTCP and present their usage scenarios.
The two performance studies of MRTP are presented in Sec-
tion I'V. Section V concludes the paper.

II. BACKGROUND AND PRELIMINARIES

A. Multipath Transport of Multimedia Data

Recently, there has been considerable advances in multimedia
coding and communications [16]-[18]. In particular, substantial
research effort has been focused on using multiple paths for mul-
timedia communications in the Internet [14], [19]-[28], infra-
structure-based wireless networks [15], and mobile ad hoc net-
works [3]-[5], [7]-[9], [29] for unicast video transport [3]-[5],
[8], [15], [19], [24], [26]-[28], [30], multicast video communi-
cations [7], [21], and multiple-server video streaming [9], [20],
[22], [23].

The idea of dispersity routing was first introduced in [31].
Multipath transport has then been applied in various settings
for data communications, including load balancing, bandwidth
aggregation, and failure/error recovery [6], [32]-[35]. The
recent interest in multipath transport for multimedia applica-
tions concentrates on exploring path diversity for robustness
against transmission errors. It has been shown that traditional
error control mechanisms, such as forward error correction
(FEC) and automatic repeat request (ARQ), could be more
efficient when combined with multipath transport [5], [30]. The
recent advances in MD coding have made it highly suitable for
multipath transport in various types of networks [5], [21], [23],
[36]. In MD video, the correctly received streams from reliable
paths provide information that enables improved recovery of a
corrupted stream [4], [23], [29].

Although demonstrating the benefits of using multipath trans-
port for real-time multimedia, to the best of our knowledge, none
of the existing work addresses the protocol design aspect of this
research. Multipath and real-time transport related functionali-
ties are performed in different ways in existing work. We pro-
pose to abstract and augment these common functionalities and
make a single generic protocol for multipath real-time transport,
thus relieving applications of such burdens as traffic partitioning
and mapping flows to a varying number of paths.

B. Multipath Routing

In multimedia communications, the received media quality
is affected by link quality metrics, such as bandwidth, delay,
jitter, average loss rate, and the loss pattern. In multipath trans-
port, path correlation is another important factor that affects the
received media quality. Generally, path diversity (i.e., the inde-
pendence of failure events on different paths) is strongest when
paths are disjoint, which usually yields better error resilience
performance. However, focusing solely on disjointedness may
cause the use of low quality links, which may give a worse
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Fig. 1. Thinning example (thinning parameter S = 2).

quality than sharing some “good” links. These factors should
be jointly considered in path selection for multimedia sessions.

In the area of wireless ad hoc networks, many existing routing
protocols are multipath-capable (e.g., TORA [37] and DREAM
[38]). In addition, many ad hoc routing protocols (e.g., DSR
[39]) can be extended to support multipath routing (e.g., [13]
and [5]). For multimedia-centric routing, several recent papers
have provided models for the distortion of received video as a
function of link quality metrics and path correlation [8], [23],
[28]. Therefore, multipath routing becomes a cross-layer opti-
mization problem, where the received video distortion is mini-
mized. Various heuristic algorithms have been proposed to de-
rive near-optimal solutions [7]-[9], [23], [26], [28].

Once computed, the set of paths could be established in sev-
eral ways. If source routing is supported by the underlying net-
work (e.g., DSR, IPv4, and IPv6), the sender can store the entire
route in the packet headers. Each intermediate node will simply
examine the header of a received packet, and forward it to the
next node as indicated in the source route. Second, for multi-
homed hosts, an application can use the stream control trans-
mission protocol (SCTP) sockets [32] to set up multiple con-
nections via different interfaces. Third, multipath routing can
be performed via an overlay approach (e.g., by application-level
multipath routing). That is, every participating node runs an ap-
plication layer source routing module. All participating nodes
will form an overlay network, within which each logical link
may consists of one or more physical wireless links. Thus, mul-
tipath routing and packet forwarding can be implemented in the
application layer without changing the underlying network ar-
chitecture and operation [40].

C. Traffic Partitioning and Multistream Coding

In order to use multiple paths, the original multimedia stream
should be divided into several substreams (or flows), one for
each path used. We introduce several traffic partitioning pro-
cesses in the following, all of which are supported by MRTP.

With block-based thinning [41], a video sequence X [n] is first
divided into blocks of equal-sized temporal length B. The block
size is expressed in the number of video or audio frames, or
some other application-specific temporal payload units. Then,
a thinned sequence X; [n] is assembled by picking blocks peri-
odically from the original blocks in an increasing order, while
blocks of zero bits are inserted in place of those skipped blocks.
The distance in blocks between two consecutive nonzero blocks
is called the thinning parameter and denoted as S. An example
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S B =3

Flow 1, B1 | Flow 4, B2 | Flow 3, B3 | Flow 2, B4 | Flow 1, B

Server 1

Server2 | Flow2, B1 | Flow 1, B2 | Flow 4,B3 | Flow 3, B4 | Flow2,B5 | -
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Server4 | Flow 4, B1 | Flow 3, B2 | Flow 2, B3 | Flow 1,B4 | Flow 4,B5 [ -

time

Fig. 2. Striping example (striping parameter S = 4).

with S = 2 is given in Fig. 1, where two thinned streams are
produced from the original stream in a round-robin manner. The
thinning parameter .S is used to select blocks from the original
stream, and the block size B determines the granularity of the
partition.

Striping is a technique for data storage and retrieval in dis-
tributed systems [20], [22]. With striping, data is partitioned and
then stored on multiple storage elements (SEs, or servers). A
client can stream data in parallel from the SEs. Thus user re-
quests are more evenly distributed among the servers, resulting
in a better scalability and lower delay. Striping also makes data
downloading more robust to single server failures. Consider the
output port of a server, where N flows belonging to N different
clients are multiplexed. The multiplexed stream, X [n] consists
of blocks of data for different clients, as illustrated in Fig. 2.
We also use B to denote the block size and S to denote Striping
Parameter, which is the number of blocks between two consec-
utive data blocks for the same client.

Furthermore, a multistream coder using layered coding or
MD coding can produce multiple compressed media flows. In
layered coding, a flow is either the base layer or one of the en-
hancement layers; in MD coding, a flow typically consists of
packets from a description. In practice, different coding tech-
niques may have different requirements on network transport.
For example, for best performance, layered video requires a re-
liable path (i.e., unequal error protection) for the base layer. For
MD video, strong path diversity is desirable in order to avoid
simultaneously losing all the descriptions.

Finally, the MPEG-4 standard uses an object-oriented coding
approach, within which various objects (i.e., video or audio
components of MPEG-4) are coded individually and can be
easily manipulated [42]. Furthermore, objects are placed in
so-called elementary streams (ES). A separate flow could be set
up for each ES, or the FlexMux tool in MPEG-4 could be used
to multiplex several ESs into one flow [42]. The MPEG-7 meta-
data also provides great flexibility for identifying, retrieving,
and manipulating objects and streams [43].

D. Related Transport Protocols

In the following, we briefly review several transport protocols
that are closely related to MRTP from the perspective of trans-
porting real-time data or using multiple paths.

The real-time transport protocol (RTP) is basically a framing,
timing, and QoS reporting protocol designed to provide generic
support for multimedia applications [44]. It has been widely im-
plemented in existing media frameworks, e.g., the Java Media
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Framework (JMF) of Sun Microsystems, Inc. Although not pro-
hibiting the use of multiple paths, RTP may not be amenable to
multipath transport. For example, RTP sequence numbers are
defined for the overall original stream (rather than per-flow-
based), making it difficult for the receiver to infer packet losses
or out-of-order events on each individual path. Moreover, RTP
does not support traffic partitioning and reassembly, as well
as session/flow management for a dynamic environment. To
use RTP over multiple paths, an application has to implement
these functions by itself. As discussed, a generic protocol that
abstracts and augments these common functions for multipath
transport will relieve applications of such burdens.

Another closely related protocol is SCTP [32], a message-
based transport layer protocol. Although initially designed for
reliable signaling in the Internet (e.g., out-of-band control for
voice over IP (VoIP) call setup or teardown), SCTP has the
potential of replacing UDP and TCP in the transport layer for
elastic and real-time data [32]. SCTP has the attractive features
of multihoming and multistreaming, where multiple network in-
terfaces or multiple streams can be used in an SCTP session.
However, we find that it may be difficult to use SCTP directly for
multimedia applications, due to the lack of functions required
for real-time services, including framing, timing, and QoS re-
porting. In addition, although SCTP supports multihoming and
multistreaming, it actually sends all traffic on the specified pri-
mary path, while all other available paths are used only rarely
(e.g., for retransmission, for sending ACKs when duplicated
packets are received, or when the primary path fails) [32]. As
a result, path diversity is not fully utilized in SCTP.

In a recent work [35], Hsieh et al. present a receiver-centric
transport protocol called reception control protocol (RCP). RCP
is a TCP clone in its general behavior, but allows for better con-
gestion control, loss recovery, and power management mecha-
nisms compared to sender centric approaches. The authors also
present a multistate extension of RCP, called R2CP for mul-
tihomed mobile hosts, which can achieve seamless handoffs,
server migration, and bandwidth aggregation [35]. Essentially,
R2CP is a TCP-type protocol. Its congestion control and flow
control may cause large throughput fluctuations, which may
be undesirable for multimedia streaming. In addition, it is not
clear how to support multicast applications using the proposed
protocol.
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Usage scenarios of MRTP. (a) Point-to-point multipath video streaming, (b) parallel video streaming, and (c) video multicast with two trees.
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Fig. 4. MRTP protocol stack architecture.

III. MULTIFLOW REAL-TIME TRANSPORT PROTOCOL

A. An Overview

MRTP provides a convenient vehicle for real-time applica-
tions to frame, partition, and transmit data using the association
of multiple flows. A companion control protocol, MRTCP, pro-
vides the essential session/flow control, traffic transport engine,
and QoS feedback mechanisms.

Fig. 3(a) illustrates a point-to-point MRTP session. At the
sender side, the original real-time data X [n] is partitioned into
multiple flows X;[n], Xs[n],..., Xk[n]. Applications can
choose a data partitioning method and its associated parameters
according to their particular requirements. Then, each flow is
assigned to a path which is possibly disjoint from those used
for other flows. The receiver reassembles the received flows
using a resequencing buffer. The reconstructed flow, X'[n], is
then retrieved from the buffer to be decoded and displayed.

In addition to unicast applications, MRTP can be applied to
group communications as well. Fig. 3(b) depicts a many-to-one
MRTP session, where a client streams different portions of a
video from three servers (or proxies) concurrently. A one-to-
many MRTP session is illustrated in Fig. 3(c), where two source
trees are used for video multicast.

The protocol stack architecture of MRTP is depicted in Fig. 4.
MRTP is very flexible in utilizing services provided by the un-
derlying protocols. For example, MRTP uses the UDP datagram
service or the SCTP transport service for data and control. In ad-
dition, the session and control management function (which will
be discussed in Section III-C) can also be implemented over the
session initiation protocol (SIP) [45], which can use either the
TCP or UDP service at the transport layer. An underlying mul-
tipath routing protocol maintains multiple paths for an MRTP
session.
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B. Definitions

In the following, we introduce MRTP/MRTCP messages, ex-
tension headers, and other supplemental documents. We first de-
fine several terms that are used in the description of the proposed
protocol.

* MRTP Flow: A designation of real-time data packets
transferred from the sender to the receiver. This is similar
to an RTP flow.

e MRTP Session: An association of one or more MRTP
flows, intended to carry a single real-time multimedia
stream between the sender and receiver.

MRTP/MRTCP uses three types of packets for data and con-
trol, namely, MRTP data packets, MRTCP QoS report packets,
and MRTCP session/flow control packets. It also provides the
flexibility of defining new extension headers or payload format
specifications for emerging multimedia applications.

1) MRTP Data Packet: The format of an MRTP data packet
is similar to that of RTP, with several additional fields [46].

e Session ID: Identifier of the MRTP session that generated
this data packet.

e Flow ID: Identifier of the flow that this data packet is
transmitted on.

»  Flow Sequence Number: Sequence number of this packet,
indicating its relative position in the stream of packets
sent on this flow.

The Session ID is randomly generated when the session is es-
tablished, and is carried by all the packets belonging to this ses-
sion. Similarly, both the flow ID and the initial flow sequence
number are randomly generated when the flow is first estab-
lished in the session.

An MRTP data packet is always associated with one of the
flows in the session, as indicated by its Flow ID. Within each
flow, a packet is assigned a unique flow sequence number (in-
creased by one for each packet transmitted in this flow). The
flow sequence number facilitates detection of packet loss (or
out-of-order events) within a flow. The receiver uses the flow
sequence number, flow ID and timestamp in the packet header
to reassemble received packets.

2) MRTCP QoS Reports: An MRTP end point measures
QoS statistics of each flow and reports the statistics to other
end point(s). A Sender Report (SR) is the QoS report gener-
ated by a sender, while a Receiver Report (RR) is the QoS
report generated by a receiver. In the MRTP sessions shown in
Fig. 3(a) and (b), the role of an end point, sender or receiver,
is fixed as long as it stays in the session. In the MRTP ses-
sion shown in Fig. 3(c), an end point is a sender if it transmits
real-time data during the last reporting period; otherwise, it is
a receiver.

MRTCP SR and RR have similar formats as those of RTP,
with the following differences [46]: 1) Additional fields speci-
fying which flow the report is for and 2) Flow specific statistics.
In order to increase the reliability of feedback, RRs or SRs may
be sent on the best path or sent on multiple paths. In the latter
case, the timestamp carried in the RR/SR packet can be used to
filter out obsolete or duplicated reports.

3) MRTCP Session/Flow Control Messages: MRTCP con-
trol messages include the messages used to establish or tear
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down an MRTP session, to manage the set of flows, and to de-
scribe a participant of the session. We introduce these messages
here while their usage will be presented in Section III-C.

a) Session control messages: The HelloSession message
is sent by either a sender or a receiver (called the initiator) to ini-
tiate an MRTP session. A HelloSession message has a common
MRTP header, followed by a randomly generated session ID
and the total number of flows proposed in this session. Next is
a number of flow maps, each associating a flow ID to the cor-
responding source/destination sockets, i.e., IP address and port
number pairs. A randomly generated initial sequence number
follows each flow map [46].

An ACKHelloSession message is sent to acknowledge the re-
ception of a HelloSession message or another ACKHelloSes-
sion message. Its format is similar to the HelloSession message
format, but with the initial flow sequence number field replaced
by a flow status field [46]. A value of SUCCESS for this field
indicates that the proposed flow has been confirmed by the re-
mote end point, while a value of FAIL indicates that the flow
was denied.

MRTCP ByeSession and ACKByeSession messages are used
to terminate an MRTP session. Either end point could transmit
a ByeSession message to terminate the session. The session is
terminated after an ACKByeSession message is received.

b) Flow control messages: Due to frequent link failures
and congestion in ad hoc networks, a path may be broken or con-
gested during transmission, or a new path may be found by the
underlying multipath routing protocol. Flow control messages,
namely, AddFlow, DeleteFlow, ACKAddFlow and ACKDelete-
Flow, are used to add or delete flows from an MRTP session
dynamically [46].

c) Participant descriptions: As in RTP, SourceDescrip-
tion messages are used in MRTP to describe the source and
CNAME (or canonical name) to identify an end point [44].

4) Header Extensions: MRTP uses header extensions to
support additional functions not supported by the common
header. Each extension has a common extension header, fol-
lowed by extension-specific data. The Type field indicates what
kind of extension it is, while the Length field indicates its total
length in bytes [46].

In the following, we introduce several examples of MRTP
header extensions. New header extensions providing other ser-
vices can be defined and incorporated into MRTP as well.

* Authentication header extension: It provides a simple au-
thentication mechanism using an ID field and a Pass-
word field encrypted with application specific encryption
schemes (e.g., public key encryption). Alternatively, the
MDS5 algorithm could be used to generate a digest for the
packet [47]. The authentication header extension can be
used in session/flow control packets to validate the oper-
ations requested, or in an RR or SR to authenticate the
report.

» Striping header extension: It consists of fields carrying
striping related parameters, such as S and B (see Sec-
tion II-C). A client can use the striping header extension
to inform each server which blocks of the video clip it
wishes to download.
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MRTP data packet
common header
(ext=1)

Authentication
extension header
(ext=0)

Source routing
extension header
(ext=1)

Data

Fig. 5. Daisy-chain of MRTP header extensions.

e Thinning header extension: As with the striping header
extension, the thinning header extension carries thinning
related parameters. Thus the sender and receiver can ne-
gotiate how thinning is to be performed.

*  Source routing header extension: Since multiple paths are
used in MRTP, strict or loose source routing can be used
to specify the route for each packet. However, if source
routing is not supported by the network layer, application-
level source routing can be implemented in an overlay
manner by defining a source routing extension header to
carry the source route (see Section II-B).

‘We borrowed the idea of daisy-chain headers from IPv6 [48].

A one-bit Extension field in the MRTP/MRTCP common header
and all the header extensions is used for this purpose. If this bit
is set to 1, there will be another header following the current
header. This provides the flexibility to combine different exten-
sion headers for a specific application. As illustrated in Fig. 5, an
MRTP data packet has a common header with Ext = 1, a source
routing header extension with Ext = 1, and an authentication
header extension with Ext = 0, followed by the multimedia
data payload. Thus this MRTP data packet is authenticated, and
uses application-level source routing to get to its destination.

It is worth noting that the MRTP header extensions are op-
tional, i.e., an application can decide whether to use it or not. For
example, if the underlying IPv6 routing header or authentication
header is enabled, the application may disable the corresponding
MRTP header extensions, in order to avoid redundancy. MRTP
provides such services in the application layer, making it pos-
sible for an application to choose services according to its needs
and without affecting other applications.

5) MRTP Profiles: MRTP provides various extensions and
options in the main protocol (e.g., different methods for traffic
partitioning and various header extensions), in order to support
various applications with diverse requirements. An application
can then make appropriate choices according to its needs. Such
choices are specified in the corresponding MRTP profile and
payload format specifications for the application.

MRTP supports all existing RTP profiles and specifications.
We intend to develop new profiles and payload format specifi-
cations for emerging or existing applications, in order to adapt
them to multipath transport.

C. Basic Elements of MRTP

In the following, we discuss basic elements of the proposed
protocol. Fig. 6, depicts the typical operation of an MRTP
session.

1) Connection Establishment and Termination: MRTP is
a session-oriented protocol in the sense that an MRTP session
needs to be established before data transfer begins. Either the
sender or receiver (the initiator) can initiate a session with a
three-way handshake of HelloSession and ACKHelloSession
messages (see the first three message exchanges in Fig. 6).
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Fig. 6.  Operation of an MRTP/MRTCP session.

The three-way handshake gives both end points a chance to
choose which flows to use. For example, the initiator may pro-
pose to use several flows (carried in the flow mapping fields
of the HelloSession message). Then, the other end point could
choose which proposed flows to use in the returned ACKHel-
loSession message: the Status field of an agreed upon flow is
set to SUCCESS, while the Status field of a denied flow is set
to FAIL. The initiator further acknowledges this ACKHelloSes-
sion with another ACKHelloSession message. Then, data trans-
mission begins on the confirmed flows.

When data transmission is over (or during the transmission),
a participating node may decide to leave the session. This is
achieved in different ways for different usage scenarios. For the
point-to-point multimedia streaming case [see Fig. 3(a)], either
of the end points can send an MRTP ByeSession message to ter-
minate the MRTP session. The session is terminated after the re-
mote end point responds with an ACKByeSession message (see
Fig. 6). For a many-to-one type application [see Fig. 3(b)], the
receiver may send a ByeSession message to all the servers, and
get acknowledged by each server, to terminate the session. How-
ever, a participating server can only send a DeleteFlow message
if it wishes to leave the session. For multicast application [see
Fig. 3(c)], a departing member will send a ByeSession to the
sender. After receiving the acknowledgment from the sender,
the departing member should remove itself from the multicast
group using its multicast management protocol [e.g., the In-
ternet group management protocol (IGMP)]. The session is over
when there is no participant left.

MRTP uses retransmission timers for control messages to
cope with the unreliable UDP/IP service. If there is no response
when the timer expires, the control message is retransmitted.
The maximum number of retransmissions allowed is set by the
application. The timeout value is determined by RTT estima-
tions. A measured RTT sample is computed using the time-
stamp, Last Report Received, and Delay since Last Report in
a received RR or SR, as in RTP [44]. Furthermore, the mea-
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sured sample is smoothed and the timer value is updated, e.g.,
using the TCP RTT measurement algorithm [49]. Note that the
RTT estimation process will be restarted when there is a path
change (e.g., a new flow is added); and be stopped when the
corresponding flow is deleted from the session.

MRTCP allows applications to choose how control messages
are routed. For example, control messages can be transmitted
on all of the paths (with duplicate copies) for better error
resilience. On the other hand, control messages can also be
transmitted on the best path in terms of quality (inferred from
QoS feedback). The first approach is suitable for high loss en-
vironments, while the second approach introduces less control
traffic overhead.

2) Flow Management: During an MRTP session, some
flows may be unavailable. For example, an intermediate node
may crash, be congested, or move out of range. In these
cases, a receiver will observe excessive packet losses in the
corresponding flow. It will then send a DeleteFlow message to
remove the flow from the session. Packets originally assigned to
this flow will be redistributed to other flows. When a new path
is found, a new flow can be added to the session by sending an
AddFlow message. These mechanisms enable MRTP to quickly
adapt to topology changes and congestion in the network.

3) Traffic Fartitioning and Data Transmission: In MRTP, a
traffic allocator partitions real-time data into multiple flows. A
basic traffic partitioning scheme is provided in MRTP, which
assigns packets to multiple flows using the round-robin algo-
rithm. This simple assignment may not be optimal for some ap-
plications and can be overridden in such situations. Traffic can
be assigned to multiple flows with a granularity of a packet,
frame, group of pictures, or substream. Possible traffic parti-
tioning schemes are discussed in Section II-C. After an MRTP
session is established, MRTP packets carrying multimedia data
are transmitted on the multiple flows associated with the ses-
sion. Each packet carries a sequence number that is local to its
flow and a timestamp that can be used by the receiver to syn-
chronize the flows.

The core implementation of MRTP does not guarantee the re-
liable delivery of application data. Rather, MRTP relies on lower
layers for QoS guarantees. However, MRTP is flexible in sup-
porting various error control schemes. For example, redundancy
can be introduced at the traffic allocator when assigning packets
to flows, or in a multistream video encoder when compressing
the video stream (see Section II-C). Both open-loop error con-
trol schemes (e.g., FEC [30] and MDC [29]) and closed-loop
error control schemes (e.g., ARQ [5]) can be incorporated into
MRTP for better error resilience. It has been shown in previous
work that the use of multiple flows makes these error control
schemes more effective [4], [5], [23], [28], [30].

4) QoS Feedback: Asin RTP, MRTP generates QoS reports
periodically. An MRTP SR or RR carries both per-flow and ses-
sion statistics. In RTP, QoS reports are transmitted at a rate of
one report per T = max{Ty, 5} seconds, where T} is dynami-
cally computed according to the current number of participants
in the multicast group and the bandwidth used by the session
[44, App. A.7]. This algorithm effectively keeps the bandwidth
used by feedback to a relatively constant ratio of the total session
bandwidth. However, such a feedback rate may not be frequent
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enough for the sender to adapt to congestion fluctuations or the
rapidly changing topology of an ad hoc network.

Unlike RTP, MRTP SR and RR can be sent at an interval spec-
ified by the application. For point-to-point and parallel down-
loading applications [see Fig. 3(a) and (b)], RR and SR could be
sent for each frame since the number of the participants are rel-
atively small. Such timely QoS reports are necessary for highly
dynamic ad hoc network environments, so that the sender can
quickly adapt to transmission errors. For example, the encoder
could change its coding parameters or encoding mode for the
next frame [50], introducing more (or less) redundancy for error
resilience, or the traffic allocator can assign packets to other
paths rather than the error-prone one.

5) Reassembly at the Receiver: When multipath transport is
used, there are two types of jitter, i.e., the jitter within each flow,
and the jitter across the flows (since each path may have different
delays). The MRTP receiver uses a reassembly buffer to absorb
jitter and reorder received packets. The receiver first restores the
order of each flow using the flow sequence numbers. Then, it
examines the head-of-line packets of the flows, and orders them
according to their timestamps. Recall that the timestamp of a
packet is the sampling instance of the first byte in its payload,
and thus is unique in the entire session.

There is a rich literature on the resequencing delay analysis,
e.g., see [51] and [52]. Previous work shows that both the re-
sequencing delay and buffer requirements are moderate if the
traffic allocator is adaptive to the path conditions inferred from
the QoS feedbacks. In [27], Mao et al. present an analysis on
the optimal traffic partitioning that minimizes the end-to-end
delay and its practical implementation using a number of leaky
buckets.

D. Usage Scenarios

1) Unicast Video Transport: This is a point-to-point sce-
nario as illustrated in Fig. 3(a). Consider a wireless sensor net-
work deployed to monitor, e.g., wildlife, in a remote region [53].
Some sensors carry a video camera, and others are simple re-
lays that pass the captured video to the base. On-demand source
routing [5], or other advanced routing algorithms [8], could be
used for finding and establishing multiple paths.

A camera sensor initiates an MRTP session to the base. The
captured video is transmitted using multiple flows going through
different relays. In this way, a relatively high rate video can be
spread over multiple paths, each being bandwidth-limited. Re-
dundancy could be introduced by transmitting a more important
substream using multiple flows.

Some sensors may be damaged or may run out of power.
In this case, the underlying multipath routing protocol informs
MRTP about the path changes. Either the sender or the base can
delete a failed flow, or add a fresh flow to the session. The server
at the base maintains a resequencing buffer for each flow, as well
as enforcing a deadline for each packet expected to arrive.

2) Parallel Video Streaming: This is a many-to-one sce-
nario, as illustrated in Fig. 3(b). Consider an ad hoc network,
where each node maintains a cache for recently downloaded
files. When a client A wishes to stream a video file, it would be
more efficient to search the caches of nearby nodes first before
going directly to a remote server. Suppose the video file is found
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Fig. 7. Performance analysis model for Section IV-A. There are N MRTP sessions, each having a flow traversing the bottleneck node. (a) A bottleneck node in
a mesh network and (b) the output buffer of the bottleneck node, multiplexing /N flows.

in the caches of nodes B, C, and D. Node A then initiates an
MRTP session to these nodes, streaming a piece of the video
file simultaneously from each of them. The striping technique
introduced in Section II-C is used and the striping header
extension (see Section III-B4) is used in each flow to negotiate
striping parameters. There are three flows in this session. Node
A uses a resequencing buffer to reorder the packets, using flow
sequence numbers and timestamps in received packet headers.

During the transmission, if Node D moves out of the network,
Node A would delete the flow from D and adjust the striping pa-
rameters used in the other two flows. The portion of the video
initially chosen for D will be streamed from B and C instead, by
sending AddFlow messages to B and C' with updated striping
parameters. On the other hand, node A may broadcast probes
periodically to find new neighbors with the video file and re-
place a flow having a high packet loss rate. MRTP provides the
flexibility for applications to implement these schemes.

Such parallel streaming is robust to network partition due to
mobility [9]. Further, in order to recover from packet losses,
each flow could be protected by a channel coding scheme (e.g.,
FEC [25]). Combined with multistream video coding schemes,
e.g., layered coding with unequal protection of the base layer
[5] or multiple description coding [29], error resilience can be
greatly improved. In these schemes, the video encoders and
traffic allocators can adapt to transmission errors and topology
changes inferred from MRTCP QoS reports. An interesting
study of video streaming in content delivery networks (CDN)
using multiple servers is presented in [23]. The algorithms
presented in [9] can be applied to select near-optimal video
servers and paths to the servers in ad hoc networks. This usage
scenario also applies to peer-to-peer networks when a client
streams a video from multiple peers for a lower delay and better
error resilience [54].

3) Real-Time Multimedia Multicasting: This is a multicast
application similar to RTP-based video teleconferencing. How-
ever, MRTP uses multiple multicast trees for a session, as illus-
trated in Fig. 3(c). In this example, two source trees are used
by the sender, each carrying a flow. Since there may be a large
number of participants in the session, QoS feedback should be
suppressed as in RTP, in order to avoid feedback explosion [44].
A flow’s QoS metrics could be averaged over all the receivers
of this flow at the sender side.

An example of this usage scenario is reported in [21], where
multiple independent multicast trees are used with MD coding
to deal with “flash crowds” in the Internet. In [7], Mao et al.

present a multicasting scheme for MD video in mobile ad hoc
networks. The authors also present an efficient genetic algo-
rithm-based scheme for computing a pair of source trees such
that the received video quality is optimized.

IV. MRTP PERFORMANCE STUDIES

In this section, we present two performance studies of the pro-
posed protocol. Note that the most important feature of MRTP
is its multipath transport capability. Consequently, our studies
focus on how trafic partitioning and multipath transport im-
proves received media quality. Specifically, we first investigate
the impact of traffic partitioning on the queueing performance
of multimedia flows. We then present a simulation study of
MRTP using OPNET, comparing MRTP with single-flow RTP
for video streaming in a mobile ad hoc network.

A. The Impact of Traffic Partitioning

In the following, we focus on the impact of traffic partitioning
on congestion at bottleneck links. We show, analytically, how
traffic partitioning improves the queueing performance of mul-
timedia flows, how much improvement could be achieved, and
how many MRTP flows are needed to achieve most of the po-
tential improvement.

1) Analytical Model: Consider a bottleneck node in the net-
work. There are N flows, from different MRTP sessions, that
traverse this node, as illustrated in Fig. 7(a). Assuming that the
flows are independent and homogeneous, the output buffer of
the bottleneck node can be modeled as a multiplexer of N i.i.d.
flows, as depicted in Fig. 7(b). A multimedia data stream, e.g.,
variable bit rate video, is thinned (or striped) with various thin-
ning (striping) parameters S and fixed block size B = 1 sample
(see Section II-C). In the following, we examine the impact of
thinning and striping on the queueing performance of the flows
at this bottleneck node.

Previous work on large deviation techniques shows that the
buffer overflow probability of a queue having buffer size B and
service capacity C' and fed by /N homogeneous sources can be
approximated by the Bahadur—Rao Asymptotic [11]:

U(e,b, N) ~ exp[-NI(c,b) + g(c,b, N)] M

where

2V (m) 2)

I(c,b) = inf s, Lrmlewl®
g(c,b,N) ~ —3 log[Ar N I(c,b))].
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Fig. 8. Traffic partitioning reduces the short-range dependence in a multimedia flow and reduces buffer overflow probability. (a) Variance V' (S, m) with different
aggregation level m and (b) buffer overflow probability of a queue fed by 100 video flows.

In (1) and (2), ¢ and b are the per-flow capacity and buffer as-
signments, respectively (i.e.,c = C/N,b = B/N), and p is the
average rate of a source. V' (m) is the variance of a single source
with a temporal aggregation level m. That is, given the original
sequence {X;,1 1,2,...}, we can derive a new sequence
Y = Zgi‘};}gm_l X,k = 1,2,...} with aggregation level
m. Then, V() is the variance of {Y}}, i.e., V(m) = var{Y}}
Note that V(1) = o2, which is the variance of the source.

It is well-known that variable bit rate video traffic is Long
Range Dependent (LRD) [12]. For a second-order exactly
or asymptotically self-similar source with Hurst parameter
H,0.5 < H < 1, the variance V(m) can be approximated
as [55]:

V(m) =~ o*m*H | for large m. 3)
Substituting this V(m) into (2), we have
(c — p)2Hp2=2H
I(c,b) = —————
(c;0) 202k2(H) @)

where x(H) = HH (1 — H)'~H,
For a thinned video stream with thinning parameter .S, we
have [41]
V(S,m) ~ S~26>m2H | for large m. )
Given the same system parameters B and C, and the same

number of flows N, we can derive the following for the
queueing system fed by the thinned flows:

~ Sc — 2H Sb 2—2H
I(S,c,b):( =W ST (6)
202Kk2(H)
Note that when S = 1, 1(S, ¢, b) reduces to I(c,b) in (4). Ac-
cording to (6), thinning reduces the short-term auto-correlation
of a flow, which is equivalent to a larger per-flow capacity and
buffer assignment.

Similarly, for a striped flow with striping parameter .S, we
have [41]:

V(S,m) ~ S 'o®m?H, for large m.

)

We can then derive the following for the queueing system fed
by the stripped flows:

S(C _ u)2Hb2_2H

I(S,¢,b) = 202k%(H)

®

When S = 1,1(S, ¢, b) reduces to I(c,b) in (4).

2) Improvement on Buffer Overflow Probability: In order
to illustrate how traffic partitioning improves queueing perfor-
mance, we generate a self-similar traffic trace that is the aggre-
gate of 128 identical on-off sources with Pareto distributed on
and off periods. An on-off source generates one unit of data per
time slot when it is on, and is idle in the off state. The generated
self-similar trace has a mean of 64, a variance of 32, and a Hurst
parameter of 0.8 or 0.88. We used a trace of 10 000 000 samples
for the results reported in this section.

In Fig. 8(a), we plot V (S, m) computed from the original
synthesized data and the thinned data when S = 2 and 4, re-
spectively. Note that all the three curves increase linearly with
m in the log-log plot, indicating that both the original trace and
the thinned traces are self-similar. It can be easily verified that
the slopes of the three curves are all equal to 2H. Therefore,
the long-term correlation in the trace is not affected by the thin-
ning process. This observation is consistent with the common
belief that long-range dependence (or self-similarity) is quite
persistent: it cannot be reduced by traffic shaping or queueing
[10]. However, the amplitude of V' (.S, m) is effectively reduced
by thinning. The analytical results using (5) are also plotted in
Fig. 8(a), which match the simulation results for large m.

The reduced V' (S, m) results in improved queueing perfor-
mance. Fig. 8(b) plots the buffer overflow probabilities of a
queue having ¢ 1 and 4 = 0.9. The queue is fed by 100
thinned sources having Hurst parameter H = 0.88,0% = 1.
Three curves for the cases of S = 1,5 = 2, and S = 4 are
plotted. For fair comparisons, the system loads for the three
curves are kept the same by reducing the service capacity of
the queue by a factor of 2 and 4 for the S = 2 and S = 4
curves, respectively. We observe that with thinning, the buffer
overflow probability is greatly reduced. The improved buffer
overflow probability translates to a smaller delay, a lower packet
lost rate, and a smaller jitter. We have observed the same trend
for striping, but omit the corresponding results for brevity.
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utilization versus the thinning parameter S.

3) Improvement on Bandwidth Utilization: To further illus-
trate the achievable improvements, consider a bottleneck queue
having capacity C' = 100, buffer B = 40000, and fed by NV
flows, each having Hurst parameter H = 0.88,0% = 1, and
1 = 0.9. Fig. 9(a) plots the bandwidth utilization, defined as the
sum of the average rates of all the flows over the server capacity,
i.e., p = N-u/C,for different buffer overflow requirements and
thinning parameters. As expected, the bandwidth utilization in-
creases as the buffer overflow requirement gets less stringent
(e.g., from 10~7 to 10~ 1). However, the bandwidth utilization
also increases as S increases, i.e., as more flows are used in each
MRTP session. For a buffer overflow requirement of 10~8, there
is an 11.2% increase in p when S increases from 1 to 8 [also see
Fig. 9(b)].

In Fig. 9(b), we plot the utilizations of the system for dif-
ferent thinning parameters, when the buffer overflow probability
is 107! and 1078, respectively. We observe that the largest im-
provement is achieved when S increases from 1 to 2 in both
curves. When S increases further, the improvement gets pro-
gressively smaller. For example, when the buffer overflow prob-
ability requirement is 108, there is a 5.0% improvement in
bandwidth utilization when S increases from 1 to 2, while the
improvement is only 0.3% when S increases from 9 to 10. This
implies that only a few MRTP flows are needed to get the most
benefits of multipath transport.

In Fig. 10, we vary the server capacity C' and the buffer size
B of the system, and plot the improvement in bandwidth utiliza-
tion when S increases from 1 to 8. The buffer overflow proba-
bility requirement is fixed at 10~°. In other words, each point
on the surface in Fig. 10 is the difference between the band-
width utilizations when S = 8 and S = 1. The improvement
in bandwidth utilization ranges from 6.8% to 13.1%. In addi-
tion, we found that the improvement is higher when either C
or B decreases. This trend can be well explained by the results
in [56]. Choe and Shroff show in [56] that the Central Limit
Theorem (CLT) comes into play for a multiplexer with a large
number of flows. When the buffer size is very large, the buffer
overflow probability behaves as if the queue is driven by uncor-
related input processes, regardless of the correlation structure of
the input processes. We observe similar trends when striping is
used. This trend implies that MRTP could be helpful in com-
bating congestion in mobile ad hoc networks, which, as dis-

365

0.98
096 F e *
o4t JO -
0.92 | e i
09 | i
088 | i
0.86 |+

Utilization

Buffer Overflow Probability: 1e-1 —4— -
Buffer Overflow Probability: 1e-8 ---#---
0.84 1 1 1 1 1 1 1 1

1 2 3 4 5 6 7 8 9 10
Thinning Parameter S

(b)

Impact of thinning on bandwidth utilization. (a) Bandwidth utilizations for different requirements on buffer over flow probability and (b) bandwidth

0.08 4. T

S
“ S
LS

0.06.5L.

Improvement in Bandwidth Utilization

S N
- ‘ t. s

)
2
b“o
5,‘

<)

100>

4
Total Capacity Total Buffer x10

Fig. 10. Improvement in bandwidth utilization for different server capacities
and buffer sizes when thinning parameter S is increased from 1 to 8.

cussed (see Section I), are usually bandwidth limited, and in
the Internet, where bandwidth limited access routers or access
points for wireless access networks are usually the bottleneck
of an end-to-end session.

B. Video Transport Over Ad Hoc Networks

In this section, we present an MRTP performance study using
OPNET simulations. We model most layers of the protocol stack
(including part of the physical layer, Wireless LAN MAC, mul-
tipath routing, MRTP, and the application layer), as well as the
two key characteristics of mobile ad hoc networks: mobility and
multihop wireless communications. With such simulations, we
examine the performance of MRTP in a realistic ad hoc network
environment.

We simulate an ad hoc network in a square region, while each
node is randomly placed in the region initially. The popular
Random Waypoint mobility model is used [57], with constant
nodal speed and pause time. For the results reported in this sec-
tion, the network consists of 16 nodes in a 600 m x 600 m re-
gion. The node speed is 5 m/s and the pause time is 2 s. We use
the IEEE 802.11 protocol in the MAC layer working in the DCF
mode. The channel bandwidth is 1 Mbps and the transmission
range is 250 meters.



366
8 T T T T T T
lengthof route 0 O
7F length of route 1 x4
number of common nodes
o 6T T
S
S 5 1
=
O 4 m -
o)
Q
€ 3 X® ]
=}
z, i
1k 4
0 1 1 1 1 r:l 1
240 245 250 255 260 265 270 275 280
Time (second)
Fig. 11. Path dynamics in a 16-node mobile ad hoc network with node speed

of 5 m/s and pause time of 2 s. The traces of the two routes are plotted, from the
video source node to the video sink node used by MRTP.

The quarter common intermediate format (QCIF) (176 x
144 'Y pixels/frame, 88 x 72 Cb/Cr pixels/frame) sequence
“Foreman” (200 even frames from the original 30 fps se-
quence) is encoded at 10 fps and used in our simulations. For
long simulations, the same 200-frame sequence is repeatedly
used. The multiple description motion compensation (MDMC)
video codec is used [29] to generate two video flows (or
descriptions), each with a bit rate of 59 Kbps, and to decode
received video frames. The encoder uses a 5% macroblock
level intra-refreshment, which has been found to be effective in
suppressing error propagation for the range of the packet loss
rates considered [29]. Each group of blocks (GOB) is packe-
tized into a single MRTP data packet, to make it independently
decodable (i.e., nine packets for each frame).

In each simulation, one node is randomly chosen as the
video source and another as the video receiver, where a playout
buffer is used to absorb received packet jitter. The MRTP
session uses two routes. The multipath routing DSR (MDSR)
model [5] (a multipath extension of the dynamic source routing
(DSR) protocol [39]), is deployed to maintain two maximally
node-disjoint routes for the MRTP session. All other nodes
generate background traffic for a randomly chosen destination.
The inter-arrival time of the background packets is exponen-
tially distributed with a mean of 0.2 second. The background
packets have a constant length of 512 bits.

In Fig. 11, we plot the dynamics of the two paths used by an
MRTP session during a simulation. The length of a route is de-
noted by the total number of nodes the route traverses, including
the source and destination nodes. Furthermore, each point in the
figure indicates a route update: either a better route is found, or a
route in use is broken. We find that the routes are highly dynamic
(e.g., see the path changes between the 240th and 245th second).
The MRTP session/flow management and QoS reporting func-
tions will be helpful for applications to handle the dynamic flows
in such environments. We also plot the number of common
nodes, which includes the source and destination nodes, be-
tween the two paths.

Next, we compare the MRTP performance with that of RTP,
using the same MDMC codec and the same video clip. For the
RTP simulations, we used the NIST DSR routing model that
maintains a single path to a destination. The two descriptions
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are interleaved and transmitted on this path. The MRTP session
uses two flows, each transmitted on one of the two paths found
by MDSR. The receiver decodes received frames (corrupted by
transmission errors) and computes their peak signal to noise
ratios (PSNR). In Fig. 12, we present average PSNR values of
received frames for different playout buffer sizes. Each PSNR
value in the figure is the average of 8000 decoded frames. As
expected, the average PSNR increases with playout buffer size
for both RTP and MRTP simulations. This is because with a
larger playout buffer, packets that temporarily experience large
delays can still be used for decoding. In the MRTP case, when
the playout buffer size increases from 300 ms to 1 s, there is
a 0.63 dB gain in average PSNR of decoded frames, which is
significant in terms of visual quality. However, the improve-
ment gets smaller for further increases in playout buffer size,
implying that most remaining packet losses are due to path
failure (i.e., dropped at a failed link), rather than congestion.
Furthermore, we find that the two-flow MRTP outperforms
the single-flow RTP in all of the cases, with average PSNR
improvements ranging from 0.66 dB to 1.29 dB.

Although Fig. 12 demonstrates improved video quality in
the average sense, it would be more interesting to examine the
quality of individual frames. In Fig. 13, we plot the PSNR traces
obtained from a two-flow MRTP simulation and a single-flow
RTP simulation. The playout buffer is set to 1 s for both sim-
ulations. We discard the first 1000 frames in order to eliminate
the impact of initial node placements. The same random seed
is used for the random number generators in both simulations,
such that a node has the same trajectory in both simulations.
As a result, the deep valleys of the two PSNR curves occur at
about the same time instances (e.g., when the source and desti-
nation nodes are far apart from each other, or one of them is in
a hot-spot).

For the MRTP simulation, the average packet loss ratio is
3.3%, with an average burst length of 19 packets. For the RTP
simulation, the average loss ratio is 9.2%, with an average burst
length of 213 packets. Recall that there are nine packets for each
frame. Clearly, using two flows not only reduces the average loss
ratio, but also makes packet losses more random. We observe
that the degradation in PSNR is more persistent in Fig. 13(b),
since when the single flow is down, both video descriptions are
lost. In the MRTP case, when one flow fails, it is likely that
the other flow is still up, since the paths are maximally node-
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with two flows and (b) RTP/DSR with one flow.

Fig. 14. Decoded frames from the MRTP and RTP simulations. (a) MRTP:
frame 8630, (b) MRTP: frame 8635, (c) MRTP: frame 8640, (d) RTP: frame
8630, (e) RTP: frame 8635, and (f) RTP: frame 8640.

disjoint. The MDMC decoder can use received information in a
description to recover information carried in the lost description
[29], and therefore, can recover more quickly from a burst of
packet losses (e.g., see the valleys around 7000 s in both figures).
The average PSNR for the MRTP case in Fig. 13(a) is 31.45 dB,
while the average PSNR for the RTP case in Fig. 13(b) is 30.19
dB. A significant gain of 1.26 dB is achieved when two MRTP
flows are used.

For multimedia applications, the ultimate performance mea-
sure is perceived QoS at the receiver. In order to visually demon-
strate the received quality, we plot several decoded frames from
the RTP and MRTP simulations in Fig. 14. Note that when there
is no large burst of packet losses, e.g., as around 6000 s in
Fig. 13(a) or around 5000 s in Fig. 13(b), the decoded frames
from the two simulations have similar perceived quality. How-
ever, during a large burst of packet losses, a long sequence of
frames will have low quality in the RTP case, while MRTP can
recover from the losses more quickly with a smaller number
of frames affected. The decoded frames in Fig. 14 are Frames
8630, 8635, and 8640. During this period, all three frames are
affected by a loss burst in the RTP case (frame 8630 is the first
frame affected by this burst), and have high distortions as com-
pared to the corresponding frames from the MRTP simulation.
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V. CONCLUSION

We presented the MRTP protocol for real-time multimedia
transport over mobile ad hoc networks. Our proposal was moti-
vated by the recent considerable research effort on multimedia
communications with path diversity. MRTP is an extension of
existing real-time transport protocols (i.e., RTP/RTCP) that in-
corporates the multipath transport capability; it is also comple-
mentary to existing data-centric transport protocols (i.e., SCTP)
for real-time multimedia applications.

We also presented two performance studies of the proposed
protocol. The first study focused on the impact of traffic par-
titioning on the queueing performance of real-time flows at a
bottleneck node. We showed that the bandwidth utilization of a
bottleneck node can be greatly improved when MRTP is used.
In addition, the improvement can be achieved with a relatively
small number of MRTP flows. The second study focused on the
error resilience aspect of MRTP. Through OPNET simulations,
we showed that MRTP achieves significant improvements on re-
ceived video quality over single-path RTP.

Although MRTP has been developed in the context of mo-
bile ad hoc networks, we believe that MRTP can be applied in
the Internet, when an institutional network has multiple access
routers, for infrastructure-based wireless networks, when mul-
tiple base stations can be accessed in parallel, and for multi-
media data sharing in P2P overlay networks for improved media
quality.
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