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Self-Initiating MUSIC-Based Direction Finding
In Underwater Acoustic Particle
Velocity-Field Beamspace
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Abstract—This paper introduces a novel blind MUSIC-based for example, when multiple identical sonobuoy subarrays
(MUltiple Signal Classification) source localization algorithm ap-  are scattered over a wide area, in sparse arrays for aperture
plicable to an arbitrarily spaced three-dimensional array of vector  aytension. in log-periodic arrays for frequency-invariant

hydrophones, each of which comprises two or more co-located and . . :
orthogonally oriented velocity hydrophones plus an optional pres- beamforming, and in conformal arrays. For such irregularly

sure hydrophone. This proposed algorithm: 1) exploits the inci- SPaced arrays of pressure hydrophones, ESPRIT [7]—the other
dent sources’ angular diversity in the underwater acoustic par- popular eigenstructure method—cannot effectively process the
ticle velocity field; 2) adaptively forms velocity-field beams at each collected data fronall pressure hydrophones. This is because
vector-hydrophone; 3) uses ESPRIT to self-generate coarse esti-ESPRIT requires the overall array to be decomposable into two
mates of the sources’ arrival angles to start off its MUSIC-based it- jyentical hut translated subarrays, a condition violated by the
erative search with noa priori source information; and 4) automat- _ - 2o
ically pairs the x-axis direction-cosine estimates with they-axis geometric .|rregular|ty_of the arb|trarlly spaced array. However,
direction-cosine estimates. Simulation results verify the efficacy of ESPRIT will be used in this algorithm to process the data from
this proposed scheme. pairs of vector hydrophones to generate coarse arrival angle
Index Terms—Acoustic interferometry, acoustic signal pro- estimates to m't'ate_ MUSIC' E_SPRIT can be so used despite
cessing, acoustic velocity measurement, array signal processing,the array’s geometric irregularity because of the vector nature
blind estimation, direction of arrival estimation, sonar arrays, Of the vector hydrophones.
underwater acoustic arrays. This work represents the first paper relating the MUSIC algo-
rithm to an irregular array of vector hydrophones. This present
algorithm further distinguishes itself from other beamspace
MUSIC algorithms [8]-[10] in several regards: 1) beams are
A. MUSIC-Based Parameter Estimation formed in the velocity-field domain; 2) these velocity-field

USIC (MUltiple Signal Classification) [5] representsP@ams are formeklindly using noa priori source information;

a highly popular eigenstructure (subspace) dire@nd 3) coarse estimates of the dlreqtlon cosine are derived to
tion-finding (DF) method applicable to arrays of irregularlyptart off MUSIC’S iterative searc_h. This present aIgorlth_m does
spaced sensors. MUSIC forms a spectrum using the noise-sif@t require anya priori source |.nforma.t|on; however, if any
space eigenvectors of the data correlation matrix and thg4ch information becomes available, it would be possible to
searches iteratively for nulls in this spectrum. MUSIC, thug)corporate techniques presented in [8]-[10] to form beams in
performs anV/-dimensional iterative search féf extrema ofa the spatial domain as well.
scalar function to estimate the parameters of alK incident
sources. Relative to the optimum maximum-likelihood (ML
parameter estimation method, eigenstructure methods: 1) deThis proposed method is applicable to any irregularly
mand less computation; 2) do not requargriori information of spaced array of vector hydrophones, each of which comprises
the joint probability density relating all sources and noises biyo or threé identical co-located but orthogonally oriented
only the noise’s second-order statistics; 3) yield asymptoticaMglocity hydrophones plus an optional co-located pressure
unbiased and efficient estimates of the directions-of-arriveydrophone. Each velocity hydrophone has an intrinsically
(DOA); and 4) produce at moderate signal-to-noise ratidrectional response to the incident underwater acoustic
(SNR) estimation performance comparable to the optimagvefield, measuring only one Cartesian component of the
methods. Irregular inter-hydrophone spacing frequently ariségident three-dimensional (3-D) underwater acoustic particle

velocity field. Each vector hydrophone (constructed with
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sin 0y, sin ¢, w(fy) = cos by, k = 1,---, K} where¢, may be formed at each individual vector hydrophone. These
symbolizes thekth source’s azimuth angle arfl represents vector-hydrophone-based beams, to be formed by linearly
the elevation angle. The vector hydrophone’s unique arragnstrained minimum variance (LCMV) beamforming, may be
manifold is pivotal to the efficacy of this proposed approachlirected to any azimuth-elevation direction to pass only one
The Swallow floats [11], one example of a freely driftingsignal-of-interest while nulling out all interference. This would
array of vector hydrophones, are neutrally buoyant and maliminate many local optima in MUSIC's iterative search and
be ballasted to any desired depth in the ocean. The DIFARus facilitate more speedy and more robust convergence to the
array [12], [13], a uniform vertical array with flux-gate com-global optimum.
passes to measure the orientation of the horizontal velocityln order to specify the linear constraints used to construct
hydrophones, exemplifies another possible construction this LCMV beamformer, it would be necessary to estimate
vector hydrophones. Velocity-hydrophone technology has beesich source’s respective vector hydrophone steering vector.
available for some time [1] and continues to attract attentidrhis may be accomplished by applying TLS-ESPRIT—a
in the field of underwater acoustics [29]. Many different typetotal least squares refinement of ESPRIT [7]—to a pair of
of velocity hydrophones are available [3] and have been corector hydrophones, which effectively embody two identical
structed using a variety of technologies, with designs rangibgt spatially translated three-element subarrays, the data
from mechanically-based [4] to optically-based [6] to derivacollected from which form an ESPRIT matrix-pencil pair. The
tive-based [16]. This recognition of the vector-field nature (i.elower-dimensional eigenvectoradt the signal-subspace nor
the acoustic particle velocity field) of the underwater acousttbe null-space eigenvectors of the data correlation matrix) gen-
wavefield distinguishes this algorithm from more customamrated in the final stage of TLS-ESPRIT are used to decouple
source localization methods deploying pressure hydrophoriee element-space signal-subspace eigenvectors to yield an
and treating the underwater acoustic wavefield as merelyestimate of each source’s vector-hydrophone steering vector,
scalar wavefield (i.e., a pressure field). which may in turn be used as linear constraints for LCMV
Velocity hydrophones have been used in several earlier sighalmforming over the two-dimensional (2-D) parameter-space
processing papers. D'Spattal.[13] and Hawkes and Nehorai of the azimuth and the elevation.
[28] investigated Capon spectrum estimation along predeter-
mined spatial direction for an array of vector hydrophones. The
vector-hydrophone beam pattern is analyzed by Wong and @hi Blind Estimation via Self-Initiating MUSIC
[31]. Shchurowet al. [14] used vector hydrophones to measure
ambient noise but not for source direction finding. Nehorai MUSIC, however, performs a computationally expensive it-
and Paldi [16] developed a measurement model of the vectgtive optimization search over a multidimensional parameter-
hydrophone and stated that the normalized vector-hydrophaijace. Whether this optimization converges to the global op-
array manifold contains the direction-cosines as its componenfgum and how fast this iterative search converges depend very
Nehorai and Paldi [16] also proposed a scalar performangrich on the proximity of the initial parameter values to the true
measure [the mean square angular error (MSAE)], derivedy@bal optimum. Withoug priori information on the incident
compact expression and a bound for the asymptotic MSAE f@urces, initial estimates are generally unobtainable. One ad-
the vector hydrophone, and proposed a fast wide-band estimajgfitage provided by this proposed method is the capability to
of the arrival angles in a single-source scenario using oBelf-generate such initial estimatelndly without anya priori
vector hydrophone. Hochwald and Nehorai [21] determined thigformation. Coarse DOA estimates are herein derived based
maximum number of sources uniquely identifiable with a singién the vector hydrophone’s unique array manifold, which con-
vector hydrophone. Hawkes and Nehorai also derived theoretigghs an incident source’s all three Cartesian velocity compo-
performance bounds for direction finding and beamformingents. Such estimates of tti¢h source’s steering vector, al-
using an array of vector hydrophones [28], [18] and analyzed u@ady available from TLS-ESPRIT as explained earlier, when
derwater acoustic boundary conditions for hull-mounted [19] am@rmalized produce estimates of the source’s Cartesian coordi-
surface-mounted [20] vector hydrophones. Wong and Zoltowskite direction-cosineg; ™, #5°* w2}, which can serve
used the ESPRIT-based normalization DOA-estimator onag “coarse” estimates to start off MUSIC's iterative search. In
single vector hydrophone [23], [30] and to extend array apertusgsence, the deployment of multiple spatially displaced vector
beyond half-wavelength spacing forasparse butregularly spa¢g@drophones allows two separate independent approaches to es-
multi-element planar array of vector hydrophones [24]. Wongmate the DOA's—via the normalization DOA estimator [16] at
and Zoltowski also devised a Root-MUSIC direction-findingach vector hydrophone and via an iterative search over the mul-
algorithm applicable tainiformlyspaced velocity hydrophonestivector-hydrophone array manifold parameterized by the inter-
[29]. In contrast, this proposed method performs directiofector-hydrophone phase delays. The high variances of these
finding in the acoustic particle velocity-field beamspace faformalization DOA estimates (relative to the direction-cosine
arbitrarily spaced vector hydrophones using a self-initiatingstimates to be derived through acoustic particle velocity-field
MUSIC-based iterative method. beamspace MUSIC’s iterative search) are intuitively explain-
able as due to its derivation based on information from a single
vector hydrophone, which has no effective geometric aperture
because of its point-like geometry. In contrast, MUSIC's esti-
Considering each vector hydrophone as a subarray unit, idemates benefit from the nonzero spatial extent of the full array
tical velocity-field beams in two- (angular-)dimensional spacaperture.

C. Acoustic Particle Velocity-Field Beamspace
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E. Automatic Pairing of Direction-Cosine Estimates sists of three spatially co-located but orthogonally oriented ve-
A nontrivial pairing problem with the direction-cosinelCity hydrophones. Theth impinging source has the following

estimates would ordinarily arise with geometrically separabfe<1 vector-hydrophone array manifold [16]:
array configurations using pressure hydrophones, but not in the

present case with vector hydrophones. This present algorithm u(Ok, Pr) U, sin 6 cos ¢y,

. . . . . K . def def def ef | . .
automatically pairs estimates of theaxis direction-cosines @i = a(f, ¢x)= |[v(bk, ¢1) | = |vk| = |sin b sin éy,
with those along the axis. This pairing problem is nontrivial w(Or) Wy, cos Oy
because there does not exist any fundamental algebraic theorem Q)

nor any general algorithm for such a 2-D problem. What do

exist are numerous algorithms that apply only to arrays that seghere0 < 6, < /2 symbolizes theith source’s elevation
arately estimate the two sets of direction-cosines and then paiigle measured from the verticabxis,0 < ¢, < 27 denotes
them. For example, in cross-shaped, L-shaped, or planar arrapg th source’s azimuth angley, ™ sin 6, cos ¢;, represents
hydrophones displaced along theaxis leads to estimates Ofthe direction-cosine along theaxis,vkd:ef sin 0y, sin ¢, Sym-
the direction-cosines along theaxis; hydrophones displaced lizes the direction-cosine along theaxis, andew def o

along they axis leads to estimates of direction-cosines alo%gnotes the direction-cosine alor? tahaxis’ k= k

they axis. However, even with such separable array configur Th 2l ob gk j b hi

tions, there remains the aforementioned nontrivial problem | ere are two essential o servat|ons_ about this array man-
pair thez-axis direction-cosine estimates with thexis direc- flold. First, each vector hydrophone y|eIQS xB Stee”F‘g
tion-cosine estimates. In contrast, this proposed algorithm h tor—each - vector h)_/drophone_ effectively embodies a
already automatically resolved this pairing problem becaul¥€€-élément subarray in and of itself. Second, the normal-

the direction-cosine estimates are already correctly paired!#§9 Steering vectos, uniquely determines a broad-band or
the normalization estimates. narrow-band source’s DOA. Thus, if the steering vectors of

all impinging sources can be estimated from the received data,
then the signal-of-interests’ DOA's can be estimated by simply
normalizing their respective steering vector estimates.

The remainder of this paper will first develop the proposed The spatial phase factor for teh incident source at thigh
self-initiating MUSIC-based azimuth/elevation source locajector hydrophone located &t;, v, #) is

ization algorithm for an array of arbitrarily spaced vector
hydrophones, each of which is made of three identical and def _joam((mvuntuevntzrwn )/ A)

co-located but orthogonally oriented velocity hydrophones; this@ (0r, ¢r) = ¢’ =T e TurmeTzro

version of the proposed algorithm can handle up to two incident = ¥/ N G2/ N 2r(en/A) ()
sources. Section IlI-E1 then extends the algorithm for vector
hydrophones made of the aforementioned velocity-hydrophone

tr!aq plgs an additional co.-Iocated pressure hyd.rophon(? (f?lekth signal impinging upon thith vector hydrophone at time
distinguish between acoustic compressions and dilations); thl?1 X
t.thus registers the three-component vector measurement

version of the proposed algorithm can handle up to three inci-
dent sources. Section IlI-E2 modifies the algorithm for vector
hydrophones made of only two horizontally and orthogonally a(Ok, ¢n)sk(t) @Ok, on),

oriented velocity hydrophones plus an additional co-located where Sk(t)d:ef Pro(t)ed e/ Niter) (3)
pressure hydrophone; this version of the proposed algorithm

can handle up to two incident sources. The elimination of thghere, denotes théth signal’s powergy () is a zero-mean
vertically oriented velocity hydrophone will allow actual oceagit-variance complex random processs the signals’ wave-

acoustics to be better modeled as rectilinear. Section “'rgngth ¢ is the propagation speed, ang is the kth signal's
presents a variation of the schemes in Section IlI-E to hancﬂﬁiformly—distributed random carrier phase.

more than three sources.

F. Organization of this Paper

v v v

def def dof
=gy (ux) =q; (vx) =q; (wy)

With a total of K < 2 co-channel signals, thi¢h vector hy-

drophone has thex3l vector measurement
II. DATA MODEL FOR IRREGULARLY SPACED VECTOR

HYDROPHONES K
Uncorrelated narrow-baadinderwater acoustic plane-waves zi(t) = albk, gr)a(Br, ¢x) si(t) +ma(t),
impinge from one sideof an array of vector hydrophones lo- k=1 aer,, ‘;
cated irregularly in a 3-D region. Each vector hydrophone con- -1 - Z(L"’¢") @)

°These incident signals are narrow-band in that their bandwidths are vé;[/he abovex’ < 2 Spurce maximum limit may reaqlly be raised
small compared to the inverse of the wavefronts’ transit times across the art&@:3L — 1 by replacing each vector hydrophone with a subarray
The case involving broad-band signals may be reduced to a set of narrow-bafid, vector hydrophones. Such subarrays may be arbitrarily con-

problems using a comb of narrow-band filters. , figured so long as the same subarray configuration is used at all
3The sources may impinge from both sides of the array if the vector h

drophone is constructed using the three velocity hydrophones plus a presllgﬁapons' This extension will be discussed in detail in the next
hydrophone. section.)
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For the entire arbitrarily spaced vector-hydrophone araya K -dimensional signal subspace anfla— K)-dimensional
there exists @ x 1 vector measurement at each noise subspace. MUSIC derives a null spectrum (or source spec-
trum) parameterized by the direction-cosines and then identi-

der z1(?) fies the deepest nulls in this null spectrum (or peaks for the
2(t)= : source spectrum) to estimate the arrival angles. Hence, MUSIC
zr(t) performs a 2-D search fal{ extrema of a scalar function to
K estimate the azimuth and elevation angles of Kllincident
= Z se()g(up, vi) @ a(br, i) +n(t) sources. LeE, symbolize the8L x K matrix composed of the
k=1 K eigenvectors corresponding to thelargest eigenvalues of
= As(t) +n(t) (5) the3L x 3L sample data correlation matrix, and Igf, denote
the3L x (3L — K), matrix composed of the remainiind — K
whereA is the3L x K matrix eigenvectors oz ZH:
A g(ur, v1) @ alby, $1), -, alur, vi) @ albx, di)] 1 X
6) Re-=2z"= ¥ 2(t)2(t;) = E,D,E¥ + E, D, EY
=1
and 9)
[ 51(8) | where
PO
I S[((t) E, ~ AT
EXOR =lg(u1, vi) @ a(b, ¢1), -+,
n(t)‘l:er : q(ur, vi) @ a(Ox, ¢x)IT. (10)
:"%Q(t)- e )/ D, symbolizes aK x K diagonal matrix whose diagonal en-
ot I {(muntyivitan)/A) tries embody theK largest eigenvalues, anBl,, represents a
glug, vp)= : (7) (3L — K) x (3L — K) diagonal matrix whose diagonal entries
| ei2m((@runtyrvitzrw)/A) contain the3L — K smallest eigenvalues, afildenotes an un-

) known but nonsingulak x K coupling matrixT is nonsingular
where® denotes the Kronecker produa(t) symbolizes the pecause bott, andA are full rank. If there existed no noise,
3x1 complex-valued zero-mean additive Wg'te noise VeCtor gf an infinite number of snapshots were available, the above ap-
thelth vector hydrophone, and;, = /1 —u; —vj fork = proximation would become an exact identity.

1, .-, K. With a total of ¥ > K < 2 snapshots taken at
the distinct times{¢,,, » = 1, ---, N}, the vector-hydrophone g - gjind Beamforming in the Acoustic Particle Velocity Field
direction-finding problent. is to determine al{8y, ¢x, k =

1, ..., K} from the3L x N data set Velocity-field beamforming removes those spectral optima

corresponding to interfering sources by nulling out all but one

Z, z1(t1) ... z1(wN) signal-of-interest at a time, thereby facilitating MUSIC's iter-
gdef 1| 2 : : 8) ative search for a speedy convergence to the global optimum.
; . : Prior to this acoustic particle velocity-field beamforming step,
Zr zit) ... zr(ty) data dimensions have already been reduced by the eigen-de-
where the3 x N submatrice§Z;, I = 1, ---, L} correspond COMposition step in (9) to (10) froL x N to 3L x K. By
to measurements at tfigh vector hydrophone. constructing an identical beam out of each vector hydrophone

of the irregularly spaced 3-D array, velocity-field beamforming
further reduces these data dimensions to XK. Moreover, be-
cause the vector hydrophone’s array manifold depends on both
azimuth and elevation, spatial beams with two angular dimen-
A. Eigen-Decomposition of Sampled Data sions may be formed out of a solitary vector hydrophone. This
In eigenstructure (subspace) DF methods (such as MUSI@jplies, among other advantages, that two-spatial-dimensional
the overall sample correlation mat#&Z '’ (which embodies a beamforming and DF may be performed with only a one-dimen-
maximum likelihood (ML) estimate of the true sample correlesional array of vector hydrophones.
tion matrix if the additive noise is Gaussian) is decomposed intoLCMV [2] is a statistically optimal beamforming technique
4The following algorithmic development assumes that &ll vector thaj[ allows eXtenSIVe co_ntrol of beamformer respo.nse by a set
hydrophones are identically oriented. A simple correctional procedure QJ ,“near ConStra'r.]ts’ which may be Se.t to .pass (with Spe?'f'ed
presented in [25] to accommodate any nonidentical orientation amonf thegain and phase) signals from favored directions or to block inter-
vector hydrophones ferences from other directions and to minimize output variance.

SAlthough the proposed algorithm will be presented in the batch processipe MV has effects similar to constraining the coefficients of a
mode, real-time adaptive implementations of this present algorithm may readi

ly. . . i
be realized for nonstationary environments using the fast recursive eigen(-jﬁé-'te impulse response (FIR) filter to produce a specified set of
composition updating methods such as those in [15] and [17]. spectral peaks and nulls.

Il. SELF-INITIATING MUSIC-BASED DF IN ACOUSTIC
PARTICLE VELOCITY-FIELD BEAMSPACE
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The LCMV beamformer weights passing th#h source but C. Estimation of Vector-Hydrophone Steering Vectors

nulling all other K’ — 1 sources may be derived as The blind beamforming procedure suggested in the preceding

subsection needgi, & = 1, -- -, K}, which may be derived
wy, = R,b__th (CHRL—.}}C)—l e (11) using TLS-ESPRIT [71. ES_PRIT exploits the translational in-
variance between two identical subarrays translated by a known
separationA. Because each vector hydrophone embodies a
three-component subarray, any two vector hydrophones may
et & " be considered as an ESPRIT pair of subarrdyd. — 1)/2
R, = aray, (12) different pairs of vector hydrophones may altogether be formed
k=1 out of the L vector hydrophones. Each of thef€L — 1)/2
ESPRIT vector-hydrophone pairs produces its own estimate
of {a(bx, ¢x), k = 1, ---, K}, which must then be summed
(13) coherently to preserve signal power and to maximize noise
cancellation.
and{a;, k = 1, ---, K} embody entities to be estimated. Note Available at this point of the algorithm are ti#€ number of
that the X' columns of the constraint matri& simply corre- 3L x 1 signal-subspace eigenvectors (10), from whichithe
spond to the{ sources’ estimated array manifolds, ands a Vvector hydrophone’#( number of 3«1 signal-subspace eigen-
K x 1 vector with all zeros except a 1 at theh position to indi- Vectors may be extracted as follows:
cate that only théth source is to be passed. Tlig minimizes dof, g
wil R,;,wy, (i.e., the output variance or power) while satisfying E=(¢ @I3)E,, for I=1,.--,L (15)
the constraint€”w;, = e;. Note that these acoustic particle
velocity-field beams have been formed without explicit estima-
tion of the arrival angles. _ o o
This 3x1 LCMV acoustic particle velocity-field beam- (e, v0)alby, ¢1), -, wlurc, vioalboc, SOIT (16)
forming weight vectorw;, is to be applied identically to each
3 x K sector of the3L x K signal-subspace eigenvector matrix

where

a1 d[(]

of (10) as follows: ~[a(b1, ¢1), -+, a0k, ¢x)]
~Qu(uy, -5 ug, v, oo, vg)T (17)
def
E, = (I @owi)E, (14)
whereE,;, denotes théth source’sL x K velocity-field beam- Qlug, -+, uK, v1, -, Vi)
former output, passing only thgh source but nulling all other q(u1, v1) 0
K — 1 sources. Thid, x K velocity-field beamformer output def . (18)
will then be used in a 2-D DOA search to be discussed in Sec- :
tion 11I-C. Note that each signal-of-interest would have its own 0 @(ux, vx)
wy, By, , and 2-D iterative search. wheree; denotes arl x 1 vector with all zeros excepta 1 in the

'_I'he impinging sources’ spatial diversity i_s exploited by thigp position and; symbolizes a &3 identical matrix.
un|vec_tor—hydrophone—based_beamformer in a way fu_ndamen—An ESPRIT matrix pencil pair involving théth and thejth
tally different with a conventional phased array of displaceghcior hydrophone may be formed using the 8voK matrices

pressure hydrophones. In the latter case, the spatial diversiy gng E;, which (being full rank) are related by K x K
among incident sources is encapsulated in the spatial phaggsingular matrix@, ;-

factors between the phased array’s spatially displaced pressure
hydrophones. In contrast, no such spatial phase factors exist E¥,, =FE; (29)
among each vector hydrophone’s component hydrophones
because all three velocity hydrophones are spatially co-located.
The Vandermonde structure in the array manifold of a uniformly

spaced array of identical pressure hydrophones no longer exists : @
within a vector hydrophone. Instead, the sources’ spatial diver- =T, ®;;T;;
sity is directly encapsulated by the vector hydrophone in the — (pijTij)—l “ (P;;T;;) (20)

scalar response of each component hydrophone comprising the

vector hydrophone. Univector-hydrophone beamforming, thushere P;; symbolizes ak x K permutation matrix,®;;
embodies a kind of acoustic particle velocity-field weightinggmbodies a diagonal matrix whose diagonal elem@nf].x
fundamentally distinct from the phased array’s spatial filteringquals the eigenvalue oP;; with the corresponding eigen-
Note also thaspatial beamforming techniques [8]-[10] men-vector equal to thé:th column ofT;jl, the estimate of” in
tioned earlier could be applied to further reduce the dimensi¢h7) using data from théth and thejth vector hydrophones.
of this I. x K velocity-field beamspace data set wheepriori éij equals®;; except the diagonal elements are reordered.
DOA information on the incident sources are available. However, the above eigen-decomposition ®f; can only
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determine?’;; to within some column permutation. This ismay be obtainable from ESPRIT's eigenvalues. However,
because (20) still holds replacirij;; and @;;, respectively, given that it isT’, not ESPRIT’s eigenvalues, that is needed in
by P;;T;; and P;;®;;(P;;)~. Under noiseless or asymptoticthe algorithm, this cyclic ambiguity of ESPRIT’s eigenvalues’
conditions (i.e., infinite number of data time samples), phases is irrelevant to the objective at hand. TLS-ESPRIT,
regardless of the intervector-hydrophone spacing, can always
estimate?’;; and ¥;;, and these are all that matter here. In

0,9, 3 3 a"'aae’a ¢) (s < . . . .
(1. d1. 715 m) O, Prcs e, )] other words, initial coarse estimates of the direction-cosines

(Qi(ugs s w, vy, o) TR are derived not from ESPRIT’s eigenvalues, as is often the
= [a(01, ¢1, v1, M), -+, @bk, brc, VK5 NK)] case, but from ESPRIT's signal-subspace eigenvectors. In
Qj(uy, o, ug, vy, o, vg)T (21) contrast, ESPRIT's signal-subspace eigenvectors are usable

here because they do not suffer any ambiguity due to extended

and®;; = Qi_le' Note that ESPRIT may be concurrently aplntervector-hydrophone _spacing. For the_ vector hydrophone,
plied to these.(L — 1)/2 matrix pencil pairs by parallel com- knowledge of these signal-subspace eigenvectors leads to
putation. direct estimation (via the normalization estimator) of the direc-
In order to sum thes&(L — 1)/2 estimates of thé( three- tion-cosines due to the unique form of the vector hydrophone’s
component velocity fields, the permutational ambiguities ass@anifold. If each vector hydrophone is replaced by a subarray
ciated with{P;;, 1 > i < 5 > L} must next be resolved. ThatOf displaced pressure hydrophon_es, ther_1 the present algorithm
is, P;; must be estimated. Recognizing tH;T;; embodies Would not work because there is no simple way to extract
a unitary matrix, the rows oP;;T;; constitute an orthogonal the direction-cosine information from the subarray manifold
set. Letl;, denotes the row-index of the matrix element with thef @ subarray of displaced pressure hydrophones without
largest absolute value in thieh column of thek x K matrix Performing another MUSIC-like search over the subarray
(P T )(Pi;T3;)~ L. Then thelyth row of P,,,,, T, must Manifold.
correspond to théh row of P;;7T°;;. This permutation proce-
dure requiresoexhaustive searches and thus requires minimun  Self-Initiating MUSIC-Based DF in Acoustic Particle
computation. Velocity-Field Beamspace

Having thus permutedP;;T’;j, 1 < ¢ < j < L} to obtain Applying MUSIC to the LCMV acoustic particle velocity-

Ty, 1 < i <j < L} {B, 1 <1< L} may now be g 1o mtormer output, the direction-cosine estimates for the
decoupled and coherently summed to yield a composite estima

. of the K velocity fields{a(6, dx), k=1, ---, K} source are
i i . . ydefaIg mMax g
o DRt = E , )|- 23
Z (EiTz‘_jl + Esz‘_jldsij) D | e i, G} u, v 13, q(w. )] (23)
. 1<i<j<L ) _
ap = = = (22) Note that, unlike customary formulation of the MUSIC algo-

rithm, thekth source’s signal-subspace steering vector, not the

—1 —1
Z (BT55 + BT #) i | e null-space eigenvectors, is used in the above optimization. It is

| 1i<isl | preferable here to usk,, rather than the null-space eigenvec-

det _ ) tors because the latter, being orthogonal td @lksr., vi), k =
where @, =1,. @;; renders the summation d&,T;; and 1 ... K}, contain “contaminating” information from the spa-
E;T;;* coherent for any particuldrand ;. Similarly, @,; ren- tial phase factors of all the othéf sources. In contrast, ,
ders the summation c{fEiTi_j1 + EjT;jldSij, t=1,---, L} as the output of the LCMV beamformer nulling out all signals

coherent. The computation of all(L — 1)/2 matrix pencil other than thé:th signal, contains information only of thgh

pairs maximizes noise cancellation because it utilizes daeurce. Thus, using,, in (23) removes spectral optima corre-
collected from allL vector hydrophones and exploits all spatiadponding to the interferers, resulting in a “flattened” scalar func-
invariances among all. vector hydrophones. However, ittion for optimization and thus yielding faster convergence to
may be possible to economize on computation by performimgore accurate arrival angle estimates. As a side note, customary
TLS-ESPRIT on only a subset of di{ I — 1) /2 possible pairs. formulations of MUSIC use the null-space eigenvectors and not
The drawback of not computing all(L — 1)/2 pairs is a less the signals’ steering vectors in the above optimization also be-
optimum decoupling of the sources’ steering vector, resulting@ause the individual sources’ steering vectors are unavailable.
less accurate coarse DOA estimates (to be derived below) itk signal-subspace eigenvector set (i.e., the columds, pf

less effective source selectivity in the LCMV beamforming. cannot ordinarily be decoupled into tl€ impinging sources’

As a side note, many of thedg . — 1) /2 ESPRIT vector-hy- respective steering vectors. In contrast, this decoupling can be
drophone pairs may possess an intervector-hydrophone spasingcessfully performed using techniques described in the pre-
in excess of a half wavelength. This will result in a cycliceding subsections. Thus, the MUSIC-based search of this algo-
ambiguity of some integer multiple &r in ESPRIT’s eigen- rithm can use each individual source’s steering vector estimate
values’ phases. The one-to-one mapping between ESPRIifistead of the null-space eigenvectors.
eigenvalues’ phase angles and the direction-cosines will thusA  set of coarse  direction-cosine  estimates
no longer exist, and no unambiguous direction-cosine estima{gs®™, ¢5°*, w;°*} may be obtained to initiate the iterative
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search in (23) by normalizing each signals’ steering vectoray be derived to harmonize these two entities as follows. Re-

estimate casting this objective in the theoretical framework of an opti-
- mization problem:w? +w3 +w3j + w3 isto be minimized
w R given the constraint in (28). The optimal perturbation weights
~coar ax
zom — a are then
< coar sgn([ax]s)
Wy, AL
where wy, = — §[ak]z (29)
def [1 ifx>0 A
sgrz) = { 1 ifz<0’ (24) ws, = = Slarls (30)
sgn[ax]s) is used above because the sources are assumed to wy, = — é[dk]4 (31)

locate in the upper hemisphere. From the direction-cosine es-
timates derived in (23), theth signal’s azimuth and elevation
arrival angles can be estimated as

R

([a]0)? = ([ax]1)?
A =2E2 . (32)

b =sin (/a2 + 2 = cos™t iy, (25) (lax]0)* — ([ax]1)*

l

—
S

U
N

Thus, the improved coarse reference direction-cosine estimates

. i, are
b = tan~t & (26)
U ~ def ~
g = /1 + wo, [ar]2 (33)
Note that these estimates of the sources’ azimuth angles and . def .

. : ) = /1 4 34
elevation angles have already been automatically matched with deef s, [an]s (34)
no additional processing. W= /14 wa, [Gr]a (35)
E. Alternative Constructions of the Vector Hydrophone 2) Alternate Construction #2The underwater acoustic ve-

locity field may be characterized by its three Cartesian compo-
nents, or it may alternately be characterized by its two compo-
\é'r?énts along the: axis and they axis plus the overall pressure
) o 1 . “tield. A vector hydrophone comprising only the two horizon-
tion sensors, by themselves, suffer a18mbiguity, with their tally oriented velocity hydrophones plus a pressure hydrophone

plane-wave response given by the "figure 8" curve. Howevecran avoid directly dealing with the vertical component of the

the addition of a pressure hydrophone breaks this ambiguity l?J‘?fderwater acoustical particle motion. This constitutes an im-

cause aSﬁqlrotphone%ﬁl]stlngmsrles betwezn ;cg;stlcal Compﬁ%ﬁam consideration because particle motion may be circularly
sions and diiations. This new Setup expanads fray man- 5ng elliptically polarized and need not be rectilinear. Even if

ifold in (1) to a 4x 1 array manifold [16] the source initially generates a single plane-wave, the multi-
path propagation properties of the ocean environment typically
lead to elliptically polarized particle motion. By eliminating the

(27) vertical velocity hydrophone, the mathematical data model pre-
sented in the preceding sections will better model actual ocean
acoustics. In this case, the sources would be presumed to be

All other equations in the previous exposition are to be similarl{’Pinging from only one side of the array plane. Then, the
expanded in a straightforward fashion. With this four-compd€ctor-hydrophone array manifold in (1) becomes

nent vector-hydrophone construction, sources may be located
to either side of the array, that &, may range ird < 6, <«
instead of0 < 6, < w/2. The number of resolvable sources
is increased to three (the following section will discuss how to

increase to an arbitrarily large number of resolvable sources)y . .th source’s coarse but unambiguous direction-cosine esti-

This additional pressure hydrophone also allows aﬂiates may then be obtained fraim of (1) as follows

ditional noise cancellation using the Lagrange multiplier

1) Alternate Construction #11t is possible to add an extra
pressure hydrophone in spatial co-location to the existing
locity-hydrophone triad subarray unit. Acoustic particle m

1
def sin 9k Cos ¢k
a(ekv d)k) | sin 9k sin ¢k
cos Oy,

sin 6 cos ¢y,
ap = | sin 6 sin ¢y, | . (36)
1

method toA harmonier the twci separate measurem@t}i, i = @] /[ax]s 37)
and /{([ax]2)? + ([ax]3)? + ([ax]4)?}, of the normalized s . 38
pressure. That is, an optimal set of perturbation weights U =[ar]2/[ar]s (38)
{ws, , we, , ws, , wy, } relating the elements @ g =1/1— 42 — 92, (39)

(1 4 w1, )([a(Bk, Pr)]1)? = Sio(1 4wy )([@(fk, ¢1)]1)>  However, it would always be necessary to have at least three
(28) co-located hydrophones in each vector-hydrophone unit so as
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to have sufficient information to obtain properly normalized diarray configuration ofl.L vector hydrophones is viewed &s
rection-cosine estimates. identical but translated subarrayslofrregularly spaced vector

. hydrophones. In this case, updf — 1 sources may be handled.
F. Extension to Irregularly Spaced Subarrays of Vector

Hydrophones

This section presents an extension to accommodate more thag;, , ation results in Figs. 1-4 verify the efficacy of the pro-
the two-source maximum permitted by the basic algorithm pre-

sented in the preceding subsections. This two-source constran ed self-initiating MUSIC-based DF algorithm. For all these
i P ding ' ) . éﬁres, there exist two closely spaced equal-power uncorrelated
arises from the 81 size of the vector-hydrophone’s array mani-

fold. This maximum may readily be raisedt6—1 or3L—1 by garﬁ)v;ébggod ;?CIEGZL 3(5)3 rzes_wgg ;g? f;’r']'g‘;)v'”gj %%rir;eters:
. : 1 — . » YL — . » V2 — . ’ 2 — . .
re_placmg each of thé irregularly spaced vector hydrOIOhQneSI'hat is, the signal-of-interest (with subscript 1) hgs= 0.61
with a subarray of. vector hydrophones. Such subarrayd.of andv; = 0.59 and the interference (with subscript 2) has=

vector hydrophones may have an irrggulgr configuration so |08%9 andvs = 0.51. To simulate the proposed self-initiating ve-
as_IE)hne |dentllgilis u?array confl'gf]ultja;lor:hl;;]s.ed: dent locity-field beamspace vector-hydrophone MUSIC algorithm,
b eovera x L afray manrioidior incidentsource 43 identically oriented vector hydrophones (each composed of

ecomes three orthogonally oriented velocity hydrophones) are used at
the(x, y, z) coordinates:

IV. SIMULATIONS

a(6, </)k)d=ef q(ur, Vi)

sub
0 (s o) u(Bk, Pr) (0
® : @ | v(br, or) 40y - x{(0,0,0), (£1,0,0)(27, 0, 0), (0, £1, 0),
g5 (ur, v) w(x) (0, £2.7, 0), (+4.1, —4.1, 1), (+4.1, 4.1, —1)}
b b b where A denotes the sources’ common wavelength. Neither
subg, o ydef o Tm Wk T Y Uk T2 Wk ) 44y ESPRIT nor Root-MUSIC can effectively process all data
G (U, vi) = exp | j2m 3 (41) o :
sets collected from all sensors constituting such an irregularly

. spaced array. Only. — 1 = 12 TLS-ESPRIT matrix pencil
where(z3", 471", 2;3") denotes the location of the subarray'yairs—those involving thef0, 0, 0) vector hydrophone and
mth vector hydrophoneelative to the subarray’s first vector gne of the other 12—have been processed to estimate the
hydrophone located &3, 7", 23*%). . three velocity-field components in (22). The acoustic particle

Previous algorithmic developments in Section Ill and aje|ocity-field LCMV beamformer in (14) is set to pass only the

equations (1)-(25) still hold with the following changesirst source and to null the second source. The additive white
a(fx, ¢x), @bk, ¢r), (1), wi, and a0y, ¢x) become ngjse is complex Gaussian, and the SNR is defined relative to
3L x 11in size; 2(t) andn(t) both becom&LL x 1; A, E;, each source. One hundred snapshots are used in each of the
andC become3LL x K; z; becomes3L x N, Z becomes 500 jndependent Monte Carlo simulation experiments. The

3LL x N; R.. becomes3LL x 3LL, while R, becomes gstimation error in each experiment is computed by finding

3L x 3L. Equation (15) also becomes the difference betweed, v} and the direction-cosines of
. whichever source is closest to the estimated direction-cosines
E = (el ® Izi) E, (42) (to be discussed more fully below). The Nelder—Meade simplex

algorithm is used in the iterative searches.
Whel’eel refers to anL x 1 vector with all zeros except alat F|gs 1 and 2, respective|y, p|0t the direction-cosines’ com-
thelth position.e; selects the sector &, corresponding to the posite estimation standard deviation and bias at different SNR’s
Ith subarray and stores that informationBi. Also, (22) Now  forthe proposedalgorithm. The composite rms standard deviation
produces th&L x 1 subarray manifold estimates, from whichequals the square root of the mean of the respective sample vari-
thekth source’s three velocity-field components may be deriveghces of, ands; the composite bias equals the square root of the

as follows: mean of the square of the respective sample biaseards. The
L (Is @ T )iy, estimation standard deviation is close to the Cramer—Rao lower
P, = —=L (43) boundforanSNRabove5dB.Because u; = v; —vs = 0.08,
128, (I @ ef | the two sources would be resolved and identified with high prob-

ability if both the estimation standard deviation and the bias are
derapproximately 0.03. Referring tothese twofigures, the pro-
ggsed blind algorithm successfully resolved these closely-spaced
sourcesforall SNR’s above 0 dB without aagriori information
E, (I, o wE, (44) onthesources’directions of arrival. ' .

} Very occasionally, the iterative search proposed in Section IlI
where1® denotes @ x L vector of ones. These modificationsconverges to the spectral optimum corresponding to the nulled
permit the proposed method to handle ugfo— 1 sources. If source rather than to the passed source. The frequency of this
L > L, then more sources can be accommodated if the abamisconvergence to the nulled source is plotted in Fig. 3. Note

whereg; is now anL x 1 vector.p, produces initial direction-
cosine estimates for MUSIC's iterative search. Equation (1
also becomes
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44.05°, P; = 1, 6, = 59.10°, ¢ = 36.47°, P, = 1, 100 snapshots per experiment, and 500 independent experiments per data point.
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Fig. 2. RMS bias of @1, 91} versus SNR: the same settings as in Fig. 1.

that at high SNR’s at or above 20 dB, misconvergence dogairs as performed for these simulation results) in (22) to ob-
not occur at all. As the SNR becomes more demanding, mtain better decoupling of the signal-subspace eigenvectors. Con-
convergence gradually increases. This phenomenon of misceargence behavior of the MUSIC-based iterative search is in-
vergence to the supposedly nulled source may be explainedtégrally connected with the particular search algorithm used.
the imperfect decoupling of the signal-subspace eigenvecttM&TLAB’s built-in function “fmins” utilized for these simu-

into the sources’ individual array manifolds in (22) as noise ifations uses the Nelder—-Meade simplex algorithm. A more so-
tensity increases. Thus, the LCMV beamformer fails to blogthisticated search algorithm could well offer better converge re-
out the phase-delay spectrum of the supposedly nulled soudis. In any case, this misconvergence to an unintended source
and the iterative search misconverges to the direction-cosimeed not be a problem if, in each velocity-beam space iterative
of this source. This problem may be minimized by computingearch X optima (instead of just one optimum) are to be deter-
more TLS-ESPRIT matrix pencil pairs (instead of odly- 1 mined.
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Fig. 4. RMS error of @&, ¥} versus proximity of the initial estimatguy, v{} to the true values. The same settings as in Fig. 1.

Fig. 4 demonstrates the advantage offered by the proposdédhydrophones as the 13-vector-hydrophone array and that
algorithm’s self-initiating capability by comparing the estithese two arrays have nearly the same physical aperture. The
mation errors of the proposed algorithm with the estim&imulation scenario here is identical to that for Figs. 1-3,
tion errors of customary MUSIC applied to a comparablexcept the SNR is constant at 10 dB and the proximity of
pressure-hydrophone array and supplied with a close initthle available initial search direction-cosine estimates to the
search value. This customary pressure-hydrophone MUSi@e direction-cosine values for pressure-hydrophone MUSIC
algorithm is simulated for 39 pressure hydrophones groupedvaried. The two parallel lines with x’s in Fig. 4 give the
into 13 three-element subarrays, with each subarray havipgrformance of the 39-pressure-hydrophone array in terms of
anL-shaped configuratioh/2{(0, 0, 0), (1, 0, 0), (0, 1, 0)}. estimation biast one estimation standard deviation. The solid
These 13 subarrays are located in an identical configurationlime shows the estimation bias plus one estimation standard
the aforementioned 13-vector-hydrophone array. Note that thisviation for the proposed algorithm. The estimation bias is
39-pressure-hydrophone array possesses an identical nurmagligible relative to the estimation standard deviation for the
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vector-hydrophone case, because the proposed self-initiatings]
algorithm needs na@ priori coarse initial search value. In
contrast, bias dominates standard deviation for the pressure—h)ﬁ’]
drophone array because the optimization here converges to a
local optimum, instead of the true global optimum. Note that, [€]
even when the supplied initial search value is within 0.04 of
the signal’s direction cosines, customary pressure-hydrophong)
MUSIC still under-performs (due to misconvergence to a wrong
local optimum) relative to the proposed self-initiating acoustic (8]

particle velocity-field MUSIC method.

V. CONCLUSIONS

This novel self-initiating MUSIC-based DF algorithm in [10]
underwater acoustic particle velocity-field beamspace utilizes
vector hydrophones instead of pressure hydrophones. The
recognition of the impinging underwater acoustic wavefield!
as a vector field instead of a mere intensity field allows DF
by normalizing the the vector-hydrophone steering vector
rather than through estimating inter-element spatial phas
delays as is customarily done. The underwater acoustic particle
velocity-field beamformer reduces the complexity of thell3]
scalar function to be searched and removes false optima due
to interferers. The normalization estimator further suppliegiq
coarse direction-cosine estimates to start off the velocity-field
beamspace MUSIC's iterative search over the intervector—hy[-ls]

drophone spatial phase-delay array manifalithout any a

priori information on the sources’ parameters, thereby facili-
tating faster convergence to thglobal optimum. Simulation
results verify the efficacy of this blind beamforming and ;7
DF algorithm. While the preceding algorithmic development
has assumed that all vector hydrophones are identically 18]
oriented, a simple correctional procedure is presented in [25] t[)

accommodate any nonidentical orientation among/tivector

hydrophones. Though the incident signals have been assumgd!
to be narrow-band, broad-band signals may be readily handletgo]
by reducing the broad-band problem to a set of narrow-band
problems via the use of a comb of narrow-band filters. Fur-
thermore, even though this algorithm is in the batch processin

mode, its real-time adaptive implementation for nonstationary
environments may be readily implemented using fast recursivé?]
eigen-decomposition updating methods such as those in [1@3
and [17]. An electromagnetic analog of the proposed scheme

is available in [26].
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