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Abstract

In this paper, we review the recent advances in rate control techniques for video coding. The rate control algorithms
recommended in the video coding standards are briefly described and analyzed. Recent advances, such as new concepts in
rate-distortion modelling and quality constrained control, are presented. With these techniques, the rate control
performance can be improved. The paper not only summarizes these recent rate control techniques but also provides

explicit directions for future rate control algorithm design.
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1. Introduction

Recent success of multimedia entertainment has
generated a lot of research in video coding. To serve
the various applications such as video conferencing,
Digital versatile disc (DVD), video-on-demand
(VOD), digital television broadcasting, Internet
video streaming, and digital camcorders, many
video coding standards have been developed by
the International Telecommunications Union (ITU)
and Motion Picture Expert Group (MPEG), e.g.
ITU-T H.261, H.263, ISO/IEC MPEG-1 [45],
MPEG-2 [46], MPEG-4 [47], and H.264/AVC [54].
These video coding standards employ efficient
compression techniques to remove the spatial and
temporal redundancy within and between frames.
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Due to the limited storage size or communication
bandwidth, quantization is introduced to reduce the
bit rate of the compressed video signal such that the
size or bandwidth limitation can be met properly.
Rate control mechanism is responsible to adjust the
quantization parameters (QPs) to achieve this
purpose (Fig. 1).

Generally, the rate control part is an informative
part in video coding standards. It leaves the
flexibility to designers to develop the suitable
scheme for specific applications. Whilst matching
the desired bit rate, rate control needs to consider
following challenging issues:

(1) Distortion: There is an inherent tradeoff between
the distortion and the bit rate.
Based on the rate distortion (R-D) theory [3],
the distortion D is a decreasing function of
the bit-rate R. A decreasing distortion leads to
an increasing rate and vice versa. So the
fundamental problem in rate control can be
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Fig. 1. Rate control in video coding system.

stated as follows:
min D
S.t. R<R1nax: (1)

where Rp.x denotes the maximum bit rate. In
other words, rate control is to achieve the
maximum picture quality (minimum distortion)
without exceeding the maximum permitted bit
rate where quality is typically represented by
peak signal noise ratio (PSNR).

Complexity: Different application has different
computational complexity requirement. For
real-time video coding systems, time consuming
rate control algorithm should be avoided. Two-
pass rate control algorithm is not applicable for
real-time applications while it may be used for
storage video. As a dual problem, the rate
control algorithm is expected to be simple
enough with acceptable performance or is close
to the optimal solution with reasonable cost.
Constraints: There are various constraints for
video compression applications. For end-to-end
real-time video communication systems, there is
the delay constraint to avoid delay jitter and
jerky motion. For constant bit-rate applications,
buffer constraint is introduced. The rate control
algorithm should guarantee the encoder and
decoder buffers do not overflow or underflow.
For video storage applications, the budget
constraint should be considered since the
storage space is fixed.
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From the bit-rate point of view, we can classify
the video coding applications into two categories:
constant bit rate (CBR) and variable bit rate (VBR).

CBR: For CBR applications, rate control de-
signers mainly focus on how to improve the
matching accuracy between the target bit rate and
actual bit rate and satisfy the low-latency and buffer

constraints. In CBR applications, the fluctuation of
video quality cannot be avoided due to the varying
content in natural scenes. However, by taking the
advantage of the encoder buffer, smoothing video
quality is possible as the buffer can tolerate limited
bit-rate fluctuation whilst the buffer does not either
overflow or underflow.

VBR: VBR video coding is employed in some
applications in which natural video frames need to
be represented with more stable quality. VBR video
can also be neatly incorporated in a VBR transmis-
sion networking infrastructure [58,75]. For VBR
video where delay or rate constraint is not as strict
as real-time video coding, VBR rate control is
expected to present the video at constant quality for
the end users or be adaptive to both the source and
channel conditions.

Besides the above issues, different video coding
system structure leads to different rate control
framework. MPEG-4 object-based video coding
system needs joint texture-shape rate control since
both texture and shape information can be lossy
coded [13]. The rate control algorithm designed for
H.264 should consider the flexible block types and
the corresponding R-D optimization (RDO) speci-
fied in the standard. Recent rate control develop-
ments evolve in distortion control. Xie et al. [118§]
proposed a consistent distortion-based rate control
to achieve stable quality in real-time MPEG-4 video
coding. Besides, smoothing distortion-based rate
control algorithms [39,12] have also been developed
to reduce the quality fluctuation between adjacent
frames thus making the reconstructed video clips
more pleasing.

Generally speaking, the rate control algorithm
consists of two main parts: (1) to explore the
RD relationship of the video source; (2) to
design optimal/suboptimal control techniques to
achieve the optimization objects while satisfying the
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constraints of the applications. Operational R-D
(ORD) theory applies to lossy data compression
with finite number of possible R-D pairs. These
pairs constitute the ORD function [84] and provide
sufficient information for optimal rate control or bit
allocation. The general objective of optimal rate
control is to minimize the distortion under the rate
constraint (Eq. (1)). This objective can be further
specified as ecither minimizing average distortion
(MINAVE), minimizing maximum distortion
(MINMAX) [87] of the video sequence, or mini-
mizing variation (MINVAR) of distortion [66].
Since the generation of the ORD curve by actual
R-D pairs has quite high computational complexity
and will introduce intolerable delay, the R-D
relationships are modelled by the R-D models in
many video coding standards or applications. Such
a model is expected to be accurate and with limited
computational complexity. Many rate control algo-
rithms assume that the source statistics are sta-
tionary and belong to some probabilities such as
Gaussian [34] or Laplacian [21] and then derive the
R-D models based on the R-D theory [21,81].
Meanwhile, with the progress of video coding
standardization and explosion of video applica-
tions, rate control problem has attracted a lot of
attention and been studied extensively. A proper
designed rate control approach can efficiently
enhance the R-D performance of the video coding
system.

In this paper, we give a review of the recent
advances in rate control for video coding. The
organization of the paper is as follows. We describe
the background and preliminaries in next section.
A review and discussion of rate control in
video coding standards are given in Section 3. In
Section 4, the recent advances in rate control
algorithm development are then presented. The
evolutions in R-D modelling, quality constrained
rate control, subjective optimized rate control and
other extensions are discussed. We summarize our
paper in Section 5.

2. Background and preliminaries

In this section, we review some basic principles
related to rate control. We begin with the theoretical
foundation of rate control, R-D theory, and the
practical concepts, operational and model-based R-
D functions. After stating the rate control problems,
we will present the commonly used optimization
techniques in video coding.

2.1. R-D theory, operational and model-based R-D
functions

R-D theory [3] is the theoretical foundation of
rate control. It is originated from Shannon’s papers
[89,90] and forms a central part of information
theory [23] and lossy source coding [33,4] which
directly relate to lossy image compression [24] and
video compression [43]. A lossy source coding
scheme, such as video coding, concentrates on the
tradeoff between the distortion and bit rate. The
basic scenario is a decreasing distortion leads a
increasing rate and an increasing distortion is
achieved by a decreasing rate. In R-D theory, the
R-D function is defined to describe the lower bound
for the rate at a given distortion. However, there is
no guarantee that the lower bound can be achieved
in practical video coding schemes. Comparing with
R-D theory, the ORD theory [84] is more applicable
for video compression.

ORD theory applies to lossy data compression
with finite number of possible R-D pairs. These
pairs constitute the ORD function. Detailed defini-
tion of these concepts can be found in [84].
A quantizer belongs to the ORD function quantizer
set when

Oorpr =19 : g € O, R(q)=R(p)
= D(¢)<D(p), Vp € 0}, ()

where O = {qq,...,q,_1} 1s the set of all admissible
quanitzers, R(g;) and D(q;) are the rate and
distortion for particular quanitzer, respectively.
The ORD function presents the convex curve of
the specific compression scheme such that the
optimal solution of rate control, i.e., optimal
quantizer achieving minimum distortion at given
bit rate, can be obtained.

However, the ORD function-based rate control
schemes do not work efficiently in many practical
video coding applications, especially for the real-
time video coding, since the generating of the ORD
curve by actual R-D pairs has high computational
complexity and introduces intolerable delay. So in
many video coding systems, the model-based rate
control schemes are adopted. The R-D relationships
are modelled by R-D models. Some models are
derived based on the statistical properties of video
signal and R-D theory [34,21,81], and some models
are developed empirically and benefit from various
regression techniques [66,26,107,57,9,14]. But these
R-D models may suffer from relatively large
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Fig. 2. Operational rate-distortion and rate-distortion model
curves.

estimation error as shown in Fig. 2 where the circles
are R-D pairs of the admissible quantizers and the
solid line shows the approximations by a R-D
model. Due to the strict delay or complexity
requirements of video coding applications, model-
based R-D functions have been widely used in
practical video systems. Various expressions of
models are applied in video coders and demon-
strated great success in applications.

2.2. Optimal rate control problems

The general objective of optimal rate control is to
minimize the distortion under the rate constraint
(Eq. (1)). This objective can be further specified as
either MINAVE or MINMAX [87] of the video
sequence. The later one may be extended to
lexicographical optimality criterion [40] for near
constant distortion. The constant distortion-based
rate control problem can be viewed as quality
control since it aims to achieve constant distortion
and can be further extended to the problem of
MINVAR in distortion.

As motion compensated video coding is a
dependent process, the bit-rate R, and the corre-
sponding distortion D,, for particular video frame n
depend not only on its QP Q,, but also on its
neighboring frames, i.e., previous a frames and next
b frames. The unconstrained MINAVE problem

can be formulated as

Q" =(0],....0y) = aQrg min ZD

ON) =
X(anm R Qn+b)a (3)

where a and b satisfy the boundary conditions, N
presents the number of frames considered in the
optimization problem. Accordingly, the MINMAX
problem can be formulated as

Q" =(01,.... 0y

arg min ( de {D (Qn —ar o Qn+b)}> (4)
(Q1,-,0y) \"€tls

and the MINVAR problem can be formulated as
Q*=(0...., Q}“v)

= arg min Z 1D Qs+ > Qi)
(Ql """ QV n=2

_anl(Qn—afl"'"Qn+b71)|' (5)
It is noted in video coding, the constraints are
always applicable. The unconstrained problems
(3)—(5) become constrained problems such as delay
constrained and buffer constrained. For example,
for storage video with a storage space limitation,
Ruax, the MINAVE problem (3) becomes to

Q" =(0},....0y) = arg min ZD

-ON) =
X(Qn—a’ RS Q11+b)
N
Z Rn(anu’ T Qn+b)
n=I

< Rpax- (6)

Similarly, the buffer constrained MINAVE problem
can be formulated as

Q" =(0],....0) = arg rrélr; ZD
Olsees N =1
X(Qn_aa ey Q)1+b)
s.t. 0<B,<Bpnax, (7)

where B,, denotes the buffer level and B, denotes
the maximum allowed buffer level.

It is also noted that for different applications, the
constraints are different and multiple constraints
may be applicable [74]. How to optimally allocate
available bits at frame level or at block level to best
represent pictures is the essential problem in rate
control. Optimal bit allocation or rate control has
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been studied extensively in video coding field
[76,79,73,74,8,85,86,38,10]. There are two well-
known approaches to solve the optimal bit alloca-
tion problem, namely Lagrange optimization [27]
and dynamic programming (DP) [2]. The optimal
bit allocation was first addressed in [42] which used
the Lagrange multiplier approach for R-D analysis
in transform coding. Further improvements have
been reported in [88,92] for source quantization and
coding. However, the Lagrange multiplier method
may suffer from two main problems, such as having
negative bits and real numbers [84]. Further
extensions of this method have been reported, i.e.,
applying the non-negative integer allocation [29]
and introducing convex requirement [88]. DP can be
employed to achieve the minimum overall distortion
through a tree or trellis with known quantizers and
their R-D characteristics [76,79]. Particularly, Vi-
terbi algorithm (VA) [28] (or so-called forwarded
DP) or shortest path algorithm [22] are widely used.
Considering the recursion complexity of DP, some
sub-optimal algorithms, such as greedy algorithm
[22], are employed in rate control schemes. For the
constrained MINAVE and MINVAX problems and
solutions, an excellent review can be found in [87].

3. Rate control in video coding standards

Although rate control is not a normative part in
any video coding standard, every video coding
standard has its own recommendation on rate
control as informative part based on the competi-
tions from various related proposals. Considering
the balance between the complexity and efficiency,
these rate control algorithms do not aim to provide
the optimal and complex solutions. The adopted
rate control algorithms are competitive in R-D
performance with acceptable computational com-
plexities and are flexible in terms of adaptation
abilities to various video sources. It is valuable to
review the developments of these rate control
algorithms in the evolutions of video coding
standards since they can reflect the advances
achieved in the newly developed rate control
techniques. Generally, most rate control algorithms
adopted in video coding standards are designed for
both CBR and VBR applications. Rate control
schemes were developed for the simulation models
of the different video coding standards, e.g.,
reference model (RM) for H.261 [6], adaptive
quantization algorithm for MPEG-1 [109], test
model (TM) for MPEG-2 [48], test model near-

term (TMN) for H.263 [53], verification model
(VM) for MPEG-4 [49], and joint model (JM) for
H.264 (formerly test model long-term (TML)) [97].
In this section, we review these rate control
algorithms recommended in video coding standards.

3.1. H261

H.261 [52] is a block-based hybrid coder with
predictive-DCT transform coding and motion
compensation for ISDN video conferencing appli-
cations. Since the conference applications are
mainly with head-and-shoulder views of people
with limited motion and stationary background,
the H.261 rate control simply monitors the buffer
status to adjust the quantizer step size [6]. The
quantizer step size is calculated as a linear function
of the buffer level and expressed by

B

q_z{zo()prH’ (8)
where p is the multiplier used in specifying the bit rates
asin p x 64kbit/s, Bis the buffer level, and |.] stands
for integer division with truncation towards zero. The
buffer size By is defined as By = p x 6.4 kbits.

In addition, there are two additional operations
in the buffer control to prevent buffer underflow or
buffer overflow. If the buffer level reaches the
trigger point for overflow, current and subsequent
coded data are not sent to allow the buffer to be
emptied. On the other hand, bit stuffing is invoked
when the buffer is in danger of underflow such that
the decoder can maintain synchronization.

3.2. MPEG-1

The MPEG-1 [45] standard is a multimedia
standard focused on storage of multimedia content
on a standard CD-ROM [35]. The MPEG-1 rate
control is to allocate the total number of bits among
the various types of pictures (I, P and B-frames).
The MPEG video committee suggests that P-
pictures be allotted about 2-5 times as many bits
as B-pictures, and I-pictures be allotted up to three
times as many bits as P-pictures to give good results
for typical natural scenes. Under normal circum-
stances, the encoder monitors the buffer status and
adjusts the quantizer step size to avoid both buffer
overflow and underflow problems.

In MPEG-1, the adaptive quantization algorithm
[109] is recommended. Each MB is classified using
class cl(r,c) (coding difficulty), where r, ¢ denote
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the row and column coordinates of the MB. The
quantizer step size for each class Q(r,c¢) with
an overall minimum step size Q,,, 1S assigned
according to

Or,c) = Q1w + AQ x cl(r, ¢), )
where AQ is typically 1 or 2.

3.3. MPEG-2

MPEG-2 [46] is an extension of MPEG-1 that
allows for greater input format flexibility, higher
data rates for DVD and high-definition television
(HDTV) applications, and better error resilience.
The standard was completed in 1994 and is
extensively used in the video industry for digital
television (DTV) broadcast. The TMS5 rate control
algorithm [48] was designed for bit-rate control in
MPEG-2 video coding standard. It consists of the
following steps:

(1) Target bit allocation: The target number of bits
for the next picture depends on the picture-type
and universal weighting factors.

(2) Rate control: The reference value of the QP for
each macroblock (MB) (Q)) is set as follows:

Qj=<BiX31>, (10)

r

where r =2 x R/f, R denotes the bit rate, f
denotes the frame rate, and B; is the fullness of
the buffer.

(3) Adaptive quantization: Finally, the QP for MB j
is mquant; = Q; x N_act; and is clipped to the
range [45,74], where N_act; is the normalized
spatial activity measure for the MB ;.

3.4. H263

H.263 is the first video coding standard for very
low-bit-rate video coding. The TMNS rate control
algorithm [53] is designed for H.263 video coding
and consists of two levels, frame level and MB level.

(1) Frame level: At the frame level, the rate control
mechanism determines whether to skip or
encode the incoming frame. If the buffer level
exceeds a certain threshold, the incoming frame
will be skipped. Otherwise, a target number of
bits per frame is set based on the fullness of the
encoder buffer.

(2) MB level: At the MB level, the QP is adapted to
achieve the target bit rate. It is based on the
following logarithmic R-Q model [81]:

Liog, (2e2 Q—) if o> 1

R_ 2 2 (11)
_e o if <<l
In2@? 0> S 2e2

where Q is the quantization step size, ¢ is the
standard deviation of the MB. The marcoblock
level control is performed for each MB by
following steps:

® measure o,

e calculate the QP Q based on Eq. (11) by given R
and o,

e encode the MB,

e update the model parameters.

3.5. MPEG-4

The intention of the MPEG-4 standard [47] is to
support a wider variety of multimedia applications
and respective functionalities. Within this context, a
scene is viewed as a composition of video objects
(VOs) with intrinsic properties such as shape,
motion, and texture. Instances of VO in a given
time are called video object planes (VOPs). Shape
information is binary and is referred to as an alpha
plane [5].

MPEG-4 adopted a scalable rate control (SRC)
scheme [59] in the VM [49]. This rate control
approach consists of following steps:

(1) Frame level rate control: The frame rate control
in SRC scheme consists of four steps: initializa-
tion, calculate target bit rate, compute the QP,
updating after encoding. To compute the QP,
the quadratic rate-quantizer (R-Q) model is
used:

R:X1XS+X2>2<S, (12)
0 0
where X; and X, denote the model parameters
that are updated by linear regression method
from previous coded parameters, S is the
encoding complexity which is denoted by mean
absolute difference (MAD), Q is the QP and Ris
the target bit rate.

(2) Multiple VO (MVO) level rate control: As
MPEG-4 supports arbitrarily shaped VO cod-
ing, the R-D modelling for MVO is a simple
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extension of the above single VO (SVO)' R-Q
modelling:
X] i X Si Xz,- X S,'
= + ==
0, o
where i denotes the index of the VO. The target
bit rate of the VO depends on its size, motion,
and the MAD? and the ratio among the vos.
The shape rate control is realized through size-
conversion. The original binary alpha block
(BAB) (16 x 16 pixel block) can be down-
sampled by a conversion ratio (CR) of % to 8 x
8 pixel block or }—‘ to 4 x 4 pixel block besides the
CR of 0 for full resolution. At the decoder, the
data is up-sampled back to the original size.
The shape rate control considers the value of
maximum tolerable distortion, AlphaTH, as the
mode decision to decide the suitable conversion
ratio.

(3) MB level rate control: There are three steps in
the flow of MB rate control: target bit-rate
estimation, QP calculation, and R-D model
update. Essentially, the number of bits R,EAB
produced for kth MB is estimated by

R;

) (13)

2 .
MAD; @Yd—g)z it Y5, >0.085,
RY® = { MAD; Gy (14)
otherwise,

Y;
+MADk (Q,I;AB)

where Y, Y, and Y3 are the model parameters,
MB is the MB quantizer, R‘b/[% denotes the bits
per pixels for the texture of the VOP.

3.6. H264/AVC

Most recently, ITU-T and ISO/IEC developed
the newest video coding standard, H.264/advanced
video coding (AVC) [116]. It employs some different
features such as integer transform, multiple refer-
ence frames and various block type-based motion
estimation and R-D optimization, and universal
variable length coding or context-based adaptive
binary arithmetic coding [44]. The rate control
algorithm in JM [97] consists of three components:

(1) GOP level rate control: GOP level rate control
calculates the available bits for the remaining

'As usual [49], SVO is used to describe the entire frame in
MPEG-4. For individual arbitrarily shaped VO, we use
individual VO (IVO) in this paper.

frames in the GOP and initialize the QP of
instantaneous decoding refresh (IDR) frame.
(2) Picture level rate control: In this level, quantiza-
tion step Oy, 1s computed by the quadratic
model and then used to perform R-D optimiza-
tion (RDO) [115] for each MB in the frame:

ap X S ay X S
= + - 2
Qstep Qstep

where £ is the number of bits for header and
motion vectors, a; and a, are model parameters
estimated by linear regression, and S is the
predicted MAD of the current stored picture i
which is predicted by a linear model according
to the actual MAD of previous stored picture
i—1:
Si=by x Si_1 + ba, (16)
where b, and b, are the model parameters
updated by linear regression. The corresponding
QP Q is then calculated according t0 Qg

(3) Basic unit level rate control: The basic unit [65] is
defined as a picture, slice, MB row or a set of
MBs. A linear model is used to predict the MAD
of the current basic unit in the frame and a
quadratic R-D model is used to calculate the QP
which is used for RDO in the basic unit. The
basic unit level rate control is to obtain a good
tradeoff between the picture quality and bit
fluctuation.

R

—h, (15)

3.7. Discussion

From the above descriptions, we can summarize
the development of the rate control algorithms in
the recent video coding standards as follows:

e R-D models have been introduced since MPEG-4
and H.263. These models are helpful in rate
control since they can provide sufficient informa-
tion for QP decisions. After obtaining the target
bit rate for encoding current frame based on the
encoder buffer feedback, the quantization can be
determined through the R-Q models. The model-
based rate control techniques have got great
success in video coding systems. In the latest
video coding standard, H.264, the model-based
rate control is also recommended. But the model
is more complicated as the RDO is complemen-
tary to rate control. To avoid the expensive
iterative solution, the MAD is predicted.
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Although R-D theory acts as the foundation for
R-D modelling, i.e., providing explicit expres-
sions of the R-D functions, the regression
analysis and outlier detection techniques provide
powerful tools to make the modelling procedure
practical.

® More complicated buffer control has evolved to
determine the target bit rate of the encoding
frame. In the rate control algorithms of earlier
video coding standards such as H.261, the QP is
updated directly based on the buffer level. In the
rate control algorithms of later video coding
standards, QPs are not directly dependent on the
buffer level since the R-D characteristics of the
video signals are available from the R-D models.
Several buffer control steps are used to determine
the target bit rate. Moreover, in MPEG-4 and
H.264, post-encoding process is used to further
avoid buffer overflow or underflow as well as to
introduce quantizer varying constrains to avoid
quality fluctuation.

® Besides H.261, rate control algorithms in video
coding standards are adaptive to the video
sources by considering their MB-level or frame-
level (VOP-level) activities. The characteristics of
incoming frames are helpful to build accurate R-
D model to provide precise quantizer decision.

® More levels are supported by the rate control
algorithms in newer video coding standards, e.g.,
both MPEG-4 and H.264 support three levels
while MPEG-2 and H.263 support two levels.
This progress makes the rate control more
accurate.

4. Recent advances in rate control

It is noted that the rate control part is informative
in video coding standards which means that this
part is still open for research to improve after the
standard has been finalized. In this section, we
review some recent advanced rate control techni-
ques in video coding.

4.1. R-D modelling

In many video coding standards or applications,
the R-D relationships are modelled by the R-D
models. Such a model is expected to be accurate and
with limited complexity. From the classical R-D
functions, many mathematical expressions of R-D
characteristics have been developed. Many rate
control algorithms assume that the source statistics

are stationary and belong to some probabilities such
as Gaussian [34] or Laplacian [21] and then derive
the R-D models based on the R-D theory [110].
Ding et al. [26] proposed a generic R-Q model
according to the changes in picture activity and a
feedback-based bit allocation. A re-encoding meth-
od was developed with the rate-quantization model.
In [34], a source model is derived from the classical
R-D theory to describe the relationships between
the rate, distortion and QPs whilst in [101] an
adaptive model-driven bit allocation method based
on a parametric R-D model was proposed which
incorporated a region classification scheme. Ribas-
Corbera et al. [81] presented a logarithmic model for
bit rate and distortion and used Lagrange optimiza-
tion to minimize the distortion subject to the bit-
rate constraint. A spline method was reported in
[66] and a quadratic R-Q model was proposed in
[21], respectively. The quadratic R-Q model was
further extended into a scalable rate control
algorithm in [59] and optimized for its accuracy in
[68]. Cheng et al. [19] studied the linear relationship
between the activity measure and bit rate and
derived an empirical first-order bits model.

4.1.1. p-Domain rate model

Recently, He et al. [36] proposed a linear
p-domain rate model and the corresponding R-D
analysis framework [37]:

R(p) = 0(1 — p), (17)

where p is measured by the percentage of zeros of
the DCT coefficients and 60 is a frame constant
updated using the linear regression method. The
mapping between the QP Q and p is calculated
based on the distribution of the DCT coefficients.
They have shown that in typical transform-based
video coding systems, the coding bit rate in the p
domain can be approximated by a linear function.
The model is more accurate than the conventional
analytic rate model such that it can achieve target
bit rate easier and widely applied as the R-D
modelling foundation in some rate control algo-
rithms [39,91].

4.1.2. Separable R-D modelling

In most video coding techniques, the color videos
consist of luminance and chrominance components.
Fig. 3 shows the luminance (Y) and chrominance
(U, V) components of a sample color video, Mobile.
The Y component provides more texture details
while the (U,V) components are more uniform.
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Other color video sequences also present similar
characteristics. The authors [16] analyzed the R-D
model of the color image sequence and investigated
the distribution of the integer cosine transform
coefficients in H.264 color video coding standards
can be approximated by Laplacian distribution
but the R-D characteristics of the Y and (U,V)
components should be modelled separately (Fig. 4).
The color video sequence Mobile was compressed
by H.264 and the R-D curves were plotted in
Fig. 4(a). As shown in Fig. 4(a), we can find that the
shapes of R-D curves of different components are
different due to the different representations of Y
and (U,V) textures. Fig. 4(b) shows the bit-rate
curves of different components at a fixed QP,
QP = 32. Although the bit rate of the (U,V)
components is lower than that of the Y component,
the R-D characteristics of the (U, V) part is different
and this difference should not be ignored. This
implies that the R-D characteristics of color video
signal should be modelled separately. By doing this,
the modelling accuracy can be further improved
[16]. It should also be noted that we used a 4:2:0
format color video as shown in Fig. 4(b). For other
typical color video format such as 4:4:4, the ratio of
the (U,V) components in the bit rate would be
higher. Although Kamaci et al. [55] proposed to use
the Cauchy probability distribution function
(PDF)-based R-D modelling, this conclusion still
holds. It is obvious that the separable R-D
modelling principle is also applicable to other
transform-based coding system for color video
signal, e.g., DCT-based video coding system such
as MPEG1,2,4 and H.26x.

4.1.3. Joint texture shape modelling
One distinct feature of MPEG-4 is that the object-
based coding is supported. The scene is viewed as a

combination of different VOs. Thus, the coded
representation of a VOP includes the representa-
tions of its shape, motion and texture. The shape
R-D information is very useful to predict the bit rate
used for the shape and hence anticipate the amount
of rate used for the texture, to assist with buffer
stabilization and bit allocation between texture and
shape. A distortion prediction is useful to achieve a
lower bound on the rate such that the shape
information is represented with a given fidelity. A
state partition method was proposed in [106] to
model the R-D characteristics of binary shapes. In
[107], a probabilistic approach was proposed to
model the shape based on the statistics of shape
information. These two methods were restricted to
intra-coded shape only. A linear model for inter-
mode shape coding was proposed by the authors [9]
which can be extended in rate control for arbitrarily
shaped VO coding [11]. In [59,105,82], it was shown
how the SVO rate control can be extended to MVO
rate control algorithm. The MVO bit allocation
problem can be solved by considering the VOs
intrinsic properties. Lee et al. [63] considered the
rate control issue for different variable frame rates
of the VO. Wang et al. [113] applied the ORD-based
approach to allocate bits for MVO. Comparing with
the traditional frame-based coding, the major
difference in the object-based coding is that in
addition to coding texture and motion, the shape of
the VO must be coded as well. Since both texture
and shape can be lossy coded, an object-based rate
control scheme is necessary to consider the follow-
ing two important issues. As the shape information
is encoded with the texture information, bit alloca-
tion between the texture and shape is the first key
problem in MPEG-4 object-based video coding.
Another unique issue in MPEG-4 rate control is
how to distribute the bit budget for MVOs. A joint

Fig. 3. The luminance and chrominance components of test sequence Mobile (QCIF, 4:2:0): (a) Y, (b) U, (c) V.
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a R-D curve of Y, UV components for
test sequence Mobile (QCIF).
—Y
- - Uuv
c
o
2
o
@
a
Rate
b Bitrate of Y, UV components for test sequence
Mobile (QCIF) at QP = 32
6000 - . . .
—— Y component
5000 | — - UV component| |
. 4000 ¢t
i)
2
o 3000
I
@ 2000
\A
' (AW 1IN
1000 1 “/””‘M.flwlumm“\\«r M iy 0 RV ”»U'\;\VV }f\ K
rt
0

0 50 100 150 200 250 300

Frame number

Fig. 4. Test results from test sequence Mobile (QCIF, 4:2:0): (a)
rate-distortion curves of Y, UV components, (b) bit rates of Y,
UV components at QP = 32.

texture-shape bit allocation approach was proposed
by the authors in [13] to achieve the optimal picture
quality. The R-D characteristics of the IVO are
obtained via the joint texture-shape R-D model
derived from individual texture and shape R-D
models. The optimal bit allocation is then per-
formed

min <Z D,VO>
i=1
m
st Y RYO<Rurger, (18)
i=1

where DY© and RY© denote the distortion and bit
rate of the ith VO, respectively. m is the number of
the VOs.

4.2. Quality constrained rate control

Rate control always evolves into constrained
problems in practical applications [77]. Since the
amount of information in compressed video se-
quences is inherently variable, a buffer is placed
between the video encoder and the transmission
channel to smooth out the rate variation. The buffer
also dictates the amount of delay in transmission
systems. Larger buffer corresponds to long end-to-
end delay. In practical video coding applications, it
is essential to consider the rate/buffer/delay con-
straints. Rate control is then responsible for
adjusting the coding parameters to achieve max-
imum picture quality and ensure the buffer never
underflows or overflows.

4.2.1. Constant quality-based rate control

Several rate control techniques have been pro-
posed to achieve constant quality among frames.
Overmeire et al. [78] proposed an off-line segment-
based rate control approach to maintain constant
quality of video sequences. The video is divided into
shots based on activity analysis and cut detection.
Then the bit allocation is performed in a lexico-
graphic sense among different scenes in a video
sequence.

Xie et al. [118] proposed a sequence-based rate
control by using the rate-complexity model to
achieve consistent quality in real-time MPEG-4
video coding. The sequence-based consistent quality
problem was formulated as

N
min (%Z |DA(Q;) — D(Q)I)

i=1

s.t. 0<B;<B,, (19)

where N is the sequence length, D(Q) is the average
distortion of all the frames in the sequence, B; is the
encoder buffer size.

4.2.2. Quality smoothing

However, in CBR video coding, the priority is to
control the target bit rate without regard to the
ensuing visual quality. These strict bit rate control
schemes result in large quality fluctuations due to
the varying content in natural visual scenes. In
contrast to these rate control algorithms, a low-pass
filter-based MPEG compression scheme has been
proposed by He et al. [39] to smooth the video
quality for higher bit-rate applications. They
introduced the smoothed rate control framework
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by using a geometric averaging filter. The low-pass
filter was used to smooth the CBR distortion Dcggr.
In their work, DcgR is estimated by using the linear
rate model [36] to solve the constant bit R-Q Qcpr
and obtain its corresponding distortion. Then the
geometric averaging filter is performed to determine
the smoothed distortion Dg and its corresponding
quantizer Qg for actual coding:

N
Ds(n) = [ [[(Dcer(n — 0)*. (20)
i=1

where N is the filter length and a; denotes weighting
factors set as @; = 1/N. The quantizer Qg is then
decided by the transform coefficients and target
distortion Ds. This method can smooth out the
picture quality fluctuation without sacrificing the
overall quality. By combining the buffer control,
this low-pass filtering-based approach can achieve
smooth quality with limited delay.

As we know, minimizing the averaged distortion
may cause the distortion fluctuation problem. In
contrast, Lin et al. defined an alternative formation
to minimize the distortion variation [66]. The
authors [17] proposed a MINVAR of distortion
criterion-based approach to reduce the distortion
fluctuation between adjacent frames. The distortion
variation V is controlled under the bit-rate fluctua-
tion constraint. The distortion variation criterion in
the dependent video coding system is defined as [66]

Vn(anufl ) Qn+b)
= |Dn(Qn—w R Qn+b) - Dn—l
X(Qn—a—la B Qn+b—])|-

So quantizers that satisfy the MINVAR criterion
are given by

Q' =(Qi . Q)

N
= argmin Y Vu(Qygts-- > Ouis): 1)
(0y,.--,0y) n=2

where n—a—1 and n+ b satisfy the boundary
conditions, N presents the number of frames in
the sequence. Since in real-time video coding, the
coding progress is straightforward such that the
dependency of current frame only depended on
the coded reference frames. Moreover, the incoming
frame can be treated as the non-dependent frame as
the previous frames have been coded and will not
change their QPs. As encoder buffer allows limited
bit-rate fluctuation without buffer overflow or
underflow, the MINVAR can be converted to a

local optimization problem and can be formulated
as a constrained problem from the unconstrained
problem:

0, = arg min

Vu(Q,)

s.t. RL<R,(Q,)<RY, (22)

where R! and R" are the lower and upper bound
corresponding to the feedback from the encoder
buffer. Fig. 5 shows the comparison of traditional
rate control (H.264 JM) and the quality constrained
rate control (MINVAR) where the result with
smoother PSNR curve, i.e., smoother decoded
picture quality, is more pleasing to look at than a
fluctuating one. This method can be further
extended to the R-D tradeoff framework by
combining the buffer variation function [16].

4.3. From objective optimization to subjective
optimization

Some recent video coding techniques aim to
provide subjectively optimized quality by relying
on the characteristics of human visual system
[111] or neurobiological properties of visual percep-
tion [51].

4.3.1. Foveated video rate control

It is well known that the human visual system
(HVS) is highly space-variant and the spatial
resolution is highest at the foveation point. So the

37 T

— — MINVAR

36 1) —— UM

35t

34t

PSNR (dB)

33

32 |

31 . .
0 50 100 150

Frame index

Fig. 5. Comparison of H.264 joint model and MINVAR rate
control algorithms for QCIF sequence Foreman at bit rate
64kbps: (a) JM: average PSNR: 33.24dB, average PSNR
variation: 0.27dB, maximum PSNR variation: 1.24dB; (b)
MINVAR: average PSNR: 33.22 dB, average PSNR variation:
0.11dB, maximum PSNR variation: 1.15dB.



30 Z. Chen, K.N. Ngan | Signal Processing: Image Communication 22 (2007) 19-38

object at the foveation point in the scene coded with
better quality contributes significantly to the sub-
jective quality. Foveated video compression algo-
rithms [93] have been proposed to deliver high-
quality video at reduced bit rates by secking to
match the non-uniform sampling of the human
retina. Recently, an optimal rate control approach
was developed to maximize a foveal visual quality
metric, the foveal signal-to-noise ratio (FSNR), to
determine the best compression and rate control
parameters for a given target bit rate [62]. The
FSNR criterion is defined as an objective quality
measurement which matches the non-uniform spa-
tial sensitivity characteristics of human visual
system. With this objective criterion, an optimal
rate control algorithm employing the Lagrange
multiplier method was proposed to maximize the
FSNR instead of PSNR which is widely used in
traditional coders. Since perceptual quality mea-
surements are complex, an optimal subjective rate
control needs to balance the tradeoff between the
algorithm complexity and the R-D performance and
the perceptual quality can be improved with
appropriate quantizer design.

4.3.2. SPEM-based rate control

We have already known that the eye movements
have a profound effect on spatio-temporal sensitiv-
ity of the human visual system [30], i.e., smooth
pursuit eye movements (SPEMs). Nguyen et al. [69]
presented an approach based on SPEM, to control
the rate of the video data generated by the encoder.
The SPEM theory indicates that the eyes always
follow the moving object in the visual scene. So
Nguyen et al. figured that the VOs with high
motion activities should be finely quantized and
also found that the high motion part in the video
sequence requires more bits for coding. They
developed a rate control mechanism to use the
SPEM quantizer modifier to improve the quality of
moving scenes in the video sequence by using the
motion information provided by the motion analy-
sis block together with SPEM component as
reference. By adjusting the QP of each frame in
the video sequence, the quality of the high motion
frames will be improved whilst the quality of those
low motion frames will be decreased as a price due
to the limited bit budget.

4.3.3. Visual attention-based rate control
With the evolution of computational techniques
of visual attention [51], attention properties have

been considered in recent video coding applications
[50,100,15].

Tang et al. [100] proposed a video bit allocation
technique using a visual distortion sensitivity model
for H.264 coder. A automatic distortion sensitivity
analysis process is employed to analyze both the
motion and the texture structures of video frames
and evaluate the perceptual distortion sensitivity on
a MB basis. The MBs that can tolerate higher
perceptual distortion will be allocated fewer bits
thus reducing the bit rate of whole frame. Although
the objective distortion of the whole frame is higher
whilst the bit rate is reduced significantly, no
perceptual quality degradation will be perceived by
subjective observers.

MPEG-4 treats a scene as a composition of several
objects or so-called VOPs that are separately encoded
and decoded. Such a flexible video coding framework
makes it possible to code different VO with different
distortion scale. It is necessary to analyze the priority
of the VOs according to its semantic importance,
intrinsic properties and psycho-visual characteristics
such that the bit budget can be distributed properly to
VOs to improve the perceptual quality of the
compressed video. Priority-based bit allocation for
MVOs in MPEG-4 was proposed in [83]. The VO
with higher priority is assumed to be more important
and should be encoded with better quality. However,
the priority of the VO has to be determined before
encoding and cannot be adjusted during encoding.
The authors with other colleague [15] introduced an
automatic VO priority definition method based on
object-level visual attention model and further
proposed a subjective optimization framework for
VO bit allocation as illustrated in Fig. 6. The human
visual system characteristics are incorporated into the
video coding optimization process and the priority of
the VO can be obtained automatically instead of
fixing the weighting factors before encoding or relying
on the user interactivity. The authors incorporated
the weighting factors of the VOs obtained from the
object-level visual attention model with the R-D
models to achieve the minimum weighted distortion:

m
min (Z WiD?/O>
i=1
m
s.t. R,YO < Rtarget’ (23)
i=1

where W; is the weighting factor of the VO i. The
total rate for encoding all the VOs, R(Q,,...,0,,) is
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Fig. 6. Framework of unsupervised subjective optimized bit allocation for video coding using visual attention model.

given by the sum of the rates of all the VOs and
the distortion for all the VOs, D(Q,,...,Q,,) is the
weighted sum of the distortions of all the VOs. The
Lagrange multiplier method can be used to merge
the rate and distortion optimizations with a La-
grangian multiplier 4. The constrained problem (23)
is converted into the following unconstrained one:

Iy (01,...,0,) =D(Qy,...,0,) + AR(Qy, ..., Q)
(24)

It has been shown in [92] that if a 1* satisfies

[O1..... 0]l =argmin I;-(Q,,...,0,) (25)

and o

R(QT’ R Q:q) = Rtarget (26)

then [Q7,...,0;,] is the optimal solution of (23).

Comparing to the traditional optimal MVO bit
allocation algorithm [13], the quality of the object

with higher priority (the dancer as shown in Fig. 7) is
significantly improved. However, it is noted that the
performance relies on the accuracy of the perceptual
model.

4.4. Hybrid structure-based optimization

Although various video coding standards have
defined common compression architectures of the
overall coding systems, the flexibility in the hybrid
video coding structure enables the researchers to
implement optimization in many bit rate related
aspects besides QP such as frame rate, MB mode,
and block size.

4.4.1. Mode selection and size selection

In video coding, there are different frame types
(I, P, and B frames) and different MB modes (Intra,
Inter, skip, etc.). These various types (modes) relate
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to different bit rates and different residual errors.
Frame-type selection can be optimized by incorpor-
ating the Lagrange multiplier method to minimize
the distortion under the bit budget constraint [60].
The strategy was to determine both the number and
the position of reference frames in a group of
pictures whilst choosing the optimal quantizer. The
mode selection considers the impact of possible
modes on R-D behavior in the group of MBs and
the optimal strategy is based on the joint selection of
MB modes and quantizer scales to achieve the
highest picture quality [99]. As H.264 supports
flexible block types, e.g., SKIP, INTERI16 x 16,
INTER16 x 8, INTERS8 x 16, INTERS8 x 8, IN-
TRA16 x 16, and INTRA4 x 4 for P-slice, the rate
control algorithm designed for H.264 consider the
block types and the corresponding RDO to
determine the coding parameters by using Lagran-
gian formulation [116]

Iu(M|Q,7p) = Dy(M|Q) + A Ru(M1Q),  (27)

where D,; and R, are the distortion and bit rate for
various modes, respectively. M is the set of modes,
Q is the quantizer, and 1, is the Lagrangian
multiplier which has been defined experimentally as

Jur = 0.85 x 221273, (28)

The Lagrange multiplier optimization method
provides the optimal mode selection solution. Since
there are various mode candidates, the computa-
tional complexity of the solution is intensive. To
reduce the complexity, some fast mode decision
approaches have been proposed by reducing mode
candidates [61], joint motion estimation and mode
decision [121], or R-D estimation [103].

Besides the flexible mode decision, some rate
control algorithms address the problem of flexible

decision on block size or frame size. Variable block-
size video coding is to balance the tradeoff between
the bit rate and distortion by choosing the optimal
block size in the frame [95]. Optimal selection of
coding parameters in a video coder involves
variable-block-size motion estimation and multi-
mode residual coding [120]. This size selection is
always incorporated in mode selection, especially
for H.264.

4.4.2. Frame rate selection

In low bit-rate applications, it is prudent to skip
some frames but encode the rest of the frames with
better quality. Frame skipping is also widely used to
avoid buffer overflow. Song et al. [94] proposed the
optimal frame-skipping based on spatial and
temporal tradeoff in a R-D sense. Both the frame
rate and bit allocation were considered in the rate
control framework. They used the mean of the
histogram of difference (HOD) image values of
current sub-GOP to decide the frame-rate of next
sub-GOP. For example, if the mean HOD is larger
than a certain threshold, it means that the frame
rate could be decreased by one level. In this case, the
bits assigned for each coded frame will be higher
such that the frame distortion will be smaller.
Moreover, a multidimensional rate control algo-
rithm addressed how to jointly control the frame
size, frame rate and QPs [80]. In their work, the
object function was defined as a weighted distortion
metric of coded and skipped frames. The encoding
parameters of frame size, frame rate and quantizer
were formulated as a buffer constrained bit alloca-
tion problem and solved by the DP algorithm.

As MPEG-4 supports MVO coding, different
VOs can be encoded at different frame rates. This is
essential to reduce the temporal resolution of the
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stationary VOs such that other objects can gather
higher bit rate or higher frame rate to improve the
quality. However, the reconstruction mismatches
among VOs appear if the boundaries of the VOs
vary. Lee et al. [63] proposed a solution by
analyzing the shape changes of the VOs and the
decoder composition functions such that partial
frames of some VOs can be skipped without
mismatch impact of the final picture reconstruction
while the quality of the overall picture can be
improved. The distortions of both coded and
skipped VOPs were estimated by R-D models and
used for frameskip decision. The composition
mismatches were detected and recovered at the
decoder for better representation. Sun et al. [98]
addressed the problem on how to efficiently code
asynchronous objects with different temporal rates
so as to achieve a better tradeoff between temporal
and spatial resolutions. The VO with higher activity
was encoded at higher frame rate and others were
encoded at lower frame rate. To deal the composi-
tion problem, the method proposed in [63] was
adopted.

4.4.3. Multi-level rate control

As we have discussed in Section 3, more levels are
supported in rate control for later video coding
system. Current rate control works have extended
the frame level rate control to MB level. In MPEG-4
VM [49] and H.264/AVC IM [97], MB level or basic
unit level rate control strategies have played an
important role in the whole rate control system. The
multi-level rate control structure makes the rate
control more accurate and robust. It is obvious that
the MINAVE, MINMAX or MINVAR problems
can be formulated in MB levels and the optimal bit
allocation among MBs for certain objective can be
achieved through the optimization techniques as we
have discussed in Section 2. However, we are also
aware of the high computational complexity of the
optimization problem and notice that some prac-
tical solutions have been provided to achieve good
R-D performance.

He et al. proposed a solution for MB level QP
adjustment besides the GOP and frame level rate
control [36]. They noticed that the frame level QP
solved by the target bit rate and the R-Q model is a
real number but the coder only support integer
quantizer parameters. If we simply round the
value, the accuracy of the rate control will be
decreased. They proposed two solutions. The first
one is to arbitrarily let some of MB quantizers

be the largest integer smaller than the real number
and others be the smallest integer larger than the
real number whilst the mean quantization value
equals to the real number. More reasonable, they
suggested another MB feedback solution. They
considered the number of percentage of zeros in
the MB and define threshold to determine the
quantizer value. This approach is also simple but
performs well.

Chai et al. [7] proposed a foreground/background
video coding scheme by segmenting the frame as
foreground and background regions and then
encoding different regions using the same coder
but with different quantization step sizes to improve
the subjective quality of the decoded video se-
quences. In this scheme, rate control not only works
for frame level but also at sub-region level. The idea
behind this method is that people are more
interested in the foreground area and improving
the objective quality of foreground object will
improve the subjective quality of the visual scene.
Recently, with the progress of visual attention
research, we know that different MB has different
visual property. Tang et al. [100] considered the
visual distortion sensitivity of MB and allocated
fewer bits (larger quantizer) to MBs that can
tolerate higher perceptual distortion thus reducing
the bit rate of the whole frame. This algorithm can
reduce the bit rate without causing perceptual
quality degradation.

Besides the above aspects, we are aware of the
variety of rate control algorithms in the literature.
Most rate control algorithms adjust the QPs based
on the buffer feedback and the R-D model. A post-
quantizer control technique was proposed by the
authors in [68] which jointly considered the varia-
tions of the buffer level and the texture complexity
measurement to avoid buffer overflow and under-
flow as well as optimize the picture quality. The
function of rate control algorithm in VBR video
coding aims to determine the QP to maximize
consistent video quality. Besides one-pass rate
control algorithms [67] which are suitable for live
VBR video encoding, two-pass VBR rate control
algorithms can be developed for storage applica-
tions [114] which are strictly under budget con-
straint instead of delay constraint. Using the two-
pass approach, the encoder is able to gather the R-
D information of the entire video sequence such
that the encoder can control quality smoothly and
the bit budget precisely during the second-pass
coding [122].
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5. Summary

Most video coding standards do not specify the
rate control mechanism of the encoder as a
normative part. The implementation of rate control
algorithm is left open to the designers to develop
based on the application requirements. As a key
component in video coding, rate control has been
studied extensively as reviewed in this paper. As the
ORD theory [84] setups the framework for optimal
solution of rate control, i.e., optimal quantizer
achieving minimum distortion at given bit rate,
model-based rate control schemes [13,66,21,26,
105,123] approximate the optimal solution and
reduce computational complexities for practical
applications [43]. Based on the R-D characteristics,
many techniques have been developed to achieve
balance among efficiency and complexity, e.g.,
mode selection, and post-quantizer control. We
realize the challenges and contributions of the rate
control on how to improve the subjective quality of
the video by improving the objective quality of
human interested object (region) [15]. Achieving
smooth video quality in real-time video coding is
also an interesting topic in the recent rate control
algorithm design [39,12]. Whilst new video coding
standards or techniques, such as H.264 [96], wavelet
video coding [72], and distributed video coding [32],
provide new modes and functions, it is challenging
to develop new adaptive rate control algorithms.

In this paper, we summarized recent advances in
rate control developments. These new techniques
can be carefully selected and applied in different
applications. Since different video coding systems
have different characteristics, how to define a
proper rate control problem is crucial for rate
control design. As we have mentioned, the video
coding system have determined how many levels the
rate control can support. For example, in H.264, the
rate control could be effective in GOP, frame and
basic unit levels. Besides, in the multi-view video
[71] applications, we not only need to solve the rate
control problem in a single-view coder, but also
need to consider this problem for all views
simultaneously. Generally speaking, the video cod-
ing system structure and application background
play an very important role in rate control
algorithm design. It is also noted that rate control
also plays an important role in video transmissions
over wired [108] wireless networks [18]. Although
this rate control is a transport approach instead of
video source oriented, we are aware that the proper

rate control can significantly improve the system
performance by reducing time-out effects, packet
loss thus enhance the video quality and guarantee
quality of service (QoS) [117,70].

In this paper, we mainly review the rate control
techniques for video source coding. Rate control is
still a challenging problem in many aspects. We
highlight some future research directions:

(1) Perceptually friendly video coding: Some video
coding researchers aim to develop perceptually
friendly coding schemes, e.g. foveated video
compression [93], to deliver high-quality video
at reduced bit rates by seeking to match the non-
uniform sampling of the human retina. An
optimal rate control approach is then to
maximize a foveal visual quality metric by
determine the best rate control parameters for
a given target bit rate [62]. Since perceptual
quality measurement is very complex, optimal
subjective rate control needs to balance the
tradeoff between the algorithm complexity and
the R-D performance.

(2) Scalable video coding: Scalable video coding is
crucial in the heterogencous environment due to
its adaptivity to varying network bandwidth
and conditions [31] and simultaneously support
for both constant bit rate and constant distor-
tion service [102,64]. The R-D characteristics
can be extracted from the layered signals and be
used to determine the rate-allocation scheme to
adaptively achieve minimum quality variation
[124,112].

(3) Joint source-channel coding: Subject to the
constraints in communication systems, rate
control in joint source-channel coding is to find
the optimal distribution of bits between the
source coding and channel coding to achieve the
minimum end-to-end distortion. A joint encoder
and channel rate control for variable bit-rate
(VBR) video over packet-switched networks
should be able to balance both the consistent
video quality on the encoder side and bitstream
smoothness on the networks side [25]. For
constant bit rate (CBR) environment, rate
control optimizes the quality of the transmitted
video by jointly selecting the source rate and the
channel rate subject to two sets of constraints,
the end-to-end delay and the consistent trans-
mission rate [41,20].

(4) Transcoding: Digital video applications benefit
from the standardization of the bit stream format



Z. Chen, K.N. Ngan | Signal Processing: Image Communication 22 (2007) 19-38 35

and coding methods as in the video coding
standards. Video transcoding [56,104,119] is a
conversion process from a compressed video with
a certain data rate to one with a different rate or
between different video standards, e.g., from
MPEG-2 to MPEG-4. Rate control is one of
the key functions in a transcoder for rate-
adaptation and bitstream concatenation and
directly influences the video quality degradation
introduced by the transcoding process [1].

We focus on, but not limited to, the above areas
for further study on rate control extensions and are
aware of the importance of rate control in video
coding applications. In this paper, we investigated
the contributions of R-D theory in video coding.
We demonstrated with different video coding
applications that appropriate rate-control techni-
ques lead to successful implementations with super-
ior performances.
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