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ABSTRACT
Deep submicron technology is expected to be plagued by
many reliability issues including soft errors in logic. To ad-
dress this, we demonstrate how exploiting the natural fault
masking characteristics of logical functions can be achieved
by exploring the design space for selecting subsets of cells
from within a cell library prior to synthesis. Subset selection
alone is shown to improve the reliability of combinational
logic circuits by more than 35%. We compare how subset li-
braries effect the trade-offs between reliability, area, power,
and performance. Further, we show that added benefits of
reduced cell library size can benefit the design.

Categories and Subject Descriptors
[Testing, Reliability, Fault-Tolerance]

Keywords
Cell library, logical fault-masking, fault-tolerance

1. INTRODUCTION
Research is increasingly focusing on the growing soft er-

ror rates (SERs) in CMOS and the related problems [4, 5,
21]. Soft errors will arise due to a higher susceptibility to
radiation (alpha and neutron), temperature (environment),
power supply and ground noise, and electromagnetic inter-
ference among others [7, 19, 26]. The problem of dealing
with these errors has traditionally been a problem for mem-
ory designers, however recent studies have indicated that
within the next decade the problem of soft errors could be
as great in logic as it is in memory now [21]. As error rates
scale, more options will be needed by logic designers to com-
bat them.

Traditional methods for dealing with soft errors are gen-
erally quite costly in terms of speed, power consumption,
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and area. These costs are usually unacceptable for many
commercial applications[3]. In this paper, we present an ap-
proach that utilizes the natural fault masking characteristics
of logic with area, power, and delay costs kept lower than
traditional methods. Additionally, the complexity of many
fault tolerant approaches is traded for time spent exploring
the design space to achieve this increased reliability in our
approach.

Our method utilizes standard cell libraries and commer-
cial synthesis tools. We attempt to increase the barriers be-
tween an error signal and a circuit’s primary outputs (POs).
In limiting the choices for synthesis to gates which have nat-
urally higher fault masking characteristics we trade reliabil-
ity for added area, power, and delays. We can also benefit
from added efficiency from the synthesis tools arising due
to the simplified cell libraries, in some cases reducing delay
and/or power.

Our method and preliminary results are presented in this
paper.

2. MOTIVATION
Reducing the failure rate of circuits due to errors is our

primary goal. The process through which a soft error occurs
in combinational logic roughly follows this order: a transient
event occurs, the event must provide a sufficient charge, a
device must be sensitive to the event, and there must be
a sensitive path from the device to an output [13, 18]. If
no such sensitive path exists, the signal is said to be logi-
cally masked[13].Logical masking is one of three dominating
masking mechanisms in circuits along with electrical and
timing[13, 18, 21, 23].

Logical masking occurs when a gate masks an error in its
input due to its logical function. Consider a typical 2-input
NAND gate. If one of the two inputs is in error and the
other input has a logical value of 0, the gate will produce
the correct result regardless of the error. If the same gate
has a logical value of 1, then only an error producing a 1
logical value in the other input will result in an error (or an
error occurring in the gate itself).

Another consideration for masking is the logical depth of
the circuit. The more nodes (gates) that an error signal
must travel through reduces the likelihood that the error
will produce an error at one of the POs. This effect arises
by combining the masking characteristics of each node along
the path.



We must also consider special cases. Gates such as XOR
or NOT cannot mask errors. Any error in their inputs will
be reflected in their outputs.

Finally, we consider the sensitivity of errors to the inputs.
It has been shown that path sensitivity and sensitivity to
errors are dependent on the values of the inputs [1, 18].

When we combine these factors into cell design, we are
looking for a method that can increase the logical depth
without increasing delay significantly, minimize the number
of non-masking gates, and alter the gates to change the sen-
sitivity the inputs. By exploring the cell libraries, we can
bypass typical costly error analysis by letting the synthesis
tools do much of the work for us.

Previous work done to address the issues of fault toler-
ance at a gate, transistor, or gate level has focussed on two
primary areas. The first is analysis of gate and path sen-
sitivity in circuits to highlight areas where noise and faults
are likely to have the greatest effects[9, 23, 24]. The second
area is in device and parameter alteration. In [2, 25] once
sensitive nodes have been identified, resizing the transistors
diminishes the likelihood of that node producing an error
by reducing the susceptibility to radiation and noise. In [6]
a number of parameters can be changed, including voltages
and sizings to decrease the susceptibility to noise and radi-
ation based on a similar sensitivity analysis.

In both areas of work, the error sensitivity due to logical
masking is taken into account. Our method is fully compat-
ible with these approaches and would enhance the effective-
ness of these approaches. Our method is much simpler than
these methods, requiring little time to be spent outside of
subset selection, as described in the next section.

3. METHODOLOGY
Our goal is to determine what effect the choice of cell li-

braries and subsets of those libraries had on error reduction.
Previous studies have already examined the effects of sub-
set library selection on area, power, and delay[8, 15]. Our
method expands this search to include the effect that subset
selection have on reliability.

Our investigation was conducted using a variety of sub-
set libraries and statistical error injection. We begin with a
selection of 50 combinational circuits from the LGSynth93
benchmarks[17]. The circuits are then synthesized with Syn-
opsys Design Compiler using the open source vxlib 0.13µm
standard cell library[20]. The synthesized circuits were an-
alyzed for area, delay, circuit depth, average node depth,
dynamic power, leakage power, and cell selection. The syn-
thesized circuits are then injected with errors and a base
rate of failure (ROF) is determined for each circuit under
single error injection conditions. The process is then re-
peated using each subset cell libraries. Finally, ROF, area,
delay, circuit depth, power, and node count comparisons are
made for each subset with respect to the base case.

3.1 Subset Selection
A wide variety of subsets were considered for this exper-

iment. The criteria for selection were 1)the subset libraries
represent a variety of different cells, although not necessar-
ily in the same subset library, 2) the subset library meet the
minimum requirements of the compiler1, 3) that the sub-

1This requirement was bypassed for certain subsets by set-
ting the timing or area details for required gates to a point

set be logically complete, that is to say every boolean func-
tion could be computed with only the primitives represented
in the subset, and 4) minimize the number of non-masking
cells.

Some of the subset libraries we use are: 2NAND-INV,
2,3NAND-INV, 2,3,4NAND-INV, 2NOR-INV, 2,3NOR-INV,
2,3,4NOR-INV, 2NAND-2NOR-INV, 2AND-INV, 2OR-INV,
2AND-2OR-INV, DS11, and DS20. The libraries DS11 and
DS20 are subset libraries adapted from [8] (without flip-
flops).

Each subset library is named according to the primary
logic primitives included. Further subsets are then selected
from within these categories. The library 2NAND-INV, for
example, represents set of subset libraries based only on
the 2-input NAND and inverter gates. There are 6 drive
strengths for the inverters and 4 for the 2NAND gates. The
library 2,3NAND-INV represents a library containing 2 and
3-input NAND gates and inverters, etc.

3.2 Rate of Failure and Error Injection
A measurement of the ROF is made using a single pulse

injection simulation. The pulses are injected in the synthe-
sized circuits, into gates and distributed according to the
(sensitive) area for each gate in line with those described in
[10, 14, 16]. ROF is then measured as the fraction of trials a
circuit has an incorrect value at a PO. A value greater than
one represents a decrease

Statistical injection methods are utilized due to the in-
tractably large number of experiments required for exhaus-
tive investigation. The total number of simulations for ex-
haustive single pulse injection is adapted from [14].

We found the statistical simulations were within 5% of
the exhaustive simulations in the tractable base synthesis
cases[11].

4. RESULTS

Figure 1: Select results from the 2NAND-INV sub-
set. A value of 1.0 represents no change. Values less
than one indicate decreases. C6288 shows a 15.3%
decrease in errors along with a 46.5% increase in
area, 0.4% increase in delay, and 6.4% increase in
power. The average was 8.5% decrease in errors
across the benchmarks.

that prevented the compiler from selecting them.



Figure 2: Select results from the DS-11 subset.
While delay and area overheads were modest the
power increases were significant. The average in-
crease in power for the entire benchmark set was
215% with a 5.5% decrease in errors.

Table 1: Partial Summary of Results.
Lib Err Best Area Delay Power

(%) (%) (%) (%) (%)

2NAND -8.3 -28.7 78.7 22.2 14.5
DS-11 -5.5 -25.2 38.4 -0.4 215.0
DS-20 2.1 -11.3 7.6 4.0 42.8

2NAND* -10.8 -28.7 79.0 22.9 14.8
DS-11* -10.2 -25.2 40.4 -0.2 224.7
DS-20* -4.4 -11.3 6.0 4.8 35.6
2NOR -3.1 -32.3 94.2 49.0 32.0

2,3NAND -3.5 -34.2 46.7 8.6 7.6
2NAND-NOR -5.6 -36.7 58.9 25.2 19.1

With a limitation of space and an overabundance of results
we have presented a typical sampling of our results. Full
results will be available in a forthcoming technical report.

Only 6 circuits did not improve somewhat in ROF using
2NAND-INV. All but one of these circuits, rd73, were shown
to have some improvement in ROF for at least one subset
library. A selection of results from 2NAND-INV and DS-11
are shown in figures 1 and 2.

A Partial summary is shown in table1. Negative results
are decreases. Stared (*) libraries represent only those with
a decrease in errors. “Best” represents the benchmark with
the largest decrease in errors (eg -36.7 represents a 36.7%
decrease in errors). What these summaries don’t show is
the variation within each subset library. Although there is
an average decrease of 5.5% for DS-11, the range of change in
errors goes from +40% to -25%. For this reason we suggest
exploring several subsets for any given circuit.

5. ANALYSIS AND DISCUSSION
Significant, 30% or higher in some circuits, reductions in

ROF were able to be achieved by exploring a number of
subset cell libraries when compared to the circuits synthe-
sized using the full vxlib cell library. Additionally, many of
the circuits showed even greater, some > 60%, reductions
when compared to the “as described”, unoptimized original

versions.
The gains in reliability were generally accompanied by in-

creases in delay and in area, although a fair number did show
additional reductions in delay, area, or both. The additional
delay and area costs were generally consistent with reported
costs using subset or compact cell libraries [8, 15]. For ex-
ample, an average 7.6% increase in area, 42.8% increase in
power, and 4.0% increase in delay is in line with the 20%
increase in area, 38% increase in power, and 8% decrease in
delay for DS20 given in [8].

Further, we were able to find at least one, and usually
more than one subset cell library that decreased a circuit’s
failure rate allowing us to choose amongst libraries to find
better area and delay parameters.

This reduction in failure rate is achieved with the benefits
of subset or compact library design as well. By building an
imperfect cell library and analyzing the logic masking effects
of the subset libraries, more time could be spent perfecting
only the cells needed for the subsets.

Additionally, the reduction in cells has been shown to in-
crease the efficiency of the synthesis tools and increase the
speed, area and power consumption for logic blocks [15].

5.1 Discussion
Compared to a circuit level approach, such as triple modu-

lar redundancy[12, 22], the subset library masking approach
has the benefit of being able to work with a greatly re-
duced area overhead, an average increase of 40-50% com-
pared to >100% and others > 200%. Many of these meth-
ods rely upon sensitive areas (such as majority logic) which
may no longer be reliable.Additionally, we can combine our
approach with higher-level fault-tolerant methods or even
other lower level approaches. Combining our method with
gate-level fault-tolerant methods, such as transistor resizing,
the increase in reliability should be even greater.

On its own, the method we have outlined is able to reduce
failures by reducing the sensitivity to error signals with the
benefits of subset or compact cell libraries.

Finally, a major limitation of this approach at this point is
the exploratory nature of subset selection. There are many
factors, such as increased area and increased logical depth,
that are present in many circuits that benefit the most from
logical masking. However, these characteristics are present
in many of the most unsuccessful circuits as well. We hope
that with added investigation into more circuits and more
cell libraries that this issue can be resolved. The simplicity
of this method compensates for some of this design time lost
to exploration.

6. CONCLUSION

6.1 Future Work
This work represents preliminary findings demonstrating

the capability of subset cell libraries for reducing circuit fail-
ures by exploiting logical masking and other error sensitivity
altering characteristics. We are currently conducting more
experiments demonstrating these effects with various other
full and subset cell libraries with an analytical component
to verify the demonstrated masking effects. These results
reflect single-injection per cycle experiments, current exper-
iments are examining the effect that scaling injection rates
according to area have on this method. We also plan to
include the analysis of failure reduction resulting from gate



sizing and transistor selection as well as the logical mask-
ing into our future simulations, combining our techniques
with the techniques of others. Finally, we also have begun
to use the findings from these experiments to construct our
own cell libraries specifically designed for improved relia-
bility along with methods for determining an approach to
finding subsets for investigation.

6.2 Summary
We have shown that subset selection within a standard cell

library can benefit a combinational logic design by providing
decreased error sensitivity. We have also noted the effects
on area and delay. When compared to traditional fault-
tolerance methods, we find that this method shows promise
with greatly reduced costs and the benefits of reduced cell
library sizes.
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