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_ Abstract—This  paper presents a k-out-of-n recursive performed to extract the hidden information. Lou et. al.][10
information hiding scheme based on ann-ary tree data yse a secret key to generate a permutation order and the key
structure. In recursive hiding of information, the user encodes needs to be conveyed in addition to the shares, becoming a

additional information in the shares of the secret intendedto be head and al ts t tati hich o b
originally shared without an expansion in the size of the laer. overnead and also amounts to computation, which was to be

The proposed scheme has applications in secure distributed avoided by visual cryptography. In [12], two watermarks are
storage and information dispersal protocols. It may be usedas hidden, one during half-toning of original image and second

a steganographic channel to transmit hidden information, vhich  \yhile creating shares, however, both these hiding teclasiqu
may be used for authentication and verification of shares and 44 ot conform to visual cryptography because, to extract
the reconstructed secret itself. . . . . .
first hidden image, an exclusive OR reconstruction of the
Keywords. Recursive hiding of information, secret sharing image needs to be performed, which is never done in visual
visual cryptography. cryptography and the extraction of the second hidden image
requires additional XOR operations. Fang and Lin [13] hide
only integer from 0 to 6, which has very limited applications
and again the integers are not decoded visually but require
Information theoretically secure secret sharing schertps [computation to be extracted.
[2], [3], [4], [5], [6], are space inefficient. For example ka Wu and Chen [14] propose a scheme to hide two images
out-of-n, denoted agk,n), secret sharing scheme expandat a rotation angle of 90 degrees while Wu and Chang [15]
a secret ofb bits into n shares each of at leastbits in discuss hiding multiple images using circular shares at a
size. Furthermore, since only of these shares are needetimited number of rotation angles. Hsu et. al. [16] extenthet
to recreate the secret, each bit of any share, in a thresheitheme to allow arbitrary rotation angle by rolling shargse i
secret sharing scheme, effectively conveys at mMestbits of rings. However, circular shares distort the aspect ratithef
secret. Ifk = n, as in the case of a non-threshold schemeriginal image. Further knowing how and by what degree the
where all the shares must be brought together to recreate ¢heres are to be rotated requires additional side infoomadi
secret, the effective information conveyed by each bit of ame supplied along with the share. Also pixel expansion is an
share is[ 1] bits of the secret. issue, for example in [17], which encodes two or more secrets
One way to improve space efficiency is to distribute shar@sto circular shares, the pixel expansion is proportionahie
smaller in size than the secret itself, however at the cost mimber of secrets being hidden.
reduction in security. Computational secret sharing tepes Recursive hiding of secrets was proposed in [7] to serve as
have been developed to achieve this [18], [19], [20], [21h steganographic channel, with applications to binary &sag
[22], in which a symmetric key is used to encrypt the originaind binary text but was only limited to a (2,2) secret sharing
secret and the encrypted secret is divided into pieces tohwhiThe idea involved is recursive hiding of smaller images in
redundancy is added by the use of block error correctighares of larger secrets with secret sizes doubling at every
techniques [22], [23], [24]. The encryption key is splitant step, thereby increasing the information that every bithafre
shares using information theoretically secure methodsaiet conveys to@ bit of secret i.e. nearly 100.
sharing. This leads to an-fold increase in key size, shares |n this paper we present a genekabut-of-» scheme for
of which have to be stored with every piece of the encryptefiding additional information in the shares of the secree W
secret, hence incurring an overhead [22]. also present a 2-out-of-3 recursive information hidingesoh
An extension of secret sharing schemes is visual cryptofgr visual cryptography.
raphy [1] that aims at dividing an image into two or more The proposed recursive information hiding scheme has

shares such that when a predetermined number of sharesggjlications in distributed online storage of informatidis-
aligned and stacked together, the secret image is revealgdsed in [23], [24].

[1], [8], [9], without the requirement of any computation.
However, information theoretically secure approachessoal
cryptography also suffer from inefficiency in terms of humbe
of bits of secret conveyed per bit of share. For text represented as a binary sequence, a 2 out of 3 secret
A number of multi-image hiding schemes have been dsharing scheme can be developed using a simple comparison
veloped [10], [11], [12], [13]. However, the implementatio based algorithm as follows: we divide a secret bit into 3 ebar
in [11] does not hide the information using “real” visualp;, p2, andps such thatp; = py = ps3 if we wish to encode
cryptography, in the sense that computation needs to i¢0, andp; # ps # ps3 if we wish to encode bit 1. To satisfy

I. INTRODUCTION

[1. A COMPARISONBASED (2,3) RECURSIVE SCHEME



these conditions we would need at least 3 symbols, say Ogdch share now conveylo§j7277 = 2% = % bits. Compared to
and 2. Therefore to encode bit 0 we could create piggegps  1/5 bits in the conventional approach, this is an almo$t 40
as 000, 111, or 222. Whereas the candidates to encode bihdrease in efficiency.

would be 012 and all possible permutations of it, i.e. 022,10

120, 210, and 201. IIl. PROPOSEDk-OUT-OF-n RECURSIVE SECRET SHARING
Example 1. If M is a 27 bit long message that we wish to SCHEME

encode into 3 shares and the threshold is 2, then non-reeursi At each level of recursion, in our proposed scheme, we
sharesS;, Sz, and.S3 may be created as follows: use polynomial interpolation and sampling [3]. However, we
M :011011010110110011100101101 will be hiding additional information within the shares diet
S+ 102012012010201201201020102 original secret. We work in a finite field,, wherep is a

S3 1 110020022120111210101221001 prime and it is public knowledge. Further, we assume that a
Ss 1 121001002200021222001122200 secretS is represented as string of numbas: $182 ... Sr,

\/ewed as a ternary alphabet, the efficiency of this systeghere eachs; ¢ Z, and|S| = » = n", where|S| denotes
is 33%. As a comparison, if 0, 1 and 2 are encoded usinge length of secref for some mtegeh For example, if we
prefix coding as 0, 10, and 11 respectively, then we aggsume that the secret is a text message composed of ASCII
effectively mapping each bit Of secret into 5 bits of sharesaracters, then it can be represented as a string of numbers
and the efficiency is onlyg77 5, i.e. 20%. We reduce this |ess tharp = 257 [23].

inefficiency by encoding additional information in the sk&r  Furthermore, assume that we have another string denoted

of M. We can then hide the following secret$;, M,, and by N/ = myms...my, m; € Z,, Where|M| = z = "h:ll,

M in shares ofM as follows (figure 1): to be hidden within the shares of the original sec$etFor
instance, in example I, = 3, h = 3, and hence in the shares
— e 5 L - of the original s’ecretS| = nl = 3% = 27 bits long we were
1 ) S able to encodé.=! = 13 additional bits of information.
1 Sig, The upper limit on the number of additional “pieces” of
23 010 g;i S information that can be encoded within the shares of the
- zz or|g|nal message of size”, in the proposed scheme, is
3, 110101101 11122102 SMj - 1 . A comparison can be made between the efficiency of
121021200 S, conventlonal secret sharing schemes and tree based kecursi
o Sisy information hiding schemes. In information theoretic s¢cr
A :011011010110110011100101101 | 011122102011101221001121202 S, Sharing SChemeS, eaCh Share Of the SeCret iS Of the same SiZe
020101122121021200101022100 S, - i i
002110112201211212201220001 s, as the secret itself, as a result, for a secret of given size

n™, each of then shares are of size”. This results in an

) L . . S | i
Fig. 1. Recursive hiding of smaller messages in the shariesgsir messages. €fficiency ofn. = —— = -, wheren denotes efficiency

and subscript denotes conventional (information theoretically
Figure 2 illustrates a ternary structure with nodes at eaghcure) scheme. .
level giving rise to 3 nodes in the following level, and the A tree based recursive scheme hides! pieces of ad-
nodes shown in bold are the nodes carried over from tdéional information within then shares each of size”.
previous level. The shares are distributed from left to trigi€onsequently, the eff|C|ency of tree based recursive scheme

one at a time, i.e. if we number the tree leaves starting framn, = —— - (n" + 2=1). A recursive tree based secret

the left as 1,2,3,1,2,3 and so on. Then these numbers dersstaring improves the efhuency of conventional secretisgar
h . .

the player's number to whom the shares belong. methods by a factor of = 1+ nl,l -(2=1). Which is one plus

the ratio of the number of additional pieces hidden withia th

%\ pieces of the original secret to the number of pieces of the
original secret.

A N With the above in mind, the proposed scheme works as
oo gy i3y follows:
AW AN A AN Inputs: Original secret S = s1s, ... s,; message to be hidden
0121021201202220001112102\01
AN AR AN AN AR N AN ANAARRAN A - M = mimso...mg; n; kandp Wheresa, my € Zp, 1 <

a<r, 1<b<x r=n"andz = "—__11
Algorithm 1a. Creation of shares
1) Choosek — 1 random numbers; € Z,, [ =1t0 k —1

Also seen in figure 1 is that using recursive hiding of  uniformly and randomly. _ _ _
messages, we have been able to hide 13 bits/pf M, and  2) Interpolate & — 1** polynomialpy, (x) usingk points

Fig. 2. lllustration of recursion tree for example 1 (pdrtiustration)

M5 and 27 bits ofM into shares of\f alone. As a result the (0,mq) and (I,7;), 1 <1 < k— 1. Let pi.(z), denotes
efficiency, considering a ternary alphabet,l;s% = % ~ % thecth polynomial at the’” level in the recursion (tree).
(i.e. 50% compared to 3% in the non-recursive case). If one 3) Samplepy;(z) atn points: D}, D, ..., DYy, where

considers the binary representations of each character the in D¥

c!

k refers to the index number of the sample as



well as thez-coordinate at which the sample is taken;

and ¢ are the same as noted in point 2 above.
4) Initializea =1, b = 2.
5) Fori=2toh

a)c=1

b) Fork=1ton'2
Forj=1ton
if i <h

i) Interpolate p;.(x),

using points (0,my),

i) Sample P;11).(z) at pointz = b, denote as
DZ””J

i) b=b+1

i) if ¢cmodn =20
A) Interpolate(z, Df;), x = 1 to n to generate

Pij().
B) SampleP;;(x) at x = 0 to retrievem,,.
C)z=1,j=5+10b=1,q¢g=qg+1.
The share reconstruction process traverses the tree from

(J: D{;_1y;,) andk —2 randomly and uniformly leaves to the root (figure 3), while the reconstruction pssce

chosen numbers.

i) Sample p;.(z) to generate sampleB?, 1 <

1c?

q<mn.
i)y b=b+1,c=c+1
else

i) Interpolate p;.(z),

chosen numbers.

i) Sample p;.(z) to generate sampleB?, 1 <

1c?

q<n.
i) a=a+1landc=c+1

iv) Distribute D?, 1 < ¢ < n to players from 1 to

1c?

n, respectively.

Level 1 of recursion

i I \

Level 2 of recursion By Py

i 2 3 * ] 2 ] o Das
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Fig. 3. lllustration of application of algorithm 1 fot = 4.

using points (0, s,),
(s Dgi—l)k) andk — 2 randomly and uniformly

retrieves the secret and the hidden messages in a last in first
out manner. In figure 3R denotes a vector of length — 2
numbers randomly and uniformly chosen from the field. Note
that R’ is ak — 1 element vector in the first step (level 1).
Each instance oR is independent.

IV. SHARING SMALLER SHARES

We can use the proposed scheme of section 3 as a secret
sharing scheme that generates smaller shares, with a fradeo
security. The difference would be that instead of inner @sec
being that of a different message to be hidden, they would be
pieces of the secret itself. If we createpiecesp; of the secret,
then in the ideal case should be equal t@%, for a given

n and some integeli, where|p;| = % Further, the tree has
n" number of leaves which then yieldshares each, resulting
in n - n” number of shares. Therefore, each of thelayer
receives a share of effective sizé - % =(1-2d). 5]
This represents a reduction in share sizes; for examplbeif t
secret is broken inton = 15 pieces andv = 2, then the
effective share size for each player(is— 13) - |S| compared
to | S| in the conventional case.

However, the above holds only whemn|
shows how the size of resulting shares change relative to the
size of original secret. The vertical axis is the ratio of tiesv
effective share size to the share size in a conventionahsehe
e 1—m=1

The e?fligiency improvement factor for the ideal case is given
by 1+ ,%h . (%). A plot of how efficiency improvement
factor varies as a factor of andh is given in figure 4b.

Figure 4b shows that given a, more the height:, bet-
ter the efficiency improvement factor. An efficiency factor
of 2 implies a 5% reduction in share size compared to
information theoretically secure schemes where each share

nh+
n

1;1. Figure 4a

We do not consider the final shares as a part of the trée.of size |S|. Therefore, new effective share size is given

Hence, the tree has onh/f* leaves, which are then interpolatedhy Sy | = 5]

and sampled at points to generate the final shares.

Algorithm 1b. Reconstruction of secret and hidden informa-

tion
1) Fori<e<r

a) Interpolatek sharesD; , 1 < i < k to generate

polynomial Py, (x).
b) SampleP,.(x) atz = 0 to retrieves...
2) Fori=h—-1downto1l
Q) j=1b=1¢="2"7111
b) Forc=1ton’

efficiency improvement factorWhere|S| is the

original secret size.

Optimal number of pieces: In practice, since the number
of pieces may be arbitrary, the-ary tree may or may not
be complete, and one may need to stuff additional (dummy)
pieces to complete the tree. The number of pieces required
to complete the tree is a factor of the heightof tree. In
order to maximize the information efficiency, we would like
to determine what one would want to choose.

In general, we assume that we are working in a decimal
base, i.e. each secret may be represented as a sequence of
integers 0-9. This means that the smallest piece one matecrea
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Fig. 4. (a) Plot of new effective share sizes relative to ke of the original
secretS versusm andn (only a few values are shown). (b) Plot of efficiency N
improvement factor as a function af and h (larger values). I e I —

is a single digit number. Also, note that the primeused = o e
. A . . lumber of pieces of the original secret: m=2 to

in algorithm 1, can only be chosen after the piece sizes ¢

decided upon. For example, in the case of smallest possible _ N . _ _
pieces (single digitS) a prime: 11 would suffice. However, Flg. 5. PIot_ of maximum efficiency improvement factor withri@sponding
. . Lo ._height h againstm; n=3.

if one was to choose each piece to be of two digits in size;
then a primep = 101 would be needed. Let us redefine

to be the number of smal!efst F’ieces in the original secret, f&ece possible is a bit, if one was to construct a recursiea tr
exampl(;a the nurgber Of(?'ﬁ'ts n t?f? secfret_. d with one bit pieces, then the tree at tHé (last) level requires

In order to understand how stuffing of pieces would worky s 54 ffed to be complete. When these bits are dividem int
assume that we are working in a binary field; therefore srstallg 5 o5 since the last level now has 8 bits, it would result in
piece that can be created is of one bit in size. Since the toéacllCh of the two shares being 8 bits
number of PIECesS has to formragry tree, if we denote by However, if one was to reduce the tree height by one level
the number of pieces of the original secret thenmay not by adjusting the pieces to be of two bits each then e

. . hetl_q .
always be an integral multiple of-—— for the given valueé (j5q¢) |evel of the tree would require some pieces to be atuff

of n and any value of. As a result, in order to complete the, ., \yould result int x 2 bits for each share. This does not

tree, we may eit.her .need to adju_st the pie.ce size.s (tq MeESult in any efficiency improvement yet. However, if one was
than one bit in size, in turn changing the primeequired in , f,rther reduce another level of the tree, so that the tree
algorithm 1), and/or stuff the secret with dummy bits. Be|O\I\hOW has only two levels, then each piece would be of 3 bits
we will investigate both the cases and determine which Casgch. where only 1 dummy bit is stuffed. Since, now 2ié
results in a better efficiency. (last) level of the tree ha® x 3 bits, each share would be of

Assume single bit pieces and bit stuffing (if required), angl pirs each. This is a reduction in share sizes compared to a
thatm andn are fixed. Since the last level of the tree hés non-recursive scheme.

number of leaves, each player will receiv® bits. Therefore, Consequently, in general, in order to maximize efficiency,

the value off chosen will decide the number of bits stuffeq,o neight of the recursion tree must be chosen such that it
to complete the tree. Also, since we would want to have eaﬁnnimizes( Is| (n—1)] x n" for 1 < h < |log,(m)]

piece as a single b'F' we note Fh_am > m, then each pl"’_lyer_Here, m denotes the number of pieces of the smallest size
will receive more bits than originally in the secret, which i

i o X _present in the original secret corresponding to the base tha
not desired. Consequently, one of the criterions in chcgp&&,e working in

: h ) Y .
f;]|s tha_tnl s m, VTVE.ere?” IS rt]he total Eumberr;fl bits in e figure 5 shows plots for the maximum efficiency
the original secret. This gives the upper boun so, to improvement achievable (blue line) and the corresponding

maintain the requirement of one bit per piece, the total mmﬂ%e'ght for it (red line) against the number of (smallesticpi
of nodes in the tree must be greater than the total number Q

o . Wl . present in the original secret.
bits in the original secret. Hencé,n_—l1 > m gives the lower
bound forh.

On the other hand, if we assume that each pieces may be
larger in size than the minimum size possible, then startingWhen applying a secret sharing scheme based on poly-
from the upper bound ork, h = |[log,(m)|, we could nomial interpolation and sampling (Shamir's scheme) where
gradually reduce the tree height by one at each step and tfien 1 random numbers are interpolated along with the secret
readjust the shares so as to complete the tree, with or withéw generate &' degree equation, the samples (taken appro-
stuffing of pieces. Then a comparison could be made betwgamately, excluding atr = 0) do not provide any information
the resulting efficiencies. Note that as we change the piegieout the secret which is mapped as pointrat 0. The
sizes, we may require changing the prigéor algorithm 1. first step in the algorithm, directly executes Shamir's secr

For example, again consider working in a binary field ansharing scheme. The shares so generated, can then be &eated
that the original secret consistssaf = 8 bits and leth = 2, so random numbers and are reused as points in further encoding
that the algorithm constructs a binary tree. Since, thelsstal of secrets.

V. ON SECURITY OF THEPROPOSEDSCHEMES



Pixel Partition 1 | Partiton2 | Partition3

I |
BN Al

First secret Share 1 of the Share 2 of the Share 3 of the

image first secret image first secretimage  first secret image

Original secret
image

. Second Share 1 of the Share 2 of the Share 3 of the
secrel image second secret image second secret image second secrel image

And all possible permutations of the

above three picces

Fig. 6. Possible partitions for black and white pixels
As a result, during the share construction (assuming previ- E E
ous shares are treated as random number), we have:used Share 1 o rinal Shars 2 s gl Sare 3 g
random numbers at each stdp«2 random numbers and one
sampIeij from the previous iteration, see figure 3). Thigig. 7. lllustration of recursive hiding of secret imagessimres of larger
along with the secret (or secret piece) are used to intetgoolg9"Mal image using a 2-out-of-3 threshold scheme
ak — 1" degree polynomial which is sampledatpoints at
each step. . .
P . : such that each share of thex3 image contains shares of a 1
Now, if the dummy pieces are pre-agreed pieces (such'as . . ;
. pixel secret image and ax3 pixel secret image.
special characters or zeros), then each player would kmawy, t . . )
) X : The subpixels of an original pixel can be represented as
points, one the sample given to him and the other the dummy : ) v )
) ! LS . a’matrix. For example if the original pixel was black then
piece itself used during interpolation, and hence woulddne

ing i i T T
only k — 2 additional players to collude to recreate the noaﬁe’Ie 3 shares representing it may be writter{ 1], [010]",

corresponding to that polvnomial. This mav lead to arti&nd [001]7. Since, these matrices can be stored as a sequence
P 9 oy ' y partig bits; it implies that there is an expansion by a factor of

disclosure of secret. As a result, the dummy pieces chosgn - :
. x9=9 because the original black pixel can be represented as a
to stuff must be uniformly and randomly chosen from the X ; X :
: L . : . __single bit 1, while each of the 3 shares consists of 3 sublgixe
field. Side information regarding the number of dummy pieces =" ) : :
- . __requiring 3 bits for their representation. If we were not to
stuffed would convey to the players, how many trailing pgece : - . .
) perform a recursive hiding, we would be creating®=81 bits

are to be discarded.

Assuming that the dummy pieces are randomlv and u for each share corresponding to 9 pixels of the original ienag
g Y Pie o y rH‘igure 7). However, using recursive hiding we have been able
formly chosen elements from the field, it is clear thatlayers

need to collude in order to recreate the nodes in the last Ie{/% hide adc_imonal k9+.3><9:9f27=36.b't3 of |_nformat|on n
hose 81 bits, thereby increasing the information conveerd
of the tree and then proceed from there.

share of the original image.

Higher efficiency could be achieved if we were to number
the subpixels as 0, 1, and 2 and use prefix coding to represent
these numbers and store them instead of storing the matrices

The idea described in [7] is applied to images to develqp pixels. This would only lead to a per bit expansion factbr o

a recursive 2 out of 3 visual cryptographic scheme. For thiS jnqtead of 9 and the efficiency improvement will be similar
purpose we divide each pixel into 3 subpixels as shown {8 that in the case of text, i.e. an improvement of40

figure 6. in i hen th » ¢ whi el Figure 8 shows the application of the proposed scheme to

Ask s((jaen In |gurﬁ 6’hW ent eh_pgru;lorr:s o WI |_te pﬁ(_e arﬁ&ree images, smallest image being a Smiley face, next being
stacked upon eac other one third of the pixel is white af\vatermark and the third and the largest image being that of
hence appears light gray to human eye. However, the subpnﬁ_eéna

of the black pixel are so arranged that when 2 shares A%igure 9 shows the reconstruction of hidden images after

stacked together, the resulting pixel 1S completely dark. appropriately extracting the smaller shares from the shafe
Yet another way to create subpixels would be to ha\f_éZna

only one third of the subpixel colored dark. Therefore, when

subpixels of a white pixel are stacked upon each other they
would appear light gray and the stacking of the subpixels of a
black pixel would result in dark gray. However, the human eye This paper has presented a recursive scheme for information

can perceives the difference between gray and completeky dhiding in secret sharing. The scheme forms a recursion tree

pixels better than two different shades of gray itself. Heogr and does not require any encryption key.

construction of subpixels in figure 6. The proposed scheme has widespread applications in secure

As an example to make the working of the proposed schemistributed storage and information dispersal protocbls-
clear, we presentin figure 7 the encoding ofa33pixel image ther, it may be used as a steganographic channel to transmit

VI. RECURSIVE HIDING IN THRESHOLD VISUAL
CRYPTOGRAPHY

VII. CONCLUSIONS
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