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Abstract— Various implementations of the Quantum-dot Cel- possible as well
Iulafr Automata l(_QCA) c(ijewce architecture may hﬁ”oh many A theoretical analysis of anolecularimplementation, has
performance scaling trends continue as we approach the Nano g,y that QCA-based circuits could be clocked at an ex-

scale. Experimental success has led to the evolution of a essch . . .
track that looks at QCA-based design. The work presented in trémely high frequency (adiabatically at 1 THz [6], [7], J8]

this paper follows that track and looks atimplementation friendly potentially lead to circuits with densities that are 3-4eosiof
programmable QCA circuits. Specifically, we present a novel magnitude beyond what end-of-the-curve CMOS can provide
QCA-based, Programmable Logic Array (PLA) structure. Our  [9] [10], and should dissipate very little power [6fxper-
PLA is capable of providing defect tolerance at both the dewe imentshave shown that a molecule is capable of switching

and architectural level, and limits the amount of determinism . . .
required in any fabrication process. The design is compact, between configurations that could represent binary 0 and 1

exploits properties unique to QCA devices in order to ease States.

programmability, and is relevant to all implementations of QCA. In a magneticimplementation device switching times are
slower, but this implementation offers the advantages mgfela

energy differences between states, tolerance to the eftéct

radiation, and thelemonstratedoom temperature operation
of a functionally complete logic set. A theoretical anadysi

The 2005 _edition of the ITRS roadmap_stresses that i, s that the amount of power dissipated by magnetic QCA
order to achieve long-term MOSFET scaling (2014-202(,icas should also be quite low (0.1 W1i6!° devices in

L,=15nm), experimental advances relating to physical devici-:*cgng switch simultaneously) [11], [12], [13]. (Essentially,
st

are clearly needed [1]. For silicon-based systems, muchrg applications should require no power other than the
this experimental work is being done with the belief thaﬁower required to switch their state [14].)

tkicohnglggly trsg:,!rewlenltts_r;gtre;’\’hézhatéf_;e e?jreHcour;er::y a:-o The experiments and theoretical analyses discussed above
W utl Wi ult y -Nieved. rowever, represent important milestones on the path to a functional

other. r_e;earch track is currently working to address a $éco&‘nd realizablesystem The work presented here considers a

p055|b|I'|ty — one where red areas of .th? roadmap mﬂler ifferent milestone on this critical path — the “constroatiof

be achieved, and any workaround will indeed be |rrelevar|£.Tcuit architectures”

Much of this work has focused on computational mode !

S . . oo .
and emerging technologies that are not based on CMQ t is well recognized that any realized circuit or architeet

: . : w af'the nano-scale will have to be able to tolerate highergrerc
MOSFETS, but can stil offer their own unique W'rls' ages of defects than current CMOS circuits. The task of ensur
For MOSFETS, the ITRS roadmap stresses that “the choigf 14t 5 system is still functional post-fabrication $elrgely

of optimum dev?ce structures, th_eir physical_chargcﬁeﬂst to the circuit designer or computer architect who, in many in
and t'he constraints Of cost-effective processing W'” peeo stances, have leveraged reconfigurable/reprogrammabte st
very importantalong with the construction of their circuit ar- tures. Largely for this reason, reconfigurable logic hasnbee
chitectures’ We believe that the same will be true for emergingy, ,jiaqg by a number of research groups for different nafesca
technologieg too. This paper looks a_t circuit_constructd _a'f'echnologies. For example, DeHon and Wilson proposed a
system arch!tectures for the QCA deV|ce_ archnectu_re.dm?n nanowire-based sublithographic PLA design [15]. Likharev
|mplementat|ons qf the QCA co.ncept will pe conS|derfad (%d Strukov presented the CMOL FPGA [16]. Hogg and
each |mplemen'tat|oncan pptenthlly offer |t_s own unique gpider showed interesting algorithmic approaches to mgip lo
performance wins). All designs will be considered withil the, ions to PLAs with defective crossbar switches [17]. We
CO”FEXt of what |s.phy5|cally realizable. _ present a novel PLA structure based on the QCA device
First proposed in the early 1990s [2], QCA accomplish@gchitecture. It is fully re-programmable and allows défec

logical operations and moves data via nearest-neighbenaot g pe readily detected and isolated. The design is compakct an
tions rather than with electric current flow. Initial (andrient)

eXpe”memS have focused omuetal-donmplementathn of a 1Semiconductor-base@CA devices have also recently been realized. We
QCA device [3], [4], [5], but two other implementations arewill discuss semi-conductor QCA briefly in Sec. II.

I. INTRODUCTION



easily extensible.

Before continuing, we note that in addition to addressing Elw;‘;""” e
the viability of a technology at the systems-level, theeetaro = @ —
additional reasons why this research is especially tinteigt, \} ; @ ¢
for some implementations of QCA, all of the constructs nelede @Q Q@
for a functionally complete logic set have been experimnta (Binary 1) (Binary 0)

demonstrated. The next logical step is to consider ardhites Magnetic [c]
that could provide system-level wins and to begin experimen

tally verifying their core components. This work is a firstst

in that direction — and should allow computer scientists to

further refine research in the physical sciences (ideally by _

specifically defining what characteristics and featuressare

needed for wins at the systems-level). “Theory el Metal-Dot f]
Second, recent work with a molecular implementation of Coulomb interactions |
QCA has shown that devices and substrates shaotdbe . . . .-
considered independently of circuits and systems [18]efitc T— Wi
able device, scaffolding, and substrate characteristicsild A RrPRaaSRen slectrometers
be determined at least in part by considering how all of these — Magnetefg] e
components will form logic. Making and placing one device [_ﬂg \fﬁ‘
is difficult enough. We should ensure that once fabricated, i R No experimental
will facilitate logic for a variety of applications. - demonskaticn
We will address all of these issues in this paper for an
architecture that is well-suited for nano-scale devicee W
begin in Sec. Il with a discussion of the QCA concept, oy
implementation specific background, and a review of related e . e
vSvork. In Sgc. 11l we discuss our recor_1ﬁggrable PLA structure - . E}
ec. IV will address how we can maintain the necessary state L]
to ensure that our PLA will repeatedly execute the same logic nput

function. Work discussed in Sec. Ill and IV is supported by
simulation where relevant. In Sec. V we will discuss how our
PLA structure would operate. We conclude and discuss future
work in Sec. VI.

Magnetic [j] Molecular

No experimental

Il. BACKGROUND AND RELATED WORK demonstration

In this section we introduce the QCA device architecture,

detail the experimental state of the art for each implentemta —

of QCA, explain how a clock structure is used to facilitate Theory [k] Metal-Dot
reliable computation, and review related work.

No experimental
A. QCA Basics demonstration

1) 1's and 0’'s: QCA represents information by encoding
binary numbers into cells that have a bi-stable charge config
uration. A QCA cell can consist of 2 or 4 “charge containers”
(i.e. quantum dots) and 1 or 2 excess charges respectively.

One configuration of charge represents a binary '1’ and the

Magnetic [I Molecular

No experimental
demonstration

other a binary '0’ (Fig. 1a) [19]. Logical operations and HigoryIm} Molal-Dot
. . 45-deg.

data movement are accomplished via Coulomb (or nearest- 4:”\ o
neighbor) interactions. QCA cells interact because thegeha i @FD No experimental
configuration of one cell alters the charge configuratiorhef t = AN g'ﬂ”d demonstration
next cell. j) wirzg'

2) Circuit Constructs: Fig. 1b—Fig. 1le illustrate several Magrati Molecliin
basic QCA circuit elements [2], [10]. A QCA wire (Fig. 1b) N{? SXcrimens: o eqerien

emonstration demonstration

is just a line of QCA cells. The wire is driven at the input cell
by a cell with a fixed/held p0|arizat?0n- The cells do not ne_ng. 1. Schematics of the fundamental structures needecuitd CA
to be spaced exactly the same distance apart. The majocitguits and their experimental state of the art: (a) basicias, (b) wires,

gate (Fig. 1C) implements the Iogic functienB + BC + AC. (c) logic gates, (d) inverters, and (e) crossovers. Coctstrihat have not yet
been experimentally demonstrated are noted.



The output cell assumes the polarization of the majority aiemonstrates that applying reasonable electric fields aamem
the 3 input cells [19]. By setting one input of a majority gata charge between two redox sites of a molecule engineered to
to a logic ‘0’ or ‘1’, the gate will execute aAND or OR function as a two-dot QCA cell [30]. This room temperature
function respectively. An inverter can also be easily bwith experiment shows a self-assembled monolayer of molecules
QCA devices (Fig. 1d). QCA wires with different orientatgon switching between configurations that could be used to chem-
(Fig. 1e) can theoretically cross in the plane without aBsirg ically represent a binary 0 or 1. Four-dot QCA molecules
the binary value on either wife have also been made [29] (see Fig. 1la) and promising 1/O
methodologies exist [26].

_ ) There are several methods that could be used to determinis-
There are at least four different material systems that cggy|ly place QCA devices to form circuits. One viable targe
be used to make a QCA device. Because of space limitatiogsymes DNA tiles fabricated by Seeman and Winfree [31]
Fig. 1 illustrates the state-of-the-art of only 3 of the 4g the scaffolding. QCA molecules would attach covalently

implementations_ (and also because there are multiple Ways modified DNA nucleotides (see [32] for more detail).
to realize a semiconductor-based QCA device). Assuming the tiles retain the B-DNA duplex, sites in the majo

1) Metal-dot QCA: Many metal dot QCA devices andgrgove could serve as attachment points (with approximatel
circuit elements have been implemented using lithograpBy & m petween sites in the y-dimension and 3.6 nm between
fairly large scale (see Fig. 1a-d) [3], [4], [S], [20], [2IThese gjtes in the x-dimension). There are good precedents for
prototypes demonstrate that the basic QCA concept is Vaﬂﬂid placements of metal complexes on duplex DNA [33]
— but they only operate at temperatures of about 1K. ThefGeaning most cells should have the same orientation) and th
are ongoing research efforts working to raise the operatilg,chment of nanoparticles to a DNA-based scaffold has bee
temperature of metal-dot devices. _ experimentally demonstrated [34]. Other promising mecha-

2) Semiconductor  QCA: Silicon-germanium  quantum pigms for deterministically patterning molecules are iieda
fortresses [22], silicon p-doping [23], gallium arsenid8l], i, [35), [36], and [37]. Our designs should be applicable to
and silicon-dot SETS [25] are all possible material :systen%y of these methods.

that could be used to make QCA devices — and could4) Magnetic QCA: Finally, QCA devices can be con-

simultaneously raise the operating temperature to aboit 74 .~ted with nano-scale magnets [11], [12] — where infor-

One “killer application” for this technology might be 10 US&p4tion is transferred via magnetic, rather than with electr
these devices to facilitate the classical part of a quantyjjhges. While current implementations are larger (on the
computation [26], [27]. _ _order of 100 nm per cell), and slower (a maximum cell
A recent paper by Hollenberg et al. [27] describes a 2D My isching time of about 0.1-1.0 ns is expected [13]), the
plementation where the qubits are integrated on a single S%tﬁergy difference between two states is enormous (100-200
strate with driving circuitry and other classical compigaal |+ at room temperature), and cell sizes could be reduced to

elements. The spin-based qubits are in the central seCtionaBproximately 20 nm [11]. Experiments have demonstrated

a tile and are coupled through spin-to-charge transdu@éils [}ines of 64 and 69 cells with perfect coupling (see Fig. 15), a
to the classical circuitry. Connecting these tiles on a sates well as an inverting majority gate (see Fig. 1c) [13]. Invens

creates a two-dimensional quantum and classical computiggyossiple by creating a line with an odd number of devices
array. Such a design, while optimizing the interactionshef t (see Fig. 1d).

guantum and classical sections, places great demands on the
overall system. To maintain reasonable coherence times, @ Clock Structure

computer must operate at cryogenic temperatures. Howeser t pegardless of implementation, a circuit or system made
required high-speed classical Iogic will dissipate a §igaht from QCA devices will realistically require some kind of
amount of power near the qubits, threatening to raise thejpek structure that directs a computation and provides.gai
temperature. In contrast, QCA will make an excellent matGhere we briefly explain how a clock structure will facilitate
for the classical computing needs of a quantum computer. computation for each implementation.

3) Mqlecular QC_A: A QCA device could also be_made 1) Charged-based QCAFor charge-based QCA, a physical
from a single chemical molecule. Molecular QCA devices cgfjapitestation of a clock will most likely take the form of

be made from mixed-valence compounds which contain mulig,oraphically defined, conducting, metal wires [38]¢$dg.
ple redox centers in different oxidation states. Each “Quan 54y ‘e will discuss what such a clock might look like in the
dot” would be a single redox center, and the redox centelSntext of a molecular implementation.

that make up a two- or four-dot QCA cell would be rigidly e devices will sit above the wires and a ground plane

held together by covalent bonds [29]. A recent experimepf, i sit above the devices. The wires will produce an efectr

2Note that while crossover functionality has not yet beeneexpentally field that will help to induce dataflow in the QCA IOg'C and
demonstrated for any implementation, signals can be aioksgically in interconnect (see [38] and [18] for more detail). When a
the plane with a combination of majority gates and only oné tyee [9].  strong, positive electric field is applied to a device, efeus
Additionally, crossings could be accomplished in a magnistiplementation . . . .
by using out-of-plane magnetization. We are working witheot physical will be drawn out of the active region of the cell as negagivel
scientists to experimentally demonstrate these strusture charged electrons are attracted to a region of positivegehar

B. QCA Implementations
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Fig. 2. (a) A three-dimensional view of the proposed clogkicttire for charge-based QCA devices, (b) how a magnetid (@ “clock”) will be used to
facilitate computation in a magnetic implementation of QCA

(see Fig. 2a inset (1)). This puts the molecule in a NULL =0 o SR | -H=Hm
state where it will not participate in a computation or hold , I sndamtamdn
information. When the field becomes strongly negative, the 117111 - - -
electrons will be forced up into lckedstate. V| ¢ vV vl v Ve v Vg
Which of the two upper “dots” are occupied is determined @ ! Z-SH:H4 @ 1oe 8
by a driving cell that splits the degeneracy and determines '=0 . —~ ™ lshe
whether or not a QCA device is a 1 or 0 (see Fig. 2a inset , | ‘
(2)). By applying time-varying voltages on the metal wires, ‘ ‘ ‘ .- | l’ _ I | l‘ | I |
can “clock” the cells’ activity to produce a flow of informati. P ko i W gk

The required voltages are periodic and adjacent wires have a

/2 phase shift between them. Every fourth wire will have thiig. 3. Operating scheme of a wire: (a) initial configurafi¢n) high-field

same applied signal. The four—phase signal on the burimh{“null”)ls:ate, (c) after the application of the input, and) ¢the final ordered
. h . . e . . tati .

should induce sinusoidal regions of activity (i.e. compiotg). state [14]

2) Magnetic QCA:For the structures illustrated in Fig. 1,5 |oca magnetic field, only influences the first nano-magnet
the clock took the form of a periodically oscillating extain ;, he chain, and which is oriented parallel with the long

magnetic field that drove a system to an initial state, anglometrical axes. This could also be realized by a current
then controlled the relaxation of the s_a|d ;ystem to a grouegrrying electrical wire (for example) as illustrated ingF8.
state. The role of the external clock field is to overcome the Now, we briefly consider these methods in the context of
energy barriers between metastable states and the graied st |5rger circuit. Experimental work has shown that there is a
Clocking can be performed by applying the magnetic fieldical/maximum length of such a chain such that dataflow
along the short axis of the dots (as illustrated in Fig. 3 angq,qresses without error [14]. If the critical path in a aitds
discussed in [14]). In Fig. 3D, the external field Wwms the ger than this distance (and it most certainly will bekrth
magnetic moments of all magnets horizontally into a neutrglcompytation will take multiple clock cycles. However, if a
logic state (the equivalent “null” state) against the pnefe  qernq) field is applied to ehip, we would need to take care
magnetic anisotropy. This is an unstable state of the Syst§fL; jntermediate values are not erased when the next line of
and when the field is removed, the nano-magnets relax ifipygnets is relaxed. (The analog to conventional processing
th_e annferroma_gneucally ordered_gr_ou_nd state as |Hued_|n is that we need a latch between pipe stages). We envision
Fig. 3d. If the first dot of the chain is influenced by an iNpYeating more local fields by simply moving current through
device during relaxation, then its induced switching s& t,yie5 underneath the devices as discussed above (sinmulatio
state of the whole chain due to the bipolar coupling [14]. g ongoing). Magnetic fields would no longer be global, but

In the majority gate experiments discussed in [13], th@ther local — and the necessary pipelatches will be interen
inputs are represented by horizontally-oriented magre®s ( As one final note, unlike charge-based QCA, as evidenced
Fig. 1b) — and the magnet's input value is actually deterdingy the majority gate experiment, there is an “inherent ca-
by thepositionof the input magnet. Referring to Fig. 1c, noticgyacitance” associated with magnetic QCA. A clock facititat

that each input of the majority gate sees a different Va|l¢%mputati0n, but it does not necessarily direct it.
(based on position) even though these inputs magnets have th

same polarization. To effect line switching, we would warf- Related Work
to have more local control. This local control to effect line In the context of PLA designs for the QCA device archi-
switching can be provided by an input device that producescture, to the best of our knowledge, related work is lichite



to (a) [39] which utilizes crossbar networks to cross signa Minterm Minterm

serially in time (this will have a significant — and adverse =~ " i Minterm Out
effect on latency), (b) [40] which discusses the buildingdiis il Select EIREE 36 L IR 3ED
for a self-assembled FPGA design (but would require preci (@]

alignment of the clock structure with self-assembled QC

circui'tryl), gndll(c) [4dl] indwgﬂch a yerlsati:e And-Or—Invgrt. ) I Lienal i = s
gate is logically produced by precisely placing two majorit R _—
gates together (but would require precise placement of in : TMinterms > D B‘)
vidual QCA devices — especially difficult if QCA molecules E

are assumed). Thus, all of these designs are either diffwult ) 3 (@ " OR gate (1)

implement, sacrifice performance, or do not consider raalis

implementation constraints. In contrast, the work premgntFig. 4. (a) QCA cross point schematic, (b) CMOS equivalea},a QCA
here continues in the vein of our existing work (i.e. [9]jimPlementation’

which examines the implications of physically implemegtin

QCA-based circuits. It also enhances a feedback loop that

has helped to shape existing experimental work (regardlgsher configured to function as &R gate. A CMOS analog

of implementation) to best target architectures wellesliitor appears in Fig. 4b while a QCA schematic appears in Fig. 4c.

nano-scale devices and the QCA device architecture. We consider one crosspoint of &ND plane to demonstrate
how our design will function. Referring to Fig. 4c:
l1l. A PLA STRUCTURE FORQCA « if S=1, M NTERMOUT = (literal in) e (minterm in)

Programmable Logic Arrays (PLAs) can easily implement ¢ if $=0, M NTERMOUT = M NTERMI N
any logic function in a two-level sum-of-products represenn other words, if S=1, the PLA cell will act as aAND
tation — or in other words, groups oAND terms ORed gate (we refer to this akbgic mode), and if S=0, the PLA
together. PLAs could be used to implement state machines]l will act as a wire (we refer to this agire mode). The
lookup tables in FPGAs, complex control logic, componenability to conditionally set each select bit makes our PLA
needed for processor datapaths, and many other computati@programmable.
ally interesting structures (see [15], [42], [43]). Unlikeask- For sake of completeness, we briefly comment on how the
programmable CMOS PLAs which can be programmed on@R plane would function. For th@R plane the position of
at fabrication time (but like the NW-based PLAs describeithe AND and OR gates in one “cell” would be reversed. Thus,
in [15]), our QCA-based PLA could be reprogrammed reeferring to Fig. 4cM NTERMI N would be an input to an
peatedly to target different applications [44]. The stiuet OR gate and_| TERAL_I N would be an input to aAND gate.
allows circuit defects to be readily detected and isolateddditionally, the select bit should be set to 0 fogic mode
the design is compact and easily extensible, and could &ed 1 forwire mode. Therefore:
made almost entirely from AND gates, OR gates, and wire, jf S=0, M NTERMLOUT = (literal in) e (minterm in)
segments (essentially three simple parts reducing the @mou , if S=1, M NTERMOUT = M NTERMI N
of determinism required in any fabrication process). Irs thi By leveraging the structures just discussed, it is reltive

sectlo_n we d_|scuss our d_eS|gn at_ Fhe Iog|g level n Sec. I”'éatsy to construct the logic required to form a PLA of arbjtrar
and discuss implementation specific experiments in Se&.lll size. Fig. 5 illustrates how the “cell” construct in Fig. 4nca
be used to make entirBND and OR planes. TheTyy labels
represent the terminal QCA cells at the PLA boundariés.
Inan NMOS PLA, each intersection of orthogonal wires camas a value of T (top), B (bottom), L (left), or R (right) and Y
function as either aAND or OR gate or as a simple wire. In ourwill have a value corresponding to the row or column number.
design, bothAND and OR planes will consist of QCA devices If we wanted to configure the PLA in Fig. 5 to perform the
arranged in such a manner that they are capable of mimickimgyjority voting function, we would set our select bits aswho
this functionality. We have created a design where crosspoby the values in the inset triangles.
functionality is determined by a programmable bit. Theestt ) - _
the bit will allow groups of QCA devices that act as crossppoinB: Implementation Specific Experiments
to function as a gate or wire. This configuration has the addedit should be fairly obvious that this arrangement of QCA
benefit of being reprogrammable post-fabrication. devices willlogically allow us to construct a PLA. However,
We will discuss our PLA in the context of “cells”. Here,as mentioned earlier, we are also interested in the eventual
the term “cell” does not refer to a QCA device, but rather thehysical realizations of our designs. In this regard, weehav
group of devices that implements a programmable crosspoietreraged two different (physical-level) simulationstesito
A schematic of one cell appears in Fig. 4a. This structudetermine how this logic might function if it were imple-
contains the programmabgelect bit(denoted by S) and two mented with molecular QCA devices. (We do not consider
majority gates — one configured to act asAMD gate and the metal-dot or magnetic QCA here because, as seen in Fig. 1,

A. Reprogrammable PLA Cells and the Array Structure
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Fig. 6. Statistical mechanics simulation results. ABD plane cell in Logic
Mode, (b)AND plane cell in Wire Mode.

Fig. 5. A PLA array that implements the majority voting fuoct
the wires and gates needed to form the structure shown in Fig.
4c have already beesxperimentallydemonstrated for both of both simulations, we assume molecular QCA devices with
these implementations.) 1 nm between redox sites and a 2 nm center-to-center cell
The two most widely used tools for studying small t&pacing. The 1.0 nm distance was selected as it closely
medium-sized systems of QCA devices are QCA Designe@rresponds to the distance between redox sites of thezCreut
[45] and M-AQUINAS [46]. Both are clock driven. QCA Taube (CT) ion (or 0.9 nm). The physically realized CT ion
Designer assumes a discrete, 4-phase clock (as discussedam two electrochemically reversible and chemically stabl
[46]) while M-AQUINAS assumes the wave-based clockingedox centers, and a strong coupling between them to allow
scheme that is more suitable for a molecular implementatidAr tunneling of the charge that will represent a binary 1 or
These simulations methods are good in that they incorpor&#48]. For center-to-center spacing, we do not target any of
the physics of a clock which adds a helpful time component tBe specific patterning mechanisms discussed earlier.drt,sh
the simulation. We have used M-AQUINAS to generate son®@act center-to-center spacings have not yet been estadblis
of the results to be discussed here. for any potential patterning mechanism. For this reason, we
That said, M-AQUINAS and QCA Designer also only allowhave chosen a 1 nm edge-to-edge spacing (on the order of what
a QCA device to be in one of two states (a binary 1 or OWe would like, but also a distance that is plausible as seen in
With a molecular implementation, any combination of therfoithe discussion of potential DNA scaffolds) which leads te th
redox sites may be reduced or oxidized — resulting in spforementioned 2.0 nm center-to-center spacing (see f#8] f
possible active states (see [9]). Because states 2-5 anerhignore detail).
in energy than states 0 and 1, it is unlikely that a single, Our statistical mechanical analysis considered the PLA cel
isolated QCA cell would settle into any of the four degeneratn both ‘logic’ and ‘wire’” modes as well as all possible
cases. However, when many QCA cells are placed in clo§®ut combinations foM NTERMI NandLl TERAL_I N. Sim-
proximity to one another (i.e. to form a circuit), it is pdsisi ulation results indicate that our PLA core should function
that a locally higher energy state might be favored becausé$ intended. All tests confirmed ground states matching the
reduces the energy of the entire QCA circuit — especially fesired behavior with high probability — which should only
the presence of defects. If this happens in the cell thaeserincrease in the presence of a clock (see [49])
as the output of the circuit, it will be impossible to tell wher ~ 2) M-AQUINAS SimulationsFor charge-based, molecular
or not the output is a 1 or a 0. QCA devices, stray charges, cell shifts, cell rotationsg an
1) Statistical Mechanics Simulation3o study these effects Missing cells might all cause a circuit construct to prodiree
in the context of circuits, we have extended the work &¥rong result. While (experimentally) no group has atterdpte
[47] (developed by chemists working to manufacture QCH deterministically place individual QCA molecules, thas
devices and scaffolds) to consider charge-balanced, @@st More than ample evidence to justify these assumptions. As
molecules and the 6 possible active states that would ®@e example, [34] looks at attaching gold nano particles to
associated with the synthesized 4-dot QCA molecule sho@nPNA scaffold. The AFM imagery in [34] illustrates that
in [29]. While beyond the scope of this paper, a more detail§@Me particles are either missing or misaligned. Whileghes
discussion of our simulation methodology can be found ifj [1®roblems could be caused by perturbation from the AFM tip,

and [47]. We know of no other work that leverages a 6 statgcomplete hybridization between the nanoparticles ared th
model. DNA scaffold is the most likely source of missing patrticles,

We have used both a statistical mechanical analysis (an
y ( gAdditionaIIy, these results consider no device-level retancy. As will

M-AQUINAS) to Verify Wheth_er or ”Pt the _Core building be seen next, “thicker” wires and gates will further inceedise probability
block of our PLA (Fig. 4c) will function as intended. Forof seeing a correct output.



Minterm In (a) Assume inversion occurs here (want 1, get 0)

(1) 0 1 0 1 0 ¥
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(a) A(1) A(0) «B()
(b) Can still obtain desired logical output

Fig. 7. (a) PLA (1x), (b) Example design with 20% defects ardice-level (@) with B (i.e. logic 0)

redundancy. Simulations show that this design functionsectly.

, (a) Assume bit flips happen here

and the relatively floppy duplex DNA used to attach the T, T O—T—@ {@)— Want

particles to the DNA scaffold is the most likely source of l AT =R

particle misalignment. Another defect of particular camcis o e 6 06

stray charge, which could come from a scaffolding molecule A would’ [ g | o T

(ie. the sugar-phosphate backbone of DNA) or from the "¢ @ © ®= () sl (0

substrate surface (i.e. the ionizable silanol groups aoosil TL2 i N~ g W~ 3 . (@) Want

native oxide). T vsel 17 2| Y a8
While clearly PLAs offer defect tolerance at the =

architectural-level, with QCA, redundancy at tevice-level AL et [ AL

can provide a measure of defect tolerance too. Device-level ] ] ]

redundancy in wires and gates was considered in the contex ) ? () ©)

of the above defects (minus stray charge) in [50]. Simufetio

show that in a wire one cell wide, if one cell flips to the wrong Ty Ty T

state, the remaining cells in the wire W?II continue to progee A (1) A (0) B (1)

the wrong data. If there are only rotation defects, a wireeonc ("

cell wide functions properly when the rotation of one cell is (€} ">~<Force 0 during programming

If we program select bits as shown, still get correct

< 21°. If rotations and cell shifts are both possible, tolerance  (®) :
logical output

to rotation decreases. With only cell shifts, a wire funetio
correc_tly when the d|splace_ment factor<s35. Fig. 8. Examples of how wires with inversion faults can st used in a
Adding redundancy can improve defect tolerance. For e®cA-based PLA. (Broken down into steps (a)-(b) in Fig. 8a steps (a)-(c)
ample, with a wire that is three cells wide, the tolerance 10 Fig. 8b.
rotational disorder improves by5° evenwith a displacement
factor of 0.3. Additionally, if one (or even several) of thells
in the QCA array flip to the wrong state, the rest of the cellgsing a given row or column of a PLA. The other fault that
copy the right information to the output. appeared was an inversion. It is important to note howear th
While a detailed discussion of fault models and yielgyhen a bit was inverted, it wasonsistentlynverted regardless
estimates for our PLA structure is beyond the scope of thi$ input. This is important because if this defect is readily
paper, we do briefly describe a set of MAQUINAS simulationgetectable, we would still be able to ensure that we saw the
to discuss how interconnect in our design might be affecte@sired logical output of the PLA simply by changing our
by defects as well as device-level redundancy. Specificalbgic function to account for a flip. (An example is shown in
we have laid out a cell core with parts that are 2 cellsig. 8.) While this is very preliminary work and needs furthe
wide (reflected in Fig. 7b) instead of 1 cell wide (i.e. Figstudy, it appears that in at least come cases, a very dedectiv
7a), and randomly inserted defects into this design. We the)TA wire is not necessarily broken and is still usable. Fjnal
simulated defective designs with M-AQUINAS. Preliminaryyhile these simulations assumed dimensions associatbdawit
results indicate that with overall defect rates ranging®  molecular implementation, at the logic and systems level, a
20% (divided evenly between shifted cells, missing cel$lsc implementations of QCA could avoid this potential fault in a
stuck in a polarization — which could be caused by a straymilar manner.
charge, and rotated cells), an individual PLA cell with 2l cel
thick parts functioned correctly 34 out of 44 timesUpdate
with Zack’s new numbers? + 1 cell results® If we want our PLA to repeatedly perform the same logical
In the remaining 10 cases, we saw behavior equivalentftmction, we will have to indefinitely maintain the state of a
a “stuck at” fault. This could be overcome by simply noselect bit. How this might be accomplished is implementatio

IV. MAINTAINING SELECT BIT STATE



dependent and will be discussed for charge-based QCA it
Sec.IV-A and for magnetic QCA in Sec.IV-B.

A. Charge-based QCA

1) Clocking RequirementsAs seen in Sec. II-C a QCA S _
device can be in at most one of three states rull state A g )
where the device holds no information and does not partieipa X B
in computation, aractive statewhere the device should be in “\\\_
a configuration that represents a binary 1 or 0, améching ‘_ =
statethat occurs when a device is transitioning between the"*
null and active states. Which of these three states the device
is in is determined in part by the electric field applied to a Fig. 9. FEMLAB experimental setup.
device at a given point and time (see Fig. 2a).

It is important to note that if a negative electric field is
contmuquslwpphgd oa charge—pased QCA dewce,' It ShouIéjxperimental results have been published regarding thi$, a
remain in an active state More importantly, an active cell

S . there is no experimental study on the possibility of su i
should also retain itbinary state provided that the clock keepﬁhe more comF:)Iex electric fie?/d distriblﬁ)tion for):)ur prg;g)ge
the device(s) in an active state. What this means is that

should be able to maintain select bit state indefinitely — b\E‘tEA stru'cture. . . .
To validate whether or not our clocking requirements will

to do so we must be able to control the fields associated wit

the relevant bits. In other words, we must clock select bits a&ISo ensure that the state of programmed select bits is kept

logic separately. indefinitely — and is not reset by normal operation — we

While we will want to independently clock select bits Olhave _cor_1ducted_ a numb_er .Of experiments o ir_1vesti_gate how
at least groups of select bitsF)) as it isynot desirable frong g&ectnc fields might be distributed by lithographicallyfided

implementation standpoint to have to independently cloek tmetal wires. Fig. 9 illustrates what the lithographicaléfided,

logic needed for each PLA cell (i.e. each crosspoint). Qlugk electric-field generating wires might look like. The small

each individually would require that each PLA cell have 62‘2:éirteb-stzafci$§|ef;evv|'$$erreﬁf§22t cllgrcléhv:res_ tha_trekeep
least four clock wires associated with it — each with a défer : Ve. ger, gu inEgiq wires

signal with ar/2 phase shift applied to it. In short, Signallrepresent clock generating circuitry that would generhte t

routing for the underlying clock structure would becometeui EIGIC%'E flellcder;elcesisary”to induce dataflow in the rows and
complex. Additionally, the QCA logic associated with eacfoumns o ogic cets.

cell should have much smaller feature sizes than the srhalles’Vhile we have used different sizes for the wires, as well

metal wire — even with end-of-the-roadmap CMOS pitche&S different separations between them, we discuss results
The area requirements for QCA logic would have to be scal@jsociated with the minimum metal pitch according to the

up significantly in order to match the pitch/size of the clock004 ITRS for the 2018 technology node (40 nm) [1]. A

wires. This would only increase latency and adversely affe@€tal plane was added 20 nm above the logic and select

potential density gains wire plane and serves as the ground plane that directsielectr

Fortunately, PLA cells should not have to be clocked indfieIOIS [_38]' Itis envisioned that the QCA-based PLA would be
vidually. Furthermore, it also appears that our desigrlitates sandwiched between the two metal planes. A similar strectur

the requirements that (a) wires that keep select bits actﬂ@s been _experimde_ntally dgmonstégted in the mdolelculacls;/]vit Id
generate the required electric fields, and (b) these fields 1j9 experiments discussed In [30] (a ground plane shou

not distorted by the more global clock that moves data in ot be necessary in a magnetic |mpl_ementat|on \.N'" may not
AND and OR planes from the terminals. We will illustrate thisb.e. necessary in other c.harge.—bas'ed |mpler_nentat|or.1.s'. Ve use
via experimental data next. silicon dioxide as the dielectric Wlth a relative permityvof

2) Experiments:Studies of clock structures for QCA cir—3'9 and gold as the metal for the wires. We n_ote that at most 2
cuits are extremely limited. Existing work consists of adstu layers of metal shoulq b,e negdgd t‘? build th|§ C,IOCk st.ruactur
performed by Hennessy and Lent that investigated eIectri_cTo study the eleqtrlc field dlstrlbutlor_l, two dlstlnct.clong
fields produced by evenly spaced point charges [38].Thiskwo?'gnals werelgpphed. The gelect wires were driven l_)y a
demonstrated that electric fields with the desired mageitu80n5tant’ p_05|t_|ve v_oItage while the Ioglc wires were dnive
and distributions could be generated by applying the prop@f a quasi-adiabatic 4-phase clock_S|gn§1I [51]. This setup
charges on infinitesimally small wires with finite sizes. -yrheemulates how the PLA would operate in logic mode. FEMLAB

also demonstrated that these results should apply to witas woTWare [52] was used to obtain the electric field distimt
finite sizes too. However, to the best of our knowledge, rfg the Plane where QCA cells reside. As only the component
of the electric field that is perpendicular to the device plan

4The field might also be positive depending on whether or retteins or aﬁeCt$ th_e S_tates of the QCA devices _[38]_' we iny examine
holes are used to represent binary state. the distribution of the vertical electric field (i.e., the y-



component). We applied a 5 volt signal to the select wired, a
applied five different voltages (-5 Volts, -2.5 \Volts, 0 a5
Volts, and 5 Volts) to the quasiadiabatic signal (logic sjre
The selection of 5 Wolts as the maximum voltage is based
the assumption that the intensity of 2 Mv/cm is sufficient t
maintain the states of QCA devices. Based on conversatic
with chemists, this is a realistic assumption for molec@&A
devices [53].

Simulation results show that the intensity of the vertici
electric field 10 nm above the logic/select wire plane i
unchanged. The field intensity above the select wires exce:
2Mv/cm, which indicates that QCA cells on top of these
wires should stay in the active/bistable state [38]. If ¢hes Fig. 10. Possible mechanism for programming a magneticisble
cells are not driven, they should maintain their previougdo
values. This is precisely what is required to guarantee the

correct functionality of our PLA structure for charge-base . AN . i
devices. Our simulations show that the field distributions 2) Experiments:We intend to take advantage of this prop

. ; . rty to indefinitely maintain the state of a given select bit
remain essentially the same regardless of the sizes of ﬁ1 y 9

wires and distances between them — implying that this chagki specifically by modifying the.5|ze and/or shape of thg
. nanomagnet used to represent it. For example, the left side
scheme should scale to larger charge-based devices too.

) . . . . of Fig. 10 illustrates a fabricated magnetic QCA (inverjing
What must still be determined is the granularity requ'rer%ajority gate (as reported in [13]) as well as an MFM

for the logic wires. For example, it is theoretically possito image showing the state of the device cell after one padicul

e e e ool combinaton s aplie. oy vy th size f one of
"9 9 g . e inputs, we should be able to maintain select bit state
this group of QCA devices. Alternatively, we may want and/or

) X S indefinitely. A stronger magnetic field will he bi
need finer-grained logic wires. Whether we take a more glo Pe tely. A stronger magnetic field set the bit, but

(coarse grain) or local (fine grain) approach to clocking wi e bit will not be reset by a weaker field when used for
X 9 X 9 PP . normal operation. We are currently conducting micromaignet
ultimately be determined by a number of variables. The mag

S . ) 'Wmulations [54] to determine the ideal size and shape of
tude and distribution of the electric field required, the tem this magnet and are also working with physical scientists to

fabricate this structure upon completion (we should be able

F%eexperimentally verify this with external magnetic fieliths
i

Stronger B-field will set bit.

Bit will not be reset by

weaker field used for
normal operation.

Modify size or shape of
one input magnet
(that would serve as

Select bit). |
Input C

many active devices, energy from switching activity caruicel

njlste}ke_states), and the techn_olog|es used to implement U of an implemented clock). We note that this is an excelle
circuit will all have an effect. Ultimately, we need to be ald

move data inputs through the QCA logic — inputs enter throuiﬁample of using design to define experimental milestoregs th

. ust be reached in order to achieve performance wins at the
the AND plane, outputs of théND plane and external inputs o :
' . application-level.<Mike Putney may have already shown
enter theOR plane, and outputs of théR plane are either bp = y may y

. . this. | just need to touch base with him>
recycled through the PLA or to other logic — that comprises ou J
PLA structure while maintaining the set values of the select

bits. As mentioned, our FEMLAB simulations have shown that V. OPERATING APLA
the latter is possible regardless of wire sizes. In futurekwo
we will investigate what granularity will be necessary. In Sec. Il we showed that by deterministically setting

) select bits in our PLA structure, we could generate and

B. Magnetic QCA evaluate arbitrary sum-of-products expressions. In S&ove

1) Clocking RequirementsAs seen in Fig. 2, as with metal-illustrated how we couldnaintain state associated with each
dot and molecular implementations, a “clock” will be usedelect-bit. Here, we show ways to initially program seleitt-
to induce dataflow in magnetic QCA devices too. Howevestate. We also discuss how this design would function during
ensuring that a select bit keeps its state indefinitely is (abrmal operation. As in the last two sections, we will discus
least conceptually) easier with a magnetic implementaiiém programming in an implementation dependent fashion. The
briefly outline one likely mechanism for accomplishing thisnethods discussed in this section should be viewed as p®ssib
below. ways to physically accomplish programming — which method

Sec.ll-C.2 reported that after a group of nano-magnets hail ultimately work will be determined by more physics-kv
been relaxed (i.e. after the field in the x-direction has besimulations and experimental verification. Neverthelegs,
removed), they have a tendency to settle into some new sthedieve that it is (a) important to show viable methodolsgie
— and must be relaxed again before they can change sthtat reflect implementation reality, and (b) that these @sh
again (when a new computation occurs). In other wordajll again form the basis for both future simulations and
nanomagnets do not have to be active to maintain their staggperimental prototypes.
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Fig. 11. Programming a PLA made from lithographically-detin or propagsates t S-oi I
molecular QCA devices (first pass).

Fig. 12. Driving a value into &eld select bit (S-bit).

A. Programming Metal-Dot and Molecular QCA

Conceptually, setting the state of a select bit is actualiyeq simulator).
simple. Referring to Fig. 11, assume we wanted to programAn alternative would be to move the select bit below the
the select bit state for ro#’;,; — one row of anAND plane. If OR gate as shown in Fig. 13. Simulations show that if clocked
we input a 0 aff',1, the desired select bit valuesBt,-Ts3, from left-to-right during programming, select bit valuestie
and clock this circuit from left-to-right, data should bevén programmed will fan out to the proper location. However,
into the select bit locations (for exampk,). (The OR gate this method could also encounter problems during logical
in each column will have input values of a 0 and 1 with theperation. If the select bit is placed close enough to the OR
bit input atT'z, deciding the majority vote.) As mentioned, ifgate, the circuit will function as intended. However, if thieis
the select wires remain active, the QCA devices should altayther away (as it realistically will be due to the congttai
stay in an active state — and keep their binary state as welbf lithography) it will again not have time to influence the
This programmingprocedure is directly analogous to theeomputation of the OR gate. (Again, these results have been
dataflow requirements for operating this PLA design in logieerified by simulation).
mode (assuming that all select bits have been previouslyThe above discussion might make it appear that program-
set). Tp1 will have an initial input of 1 (this corresponds toming select bit state is tied to race conditions and/or com-
M NTERMI N in Fig. 4¢) andTz:-Tp3 would be set with plex timing. However, we have devised a method that not
our desired data inputd [ TERAL_I N in Fig. 4¢). The only only functions logically, but also considers the constisin
difference between a programming procedure and the PloAthe QCA device architecture and the realistic fabrigatio
operating in logic mode is that during normal operationesel constructs for any necessary support circuitry — namely the
bits would have already been set and would need to actdisectional dataflow enforced by the clock.
drivers During programming they need to become active and Perhaps the easiest way to to ensure that select bits are
will be driven. driven when programming our PLA — and drive logic when
One potential problem with the programming procedure jute PLA is operating in logic mode — is to clock our PLA
discussed is that when the PLA operates in logic mode, dataliagonally (see Figs. 7 and 13). Referring to Fig. 13, if
driven from left-to-right. With the layout shown in Fig. 1de  we clock our structure from top-left to bottom-right during
would also be driving data into active QCA devices that holdrogramming, the output of th&R gate terminates in the
select bit state. Of concern would be whether or not thiscselgroups of QCA cells that represent select bit state. If welclo
bit state would be over-written by the new information beingur PLA structure from bottom-left to top-right when the PLA
driven. Work by Isaksen, et. al. [55] shows that this should operating in logic mode, there is no driving path of QCA
not be the case — and if new information is driven, #ftfive devices into the select bit — and there is not chance of even th
devices should not lose their state. (If the two driven velusituation depicted in Fig. 12 occurring. Another advantege
are different, at some middle point in the wire, a given cethat if our PLA cells are roughly square, simple trigonometr
should become frustrated and/or unpolarized as illustrate tells us that both inputs t&AND and OR gates will almost
the cartoon in Fig. 12). Thus, to program multiple rows, wassuredly arrive at the same time. (Among other things, this
could successively apply our desired values to the colurnsstould allow for faster clock rates as the critical pathsimit
the PLA (i.e.T31-T's3 in Fig. 13, raise the select bit pads foreach cell will be roughly equal).
that row as data is driven, and repeat this process for each ro This method has only one minor drawback: a slightly more
of the PLA. complex clock structure might be required. In the worst case
Still, operating this configuration in logic mode would peov another layer of clock wires would be needed so that data
to be problematic. If our PLA was clocked from left-to-rightcould be moved in two different directions. This would regui
the select bit would never have a chance to participate in the extra layer of metal — and one layer would be physically
computation of theAND andOR functions associated with eachfarther away from the surface where QCA devices sit. We
cell — as the other two input bits would be processed befom®uld need to ensure that the electric field at the surfacddvou
the the select bit path to the logic ever becomes active (@bthstill be sufficiently strong.
these characteristics have been verified with the MAQUINAS Finally, we briefly comment on the expected area of our



Program select bits VI. CONCLUSIONS ANDFUTURE WORK
T,

— (o In conclusion, we have presented a novel, QCA-based PLA
structure and have demonstrated how it operates as wellas ho
. B M it can be reprogrammed. All of this has been done within the
TN, T I context of realistic fabrication constrains (leveraginge
4 QCA design constructs and regular, replicable clock stinest)
e for all implementations of QCA.
q [ In any technology, a functional device or logic gate in
vy D isolation is useless. Functional units, interconnect,efficient
£l information flow within the constraints of a given device
' architecture are ultimately necessary. By considering how
WO\ QCA devices must interact in order to achieve meaningful
T,, T Ty computation, we will also help to characterize and quantify
potential performance wins. Additional insight into syate
level architecture and potential performance will ultiglgt
determine the viability of a new technology and how (or if)
device-level research should proceed at all.
This work will serve as a “jumping off point” for more

etailed, implementation specific studies. Work is already

dlesign. IB{ ngw, it s_hoglg b‘; fairly Ole'iOUSf tuat arctiaa V‘,’”Engoing for a molecular implementation — where this design
L_Jtlmatey € eterr_nme y the granularity of t € un W'_ will serve as a fabrication target for physical scientisysng
lithography. Assuming that we clock the PLA diagonally, i

. . ) ) lace individual components in computationally inté
the worst case we will require one 4-wire group per dmgonﬂj P P P y e

he ed fth hi Id ; fwi atterns. Similarly, we are actively targeting the impleae
On the edge of the PLA, this would require an aredxf(wire tion of this design with a magnetic implementation as well.

pitch). (The constant 5 comes from the fact that there are fodf o immediate application of such a technology would be to
clock wires per diagonal in addition to a select bit p""d')gjhuuse the devices in spacecraft or satellites. Reprogranamabl
an upper.bound for the area .Of &ND or OR plane would o ices on spacecraft offer the same advantages as repro-
be: (5 x pitch x rows) x (5 x pitch x cols) v_vhereroyvs and o rammable hardware on the ground (i.e. they can more easily
cols are the numbgr of rows and columns in the given plan gpe with changing interface standards and provide upgrade
However, as mentioned earlier, we may not need this level gfi i the system life-cycle). There is the added beneftt tha
best case would only hav_e to accoun.t for thfa'nagnetic devices are resilient to the effects of radiathaithe
select p_ads—_espemally_ '.f the coarser grained CI.OCk v_vmai;:k_: proposed clock structure will most likely result in inhetign

be fabricated in an addltlo’nal layer of metgl. With this opti pipelined dataflow, systolic architectures [56] are alsmie
the area would simply bgpitch x rows) x (pitch x cols). FOU gy 15104 Ay application that requires low power dissimat

a molecular |mplemeptat|qn, with ho conS|d_erat|on for d”eland non-volatility could benefit from magnetic QCA devices.
and assuming the wire pltche§ discussed in Secé IV-A.2, &n future work, we will present implementation depen-
60 x 60 AND plane would require between76 x 10° nm dent fault models currently being developed, defect dietect

6
and144 x 10° . . i , schemes, and yield and performance estimates for relevant
A much more careful analysis of field strengths required {anchmarks

switch charge-based devices and field distributions preduc
by lithographically defined wires is obviously required dan REFERENCES
beyond the scope of this paper). Nevertheless, the numbg

above do provide first-order estimates for lower and upp

4-wire group H
A 5
|
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(®)
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Operate during logic mode

Fig. 13. Clocking a PLA diagonally.
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