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a b s t r a c t

Peer-to-peer has evolved into a promising communication paradigm for large-scale content sharing. It
has recently been suggested for on-demand video streaming as well. Such peer-to-peer Video-on-
Demand (VoD) makes effective use of local disk space and upload bandwidth distributed across peers
to relieve the server load, which has long been a bottleneck of conventional VoD systems that demand
enormous storage and network resources.

It is well-known that the startup delay of state-of-the-art peer-to-peer VoD remains much longer than
powerful client/server-based systems. In this paper, we present a novel peer-to-peer VoD system that uti-
lizes Scalable Video Coding (SVC) for delay minimization, and to deal with heterogeneous user capabil-
ities as well as dynamic end-to-end resources availability. It brings two tangible benefits: first, starting
from the SVC base layer only, the startup delay for a peer to join the system and successfully initialize
video playback can be reduced; second, by dynamically adding or dropping SVC enhancement layers,
the occurrences of frame freezing due to the temporal network congestion or the insufficient peer band-
widths can be minimized, and quick recovery from such freezing can be expected too. We mathematically
formulate the transmission scheduling problem for peer-to-peer VoD with SVC. We strike a balance
between startup delay and playback quality, trying to maximize the overall playback quality that all
peers experience. We develop a practical scheduling strategy that allows each peer operate locally and
efficiently. It implements a zigzag like importance allocation mechanism to determine the transmission
order, taking advantage of the supplying peers with more layers and larger bandwidth.

We have extensively evaluated our proposed system under diverse network and peer configurations.
Our simulation results demonstrate that it makes effective utilization of network resources, and outper-
forms conventional P2P VoD systems in terms of startup delay and playback quality.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Peer-to-peer has evolved into a promising communication par-
adigm for large-scale content sharing. With each peer contributing
its bandwidth to serve others, a peer-to-peer overlay scales extre-
mely well with larger user bases. Besides file sharing, it has been
quite successful in supporting large-scale live streaming (e.g.,
CoolStreaming [1], PPLive [2], and UUSee [3]), and has recently
been suggested for on-demand video streaming (e.g., GridCast [4]
and Vanderbilt VoD [5]) as well. Such peer-to-peer Video-on-De-
mand (VoD) makes effective use of local disk space and upload
bandwidth distributed across peers to relieve the server load,
which has long been a bottleneck of conventional VoD systems
that demand enormous storage and network resources.
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Compared with file sharing and live streaming, VoD generally
supports richer user interactions, and users switch among videos
more frequently. Peer-to-peer VoD thus faces much more chal-
lenges, and existing solutions are yet to be perfected to compete
with the conventional client/server model. In particular, it is
well-known that the startup delay of state-of-the-art peer-to-peer
VoD remains much longer than powerful client/server-based sys-
tems, particularly those with Content Distribution Network
(CDN) support. For example, for the on-demand mode in PPLive,
the startup delays are often longer than 10 s, and sometimes go be-
yond half a minute, while the average delay of YouTube is about
6.5 s [6], though the latter has already been ranked as a slow site.
The situation is only getting worse when rich VCR operations such
as fast forward, rewind, and random seek are introduced.

There have been pioneer works on constructing efficient over-
lays for peer-to-peer VoD [7–9]. They optimize the indexing struc-
tures for organizing the peers of similar playback progresses, so as
to speed up the video segment discovery. Yet the video buffering
time also constitutes an important part in the startup delay, which
and with scalable video coding, Comput. Commun. (2010), doi:10.1016/
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can hardly be minimized even with an advanced indexing scheme.
This is mainly because, in the existing systems, the video stream
structures are not flexible and generally with a fixed rate while
users have heterogenous capacities, i.e., the upload and download
bandwidths. We believe that this can be improved by enabling
adaptive rate control during seeking within a video or switching
between videos. A key observation is that, in practice, a quick start
with a reasonable quality enables better user experience than a
slow start, even with high picture quality. This is particularly true
for VoD, as users frequently switch among different videos, and
poor experience often leads to even more frequent switching.

To this end, we present a novel peer-to-peer VoD system that
utilizes Scalable Video Coding (SVC). The SVC codec in H.264/
MPEG-4 AVC [10] enables rate adaptation in terms of temporal,
spatial, and SNR/quality salabilities. A video stream can be encoded
into a base layer and several enhancement layers, which progres-
sively improve the reconstructed video quality. It brings two tangi-
ble benefits to peer-to-peer VoD: First, if starting from the base
layer only, the startup delay for a peer to join the system and suc-
cessfully initialize video playback can be reduced; Second, by
dynamically adding or dropping layers, the occurrences of frame
freezing due to temporal network congestion or the insufficient
peer bandwidths can be minimized, and quick recovery from such
freezing can be expected too. The rate adaption however faces a
series of challenges. First, though fewer segments are to be deliv-
ered with lower layers only, a user generally expects higher quality
video as soon as possible if it does have enough bandwidth capac-
ity. Also given the layer dependency, different layers are of uneven
importance, i.e., of different weights. Such dependency must be
considered in the calculation of a streaming schedule, beyond the
bandwidth and time constraints in existing systems.

In this paper, we mathematically formulate the transmission
scheduling problem for peer-to-peer VoD with SVC. We strike a
balance between startup delay and playback quality, trying to
maximize the overall playback quality that all peers experience,
that is, the total weight value of all the received data segments be-
fore the playback deadline. This scheduling problem, in its general
form, is difficult even with global knowledge. Also peers may join
and leave frequently and their buffer status thus would change
quickly as well. Therefore, we resort to a practical scheduling that
allows each peer operate locally and efficiently. It implements a
zigzag like importance allocation mechanism to determine the
transmission order, taking advantage of the supplying peers with
more layers and larger bandwidth.

We have extensively evaluated our proposed system under di-
verse network and peer configurations. Our simulation results
demonstrate that by using SVC, our system can efficiently deal
with the network congestion and the heterogenous network re-
sources, and ensure satisfactory service for every user in terms of
startup delay and playback quality.

The rest of this paper is organized as follows. Section 2 presents
the related work. In Section 3, we overview the system design. Sec-
tion 4 formulates the scheduling problem with scalable video and
identifies its difficulty. We then present an efficient local schedul-
ing algorithm using zigzag ordering in Section 5. The performance
of our solution is evaluated in Section 6. Finally, Section 7 con-
cludes the paper.
2. Related work

Peer-to-peer streaming has attracted significant attention both
from academia and industry in the past decade; see a survey in
[11]. It has also recently been applied in video-on-demand services
[12–15,7–9]. There have been great efforts in constructing efficient
overlays for peer-to-peer VoD, e.g., RINDY [7], DSL [8], and Instant-
Please cite this article in press as: Y. Ding et al., Peer-to-peer video-on-dem
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Leap [9], to name but a few. They optimize the indexing structures
for organizing the peers of similar playback progresses, so as to
speed up video segment discovery. Our work complements them
by introducing adaptive scalable video to minimize playback delay,
which has long been a critical challenge for peer-to-peer streaming
systems.

There have been some existing works using adaptive or layered
video coding for peer-to-peer streaming. Cui and Nahrstedt [16]
employ layered video to accommodate asynchronous requests
from users of heterogenous bandwidths. Liu et al. [17] design a dis-
tributed protocol that allows peers enjoy better video quality if
they contribute more uplink bandwidth. Baccichet et al. [18] devel-
op a mathematical framework to quantify the advantage of using
scalable codec for tree-based overlays, particularly during network
congestions. Rejaie et al. [19,20] present an adaptive layered
streaming mechanism to enable quality adaptive streaming of a
layer-encoded video from multiple congestion controlled senders.
We however consider a more general mesh overlay that has been
widely used in today’s commercial products. Our focus also differs
from these previous studies in that, besides accommodating band-
width heterogeneity, the role of scalable video in reducing play-
back delay is explicitly considered. In particular, we present an
efficient scheduling strategy that works with scalable video to
minimize the delay and delay jitter during playback.

Diverse scheduling strategies for peer-to-peer streaming have
been examined in the literature. Typical mesh protocols imple-
ment a hybrid earliest deadline first and rarest first policy for seg-
ment fetching in a sliding window. Bandwidth heterogeneity has
also been considered, with preference to high bandwidth supply-
ing peers [1,4]. Recently, RedCarpet [21] further addresses joint
server and client scheduling. Our work is motivated by these
studies. Yet, we not only consider network-level measures, but
also perceptual quality measures to ensure satisfactory service
for every user. With prioritized video layers, our scheduling strat-
egy leverages peers with rich available resources, so as to provide
the best possible playback quality and minimized delay to all
peers.
3. System overview

We consider a Video-on-Demand (VoD) system that consists of
a video server and a number of clients interested in different videos
originated from the server. Different from the traditional client/
server model, our system implements the peer-to-peer communi-
cation model; that is, each client not only downloads its video of
interest, but can also forward the video to other clients interested
in the same video.

We advocate a mesh overlay design as used in many model
peer-to-peer streaming systems [1,22]. Each new peer, when join-
ing the system, issues a request to the server, and will be informed
with a list of active peers interested in the same video. The new
peer will randomly select some of them (about 8–10, as suggested
by previous studies [23]) to establish partnerships. It will then ex-
change bandwidth and data availability information with these
partners and fetch video data through a scheduler. The active peer
list will be periodically gossiped through the overlay, so that exist-
ing peers can update their partners to accommodate peer dynam-
ics and possibly achieve better performance.

Note that in a VoD system, a peer can join at any time. Minimiz-
ing the startup delay thus becomes a critical concern. We address
this problem through the incorporation of Scalable Video Coding
(SVC), which also better accommodates peer heterogeneity and re-
duces playback delays. We first give an overview of SVC, and then
detail the benefits and challenges toward incorporating SVC in
peer-to-peer VoD.
and with scalable video coding, Comput. Commun. (2010), doi:10.1016/
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3.1. Scalable video coding

In H.264 AVC, a video stream can be encoded into a base layer
and several enhancement layers, known as Scalable Video Coding
(SVC). Each encoded layer will be further divided into segments,
each with one unit playback time (Fig. 1). As such, a layered seg-
ment (LS) should be represented by two identifiers: its layer num-
ber and its sequence number. The layer number starts from 1, the
base layer, and the sequence number gives the time instance (in
unit time) when this segment should be played. For example,
LS23 represents the 3rd segment in layer 2, i.e., the first enhance-
ment layer. Given the layer dependencies, higher layers can only
be decoded if all lower layers are received. Hence, at a time in-
stance, the reconstructed video quality is determined by how many
cumulative LSs starting from the base layer are received.

SVC codec enables rate adaptation in terms of temporal, spatial,
and SNR/quality salabilities. Fig. 2 shows a simple example of how
SVC works, which has two quality layers (one base layer and one
enhancement layer) with a GOP (Group of Pictures) size of 4. This
example also realizes temporal scalability by introducing B-direc-
tional predicted frames,where frames 2 and 6 forms the first level
of temporal enhancement and frames 1, 3, 5 and 7 form the second
level. The spatial scalability can be further added by changing the
resolution between layers, e.g., by over-sampling frames in higher
layers using resolution formats such as QCIF, CIF and 4CIF. GOP is
the basic unit that can be decoded individually. To eliminate pre-
diction dependency among segments in the same layer, we divide
a video stream into segments, each of which consists of an integer
number of GOPs (Fig. 2). For example, for a typical video with
frame rate of 30 frames/s, we use a GOP size of 15 frames and
therefore, each an 1-s LS will contain two GOPs.

3.2. Window adjustment

We assume that each peer maintains a sliding window that indi-
cates the segments currently of interest in its local buffer. The
width of the sliding window is fixed, e.g., Fig. 3 illustrates a win-
dow of five segments. The height of the window however various
over time, ranging from base layer only to all the layers. When a
peer just joins the system, the height of the window will be initial-
ized to an initial value, for example, only 1, i.e., the base layer. This
would reduce the startup time for less data is to be fetched. Simi-
larly to the TCP AIMD congestion control mechanism [24], the win-
dow height will then increase linearly to explore the available
capacity of the peer, until all layers are included (Fig. 4: Case 1)
or certain layers cannot be fetched without affecting lower layers.
During network congestion or when the peer bandwidths are
Fig. 1. Layered segment in video streams.

Please cite this article in press as: Y. Ding et al., Peer-to-peer video-on-dem
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insufficient, the height can also be reduced (Fig. 4: Case 2 and 3),
so as to ensure the lower important layers can be successfully re-
ceived. In short, there is a dynamic window height adjustment
mechanism that tries to meet the segment arrival curve (see Fig. 5).

The window also slides along with the playback progress of the
peer. For each time instance, the peer, after obtaining the segment
availability in the windows of its partners and their bandwidths,
will decide a segment fetching schedule; that is, which segment
in which layer should be transmitted from which partner, and their
orders. We will discuss the optimal strategy that best balances
reconstructed video quality and playback delay in the next section.
4. Scheduling with SVC: problem formulation

The use of SVC brings two tangible benefits: first, starting from
the base layer only, the startup delay for a peer to join the system
and successfully initialize video playback can be reduced; Second,
by dynamic adding or dropping layers, the occurrences of frame
freezing due to temporal network congestion or the insufficient
peer bandwidths can be minimized, and quick recovery from such
freezing can be expected too. It is known that a quick start with a
reasonable quality enables better user experience than a slow start,
even with high picture quality [25], and frame freezing has been
the most frequent complaint for Internet video streaming. These
are particularly true for VoD, as users frequently switch among dif-
ferent videos, and poor experience often leads to even more fre-
quent switching.

The rate adjustment however faces a series of challenges. First,
though fewer segments are to be delivered with lower layers only,
a user generally expects higher quality video as soon as possible if
it does have enough bandwidth capacity. Also given the layer
dependency, different layers are of uneven importance, i.e., of dif-
ferent weights. Such dependency must be considered in the calcu-
lation of a schedule, beyond the bandwidth and time constraints in
the existing systems. In short, given the heterogeneous band-
widths and segment availability, our objective is to achieve the
best overall video quality by maximizing the number of weighted
layered segments.

We now formulate this scheduling problem with SVC. Suppose
there are N active peers in the overlay, P = {P1,P2, . . . ,PN}, and their
corresponding upload and download bandwidths are U = {U1,
U2, . . . ,UN} and D = {D1,D2, . . . ,DN}, respectively. We use aij = 1
(i = 1,2, . . . ,N, j = 1,2, . . . ,M) (M is the total number of segments of
the video) to indicate whether Pi has segment j in its window
(aij = 0 means it does not). For each Pk ðk ¼ 1;2; . . . ;NÞ; hk

j repre-
sents whether Pk needs segment j (hk

j = 1 means it does). We also
use variable xk

ij={0,1} to indicate whether Pk will fetch segment j
from Pi (xk

ij = 1 represents Pk will).
Let q(j,k) be the weight of segment j for peer Pk. The optimal

scheduling problem is to determine the receiving (or sending) ma-
trix X = {xk

ij}, as follows:

Maximize
XN

k¼1

qðj; kÞ � xk
ij ð1Þ

s:t: xk
ij 6 minfaij;h

k
j g 8i; j; k ð2Þ

XN

i¼1

xk
ij 6 1 8j; k ð3Þ

XM

j¼1

XN

i¼1

xk
ij 6 Dk 8k ð4Þ

XN

k¼1

XM

j¼1

xk
ij 6 Ui 8i ð5Þ

xk
ij ¼ f0;1g 8i; j; k ð6Þ
and with scalable video coding, Comput. Commun. (2010), doi:10.1016/
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Fig. 2. Frame structure in SVC with two quality layers and GOP size of 4.

Fig. 3. Local buffer (three layers with sliding window size of 5); blank LS indicates unavailable.

Fig. 4. Window adjustment mechanism.

Fig. 5. Segment arrival rate and streaming rate.
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Here, the objective function is to maximize the social welfare,
i.e., the overall playback quality that all peers experience, which
is calculated as total weight value of all the received segments be-
Please cite this article in press as: Y. Ding et al., Peer-to-peer video-on-dem
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fore the playback deadline. The value of q(j,k) is constant for Pk in
each round according to the weight allocation mechanism (Section
5). For example, if Pk has buffered segment j, the value of q(j,k)
equals to zero since segment j makes no contribution to increase
the playback quality of Pk. The first constraint indicates that the
segments the peer needs are available in its partners. The second
constraint suggests that fecthing duplicated segments from differ-
ent partners should be avoided. The third shows the maximum
number of segments that each peer can download, and the fourth
is that the number of total providing segments can not beyond the
upload bandwidth of each supplying peer.

The above scheduling problem requires global knowledge. Its
Integer Linear Programming (ILP) problem form also implies that
an efficient solution can hardly be derived. We thus resort to a local
and efficient scheduling algorithm, as will be presented in details
in Section 5.
5. Zigzag scheduling

We resort to a simple scheduling strategy as an optimal global
scheduling can hardly be derived even for the single-layer stream-
ing [1], not mention to the multi-layer one, particularly with large
overlays. Moreover, peers may join and leave frequently and their
buffer status thus would change quickly as well, which has yet to
be addressed.

In our scheduling strategy, each peer can compute locally and
effectively. Our scheduling objectives include: (1) well utilizing
available network bandwidth; (2) reducing the playback delay as
well as improving playback quality. In our solution, we allow each
user to firstly determine the transmission order of the requested
segments, in case not all the segments can be transmitted with
bandwidth constraints. In particular, we implement a zigzag-like
order to determine the importance of each segment. Fig. 6
and with scalable video coding, Comput. Commun. (2010), doi:10.1016/
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Fig. 6. Zigzag importance allocation for segments within sliding window in the 3rd
round in Fig. 3.
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illustrates this ordering for the segments in Fig. 3. The key idea of
the zigzag ordering comes in three fold: (1) it follows the predic-
tion dependency in SVC. That is, in the same time instant, higher
layer segments are more important than lower layer ones; (2) play-
back deadline rule is obeyed, in which the required segments in
nearer time instants are easier to approach the playback deadline,
and thus, are allocated with higher importance values; (3) the key
observation is that a higher layer segment at a nearer time instant
is in practice more important than a lower layer segment at a far-
ther time instant. For example, LS23 is considered more important
than LS14, because during normal playback the former one delivers
better perceptual experience.

The zigzag-ordered segments are then scheduled to be trans-
mitted from the most important to the least. For each one, we first
find out all the partners that have buffered this segment. Among
them, the one with the least number of the requested layered seg-
ments is selected to transmit this segment. This is because partners
with a larger number of layered segments have more higher layer
segments that can be transmitted later to enhance video quality
and better utilize the available upload bandwidth. If several part-
ners have the same number of requested layered segments buf-
fered, the one with the highest bandwidth is chosen. If no
partner has the requested segment, peers will finally skip it. Such
operations are summarized in Algorithm 1.

Algorithm 1. FindBestCandidate (candiates,j)
P
j.
1

lease
comc
// find out the best candidate to fetch segment j from

2
 For i 2 candidates do

3
 bestPartners candidate with fewest LSs that are
less important than j;

4
 end

5
 if sizeof bestPartners > 1 then

6
 bestPartners candidate with highest bandwidth;

7
 if sizeof bestPartners > 1 then

8
 bestCandidate select one from bestPartners;

9
 end

10
 else

11
 bestCandidate bestPartners;

12
 end

13
 end

14
 else

15
 bestCandidate bestPartners;

16
 end

17
 return bestCandidate;
Before scheduling, each peer will firstly generate the missing
segments that are nearest to the current playback position. The
sliding window in each peer determines the maximum time in-
stants of segments that the peer can download in each round.
However, the number of segments can be maximally download is
not fixed and depends on the buffer state of each peer. A pseudo
cite this article in press as: Y. Ding et al., Peer-to-peer video-on-dem
om.2010.04.025
code of the scheduler at each peer is showed in Algorithm 2. Its
complexity is bounded by O(M �P �C), where M, P and C are the
number of requested missing segments, the number of partners,
and the buffer size (in number of segments), respectively. Given
the limited sizes of partner set and buffer, the computation time
of this scheduling algorithm is quite low.

Algorithm 2. Scheduling Strategy
an
d wit
Input:

partners: set of partners;

OrderedMissingSeg: set of missing segments;

partnersBW[i]: bandwidth from partner i;

bmp[i]: buffer map of partner i;
1
 for j 2 OrderedMissingSeg do

2
 // find out all partners that cached segment j;

3
 for i 2 partners do

4
 if bmp[i,j] = true and partnersBW[i] > 0 then

5
 add partner i to candiates;

6
 end

7
 end

8
 // fetch segment j from one partner or skip it;

9
 if candiates = Ø then

10
 skip segment j;

11
 end

12
 else

13
 i FindBestCandidate (candiates, j);

14
 transStrategy fetch segment j from partner i;

15
 partnersBW[i] partnersBW[i] � 1;

16
 end

17
 clear candidates;

18
 end
We give out a toy example in Fig. 7 to illustrate our algorithm.
Let Pi(bi) be the ith partner whose bandwidth is bi. We only list the
first four requested segments and assume that the receiving peer o
has totally five partners in this example. The allocated upload
bandwidth and available segments of each partner are shown in
the figure, where the blank segments are not buffered and thus
unavailable. We first schedule the most important segment LS13.
The candidates set of LS13 includes P1, P2, P3 and P4. Among them,
P1 has the fewest number of LSs that are less important than
LS13. Thus, LS13 is fetched from P1. For the second important seg-
ment LS23, P3 and P5 have buffered it and they both have one more
less important LSs than LS23. In this case, we break the tie by select-
ing the peer with higher bandwidth, that is, P5. When scheduling
LS33, both P2 and P3 have the same number of less important LSs
and the same bandwidth. In this case, either of them can be chosen
to transmit segment LS33.

6. Performance evaluation

6.1. Simulation setup

We evaluate the performance of our scheme through simula-
tions. In our simulation, we have three classes of peers for our
peer-to-peer VoD system, namely, Cable/Ethernet, DSL2 and Mod-
em/ISDN/DSL1. We adopt similar parameters as [26]; and the
download/upload bandwidths and peer population for each class
are summarized in Table 1. We assume that peer arrival follows
Poisson process with rate k; this has been widely used in [27–
31]. In our simulation, we set k = 20. This indicates that on average
20 peers will arrive every minute. We also use Weibull distribution
[32] to model the lifetime of the participating peers. Our simula-
tion lasts for 60 min with varied cross traffic to present the
h scalable video coding, Comput. Commun. (2010), doi:10.1016/
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Fig. 7. Transmission strategy with five partners.

Table 1
Peer classes.

Class Population Download Upload (Kbps)

Cable/Ethernet 60% 3 Mbps 768
DSL2 20% 1.5 Mbps 384
Modem/ISDN/DSL1 20% 768 Kbps 128
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dynamic end-to-end resources. Each peer can join the system at
different time, and will depart after its lifetime.

Without losing generality, we consider one video source with
length of 15 min. By using SVC, the video source is encoded into
a total of 50 layers with one base layer and 49 enhancement layers.
It is observed in [23] that the source video rate is usually between
381 Kbps and 450 Kbps in the existing VoD systems. Thus, we set
the streaming rate in our system to 400 Kbps. All layers are en-
coded with the same streaming rate, i.e., 8 Kbps. The frame rate
is 30 frames per second and we set the GOP size to 15. Therefore,
each layered segment (one second playback time) contains two
GOPs and has a size of 8 Kbits (1 KB). This is a reasonable unit
for efficient VoD transmission [23]. Each chunk cached in the local
disk consists of one second of layered segments. The chunk size
varies from one layered segment to 50 layered segments, which
is 1–50 KB.

We implement a conventional peer-to-peer VoD system that
uses single layer coding for comparison. Bandwidths are set as
the same, and peers follow the same access and departure pattern
with the same parameters. The different is that it uses one layer to
encode the video and it does not have the zigzag scheduling strat-
egy. To better understand how our system benefits the user expe-
rience with heterogeneous resources, we assume that both
systems enable peers to cache all the viewed video chunks in their
local disks.

6.2. User experience

We focus on user experience of startup delay, playback discon-
tinuity and playback quality. In our simulation, the initial buffering
time is set to 10 s. This means that peers can only start playing vid-
eos when 10 s of video segments are downloaded. Fig. 8 shows the
cumulative distribution function (CDF) of the startup delay. We see
that more than 95% of peers enjoy a startup delay of six seconds or
less. Without SVC, only 85% peers can achieve a similar startup de-
lay. With SVC, peers can fetch fewer layered segments; this leads to
less time to fill the initial 10-s buffer. Both startup delays are rela-
tively small since we assume peers have cached all the beginning
part of the video to start watching quickly.

We use playback delay as the measurement for playback dis-
continuity. Thus, a smaller delay during playback will lead to a bet-
ter viewing experience. Fig. 9 plots the average playback delay of
all peers as a function of the number of peers. When the overlay
size is small, the system without SVC has a high playback delay
Please cite this article in press as: Y. Ding et al., Peer-to-peer video-on-dem
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of five seconds. The playback delay decreases when the number
of peers is large. However, even when the number of peers is
1000, we still see a 1.5 s playback delay. As a sharp contrast, our
system has an average of 0.5 s playback delay and is stable when
the system scales.

We next define the user playback quality (PQ) as

PQ ¼
�r

dþ 1
ð7Þ
and with scalable video coding, Comput. Commun. (2010), doi:10.1016/
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here �r denotes the average streaming rate and d denotes the play-
back delay; we use d + 1 to prevent the case where d arbitrarily ap-
proaches zero. Our argument is that a good user playback quality is
affected not only by a high streaming rate, but also, a small play-
back delay. In other words, a high streaming rate may not deliver
the best playback experience for users because it is more likely to
have network congestion with more video data, and therefore, a lar-
ger playback delay.

Ideally, the PQ of the peers is equal to 400 Kbps/s when they re-
ceive all layers without any playback delays. Fig. 10 compares the
PQ of our system and the conventional peer-to-peer VoD system.
We can see that our user playback quality is much better with an
improvement of at least 70% or more.

6.3. System performance

We next consider utilization of the network bandwidth, the sys-
tem control overhead and the server load. Fig. 11 shows the total
traffic that the server has to support as a function of the overlay
size. Initially, only the server has the entire video source, and thus,
the load gradually increases when overlay size is small. After the
video has been distributed over the network, peers start to assist
video distribution, and the bandwidth requirement on the serve
becomes stable. System with SVC stabilizes more quickly, which
indicates that video data is better distributed in our overlay. In
addition, the server load of the system with SVC is only one half
to that of the system without SVC.

We see in Fig. 12 the bandwidth utilization increases when
overlay size increases. For both systems with or without SVC,
95% of the bandwidth is utilized when the overlay size is greater
than 600 peers. This shows that our system with SVC can well uti-
lize the available network bandwidth.

Fig. 13 shows the average control overhead of each peer as a
function of the overlay size. The average control overhead de-
creases when more peers join the system. We see that SVC does
not incur more control messages and the overhead is about
100 KB when the overlay size is 400. Such overhead is negligible
comparing to the data traffic.

6.4. Optimization on window adjustment

Our window adjustment mechanism is based on three parame-
ters, namely, the initial layers (number of layers a new peer firstly
requests, or the initial window height), the window width, and the
increasing step of the window for each round. In this section, we
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try to investigate how to set these parameters to optimize user
playback experience. The simulation setup follows Section 6.1
and with scalable video coding, Comput. Commun. (2010), doi:10.1016/
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except that we do not allow peers to cache all the viewed video
content. According to [33], an optimal cache replacement algo-
rithm in peer-to-peer VoD brings only marginal improvement, as
compared with the simple Least Recently Used (LRU) and Least Fre-
quently Used (LFU) schemes. Thus, we implement the LRU cache
replacement in our simulation and assume that all peers have
the same buffer size. We set the cache to be 10% (1.5 min) of the
total video playback time. We further cache the beginning 10% of
the video stream during the lifetime of a peer.

Fig. 14 compares the total delays, the playback quality and
number of failed peers for different initial layers settings. We set
the window increasing step to be 1 layer and the window width
to be 5 s. User experience is the worst when the initial layer is
set to 1, that is, peers start watching the video immediately when
they receive the base layer segments. Setting the initial layer to 5
brings a better playback quality, but introduces more failed peers.
Clearly there is a tradeoff between the two. A higher initial layer
has a higher streaming rate, but at the same time, peers may not
have sufficient bandwidths to collect the segments in the future
playback positions. Thus, it is more likely to have playback delays
which will reduce user playback quality (PQ).

Fig. 15 shows user playback experience with different values of
window increasing step. We can see that both the total delays and
the playback quality become slightly worse when the step in-
creases. This indicates that a small increasing step is preferred.
We have yet to find an optimal value for failed peers, however.
The impact of window width is also studied in Fig. 16. We observe
that the window width of 5 s is the best choice with smallest de-
lays, highest quality and fewest failed peers.
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7. Conclusion and discussion

Peer-to-peer has been recently suggested to be a promising
architecture to stream on-demand videos. These peer-to-peer Vi-
deo-on-Demand (VoD) systems take advantage of local disk space
as well as the contributed upload bandwidth of peers to potentially
relieve the server load. However, reducing the startup delay in
peer-to-peer VoD has been yet to be well addressed, which is crit-
ically important since VoD users frequently switch among different
videos. This paper designed a novel peer-to-peer VoD system that
utilized Scalable Video Coding (SVC) to minimize startup delay and
improve playback experience. SVC enables quick start by allowing
newly joined peers to successfully initialize the video playback
when receive base layer video segments only. Further, the
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Fig. 14. Initial playback layers. The total delays, playback quality and failed peers
are in terms of seconds, KBps/s and numbers, respectively.
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occurrences of frame freezing due to the network congestion or
the insufficient peer bandwidths can be minimized by dynamically
dropping the enhancement layer video segments. To best balance
the startup delay and playback quality, we developed a practical
scheduling strategy to maximize the total weight value of received
layered segments, each of which was allocated an importance va-
lue by a proposed zigzag like mechanism to indicate its contribu-
tion to improve playback experience. Our evaluation results
showed that the proposed system well utilizes the network band-
width and outperforms conventional peer-to-peer VoD systems in
terms of startup delay and playback quality.

Further, the benefit that SVC brings is orthogonal to that of
many existing peer-to-peer VoD systems that focus on the overlay
construction, i.e., the neighbor selection. Although some of these
systems such as [9] are not specifically designed for layered
streaming, the key ideas are still useful for constructing overlays
for layered streaming. Their proposed mechanisms select good
neighbors, and in turn provide better underlying support for our
SVC based data scheduling. However, it is more difficult to
implement scalable video coding for the VoD systems practically
than the traditional coding such as H.264/AVC [10] due to its
higher coding complexity. The novel scalable video coding
extension of the H.264/AVC standard [34] has achieved significant
and with scalable video coding, Comput. Commun. (2010), doi:10.1016/
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improvement in coding efficiency as well as providing scalability
functionalities, and thus makes it possible to implement efficient
layered VoD streaming on the Internet.
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