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Abstract 

The wireless transmission of medical video is expected to see significant growth in the coming years. This is primarily due to 
the expected availability of significant bandwidth in the next-generation of wireless communications networks, and the 
emergence of effective wireless video-compression standards. The design of wireless mecljc�1 video tral1smission systems 
presents unique requirements for error-resilience and clinical validation. We present a tutorial introduction to the most 
important components of a wireless medical video transmission system. We focus on video-encoding requirements for error 
resilience, quality-of-service transmission, and diagnostic validation. Whenever possible, we give references to open-source 
software and provide references to the literature. We demonstrate the basic principles through the use of simple examples of 
stroke ultrasound videos. 

Keywords: Medical ultrasound video; error resilience; H.264/AVC; clinical video quality assessment; telemedicine; mobile 
health systems; mobile; wireless; emergency; wireless video; 3G 

1. Introduction 

The history of telemedicine systems [ I ]  is tightly coupled with 
the continuous growth of computing technologies and sys­

tems, in general. Driven by significant advances in computational 
power, we now have a broad spectrum of new mobile health sys­
tems and services that were previously unimagined [2, 3]. Health 
applications include remote diagnosis and care, home monitoring 
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of patients with chronic diseases and the elderly, and assistive 
technologies. The underlying technologies range from electronic 
health records to implantable sensors and wearable devices. 

Since the publication of [3], we have the emergence of new 
3G and 3.SG wireless medical video transmission systems, while 
deployment of 4G WiMAX and L TE advanced networks is cur­
rently planned in the near future. We expect significant growth in 
this area. This paper is focused on providing a tutorial introduction 
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to available tools and technologies that need to be considered when 
developing wireless medical video transmission systems. Our 
approach is to illustrate the general architecture, and to provide 
more-detailed explanations of the underlying components (see 
Figure I). 

For medical wireless video transmission systems, the two 
most significant components include the medical video-compres­
sion technology and the wireless infrastructure that will be used for 
the transmission. Medical video compression needs to address 
some of the unique requirements associated with the intended 
diagnostic use. Efficient video-compression systems can be built 
using the current state-of-the-art video-coding standard 
H.264/AVe [4], which provides for both an efficient (size-wise) 
and timely (real-time) encoding. On the other hand, increasingly 
available bit rates through revolutionary wireless transmission 
media [5, 6] allow the realization of communications previously 
only available to wired infrastructures. Coverage is extended 
across the globe with the latest 3G, 4G, and satellite systems. 

Despite the rapid growth of telemedicine systems, wireless 
channels remain error prone, while the continuous bit-rate and 
compression efficiency increase is soon met by the rising expecta­
tions of the amount of data to be transmitted. In practice, clinical 
videos are routinely compressed with a limited understanding of 
the effects of compression on diagnostic quality. Here, it is inter­
esting to note that the topic of video-quality assessment (VQA) is 
still emerging for general videos [7]. Yet, for medical videos, 
where crucial clinical information may be lost in compression, 
there is relatively very little research being done (but see the rele­
vant research in [8]). 

This tutorial paper documents some of the most significant 
factors involved in wireless clinical video encoding, and provides 
insights into the design considerations, challenges, current and 
future trends. References to the literature provide for further study 
in this area. 

The rest of the paper is organized as follows. Section 2 high­
lights wireless-transmission technologies and protocols, while 
Section 3 provides a brief overview of H.264/ AVe error-resilience 
coding. Scalable video coding is discussed in Section 4. Diagnostic' 
validation is introduced in Section 5, while Section 6 provides a 
case study incorporating most of the issues raised in this paper. 
Section 7 provides some concluding remarks. 

1.1 Telemedicine System Architecture 

We focus in this section on emergency telemedicine, since it 
provides some of the most-significant challenges. However, sev­
eral of the underlying technologies are clearly shared by other 
wireless medical transmission systems. 

Figure I depicts the system components required for real­
time transmission of medical ultrasound (or trauma) video. After 
the ambulance arrives at the scene, the paramedics need to stabilize 
the patient(s) following standard medical protocols. The transmis­
sion of vital signs (such as electrocardiogram, heart rate, blood 
pressure) and wireless medical video begins after the patient is 
transferred into the ambulance. The basic idea is to communicate 
ultrasound and/or patient (optical) images to an emergency physi­
cian, to further assist in the diagnosis and to prepare for the 
patient's admission to the hospital. 

Wireless transmission of medical video is essentially com­
posed of four steps. Following the acquisition, raw medical video 
is pre-processed so that it is suitable for encoding. This step typi­
cally involves resolution and frame-rate adjustments, as well as 
format conversion. H.264/AVe source encoding is then used to 
compress the video. The H.264/Ave video-encoding standard is 
composed of two layers. The first is the video-coding layer (VeL), 
which is responsible for the compression of the source video. This 
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Figure 1. Wireless ultrasound video transmission for emergency telemedicine. The equipment residing in an ambulance captures 
and transmits the medical video to a remote medical expert and/or hospital premises for assistance with the diagnosis, and to 
prepare for the patient's admission to the hospital. 
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is followed by the network-abstraction layer (NAL), which tackles 
the adaptation of the encoded bit-stream to the underlying trans­
mission medium. In this case, RTPIUDPIIP services are normally 
adopted to transport H.264/AVC over candidate wireless networks. 
Given the best-available wireless transmission medium, the medi­
cal video is transmitted to the client's side (medical expert), where 
the reverse procedure is followed for decoding, post-processing, 
and error recovery. Since the first hour ("golden hour") following a 
trauma incident is the most important for the patient's recovery 
and/or survival, such telemedicine systems are most likely to pro­
vide a significant time advantage for the treatment of patients 
involved in emergency incidents. 

1.2 Hardware and Software Tools 

Acquisition of the ultrasound video is done via a portable 
device. Source encoding can be performed using the JM 
H.264/AVC reference software [9]. JM is the current best-estab­
lished reference software for H.264/AVC encoding and decoding, 
and is hugely popular among the video-processing research com­
munity. It incorporates most parameters and profiles defined in the 
standard, is wel l  documented, and frequently updated. It is mostly 
recommended for research purposes and on-demand streaming, as 
it is not optimized for real-time encoding. Another popular open­
source video codec that implements the earlier MPEG-4 part 2 
standard is Xvid [10]. Xvid is frequently adopted by researchers, as 
it delivers the best MPEG-4 part 2 performance. 

For real-time encoding and streaming, the FFMPEG [11] 
software is widely used. FFMPEG is open source, and also incor­
porates previous coding standards (MPEG-x and H.26x series). It 
can also be used for several pre-processing tasks, facilitating a 
large number of multimedia conversion algorithms. Streaming 
video can be achieved using the cross-platform VLC media player 
(which acts as a streaming server), hosted by VideoLAN [12]. VLC 
incorporates the FFMPEG codec, and offers both a graphical user 
interface as well as command-line-triggered transmission. Here, 
pre-processing, source encoding, and broadcasting software reside 
on a laptop in the ambulance. 

For research purposes, a controlled environment (compared 
to actual streaming) is often sought, where parameters involved in 
video streaming (such as packet loss rate, delay, jitter, available bit 
rate, background traffic, mobility, end-user devices, etc.) can be 
easily modified in order to measure different possible aspects that 
can affect the design of a developed application. This kind of envi­
ronment can be found in network simulators like OPNET [13] or 
NS-2 [14] (open-source). To import video traffic in network simu­
lators, video traces can be employed. A detailed study of video­
traces utilization can be found in [15], while a video-trace library 
containing conventional videos is maintained by [16]. A digital 
medical video library, consisting of both videos and video traces, is 
not currently available. Trace files for medical video-transmission 
simulations can be produced using the aforementioned JM soft­
ware and a set of C wrapper programs. JM incorporates the func­
tionality to produce RTP packets of the encoded video. On the 
other hand, the OPNET software offers the capability of defining 
both custom and RTP packets. In this fashion, encoded RTP files 
can be imported into OPNET, and used for transmission over the 
simulated network. In addition to the above-described methods, a 
network-capture module (such as Wireshark [17]) can be triggered 
to capture real RTP video packets streamed to the network, and to 
then import them to a network simulator for further experimenta­
tion with wireless channels parameters. 
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2. Wireless Transmission Technologies 
and Communication Protocols 

2.1 Wireless Transmission Technologies 
for Clinical Signal and Video 

Transmission 

In terms of wireless infrastructure, the Global System for 
Mobile communications (GSM) [18] is the most popular standard. 
GSM signified the transition from analog first-generation ( I G) to 
digital second-generation (2G) technology. Despite originally 
being designed for voice communication, GSM is also capable of 
data transfer at rates of up to 9.6 kbps. At such low rates, GSM can 
only be used for still images. It cannot be used for the transmission 
of medical video. 

The evolution of mobile telecommunication systems from 2G 
to 2.5G (iDEN, GPRS, EDGE), and subsequently to 3G (W­
COMA, CDMA2000, TO-COMA), 3.5G (HSPA, HSPA+), mobile 
WiMAX, and L TE systems has facilitated both an always-on 
model (as compared with the circuit-switched mode of GSM), as 
welI as the provision of faster data transfer rates

· 
and lower delays, 

thus enabling the development of more-responsive telemedicine 
systems [3]. Evolving wireless communications networks' theo­
retical upload data rates range from 50 kbps to 86 Mbps (GPRS: 
50 kbps; EDGE: 236.8 kbps; UMTS: 384 kbps; evolved EDGE: 
947 kbps; EV-DO Rev A: 1.8 Mbps; mobile WiMAX Rel.l: 
4 Mbps; EV-DO Rev B: 5.4 Mbps; HSPA+ ReI. 8: 11.5 Mbps; 
HSPA+ ReI. 9: 23 Mbps; LTE ReI. 8: 86 Mbps [6]). In practice, 
typical upload data rates are significantly lower. More specificalIy, 
typical upload data rates range from (i) GPRS: 40-50 kbps; (i) 
EDGE: 70-135 kbps; (iii) evolved EDGE: 150-300 kbps 
(expected); (iv) UMTS: 200-300 kbps; (v) HSPA: 500 kbps to 
2 Mbps; (vi) HSPA+: 1 to 4 Mbps [6]. 

In terms of bandwidth, both 2.5G and 3G provide sufficient 
rates for medical image and bio-signal transmission. For medical 
video transmission, 3G rates are sufficient for QCIF (176 x 144) 
resolution medical video, as welI as specific regions of interest 
(ROIs). Nevertheless, as described in [8], CIF (352 x 288) resolu­
tion video may be transmitted if variable-quality slice encoding is 
employed, according to the region's diagnostic importance. High­
speed packet access (HSPA) and HSPA+ 3.5G technologies enable 
the transmission of high-quality CIF resolution video, as welI as up 
to 4CIF (704 x 576) resolution video and beyond. The clinical 
benefits of transmitting high-resolution clinical video are an open 
area of research. 

WiMAX release 2.0 and L TE-advanced networks conform­
ing to the IMT -advanced requirements [19] wil l  constitute the 
next-generation family of technologies, namely 4G. Low latency, 
high mobility, high bandwidths (targeting 100 Mbps for high 
mobility and 1 Gbps for low mobility, in the downlink), and qual­
ity-of-service (QoS) provisions, are expected to significantly boost 
the development of mobile-healthcare systems and services. 

SatelIite systems provide a variety of data-transfer rates, 
starting from limited to high-speed data rates of up to 2 x 64 kbps 
and beyond. The utilization of satellite links in healthcare benefits 
from world-wide coverage [20], but requires line-of-sight and 
comparably higher power for similar bit rates. We refer to [3] for a 
description of healthcare systems that demonstrate wireless trans­
mission over satellite networks. 
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2.2 Protocols for Real-Time 
Clinical Video Transmission 

For real-time audio and video transmission, RTP [21] pro­
vides end-to-end delivery services. Despite being able to provide 
real-time data delivery, RTP itself does not contain any mecha­
nisms to ensure on-time delivery. To the contrary, it relies on UDP 
or TCP for doing so. However, it does provide the appropriate 
functionality for carrying real-time content, such as time-stamping 
and control mechanisms that enable synchronization of different 
streams with timing properties. The RTP payload contains the real­
time data being transferred, while the RTP header contains infor­
mation characterizing the payload, such as timestamp, sequence 
number, source, size, and encoding scheme. RTP distinguishes 
data delivery and control mechanisms. It basically consists of two 
parts: the RTP part, which carries the real-time data; and the real­
time control protocol (RTCP) part, which is responsible for qual­
ity-of-service monitoring and extracting information regarding the 
participants in an RTP session. For medical video transmission, 
RTCP information can be used to improve quality-of-service, as it 
can be supplied as feedback for the encoder to adapt to varying 
network conditions. As we have already mentioned, RTP packets 
are usually transferred over UDP. The resulting packets use the 
Internet protocol (IP) for delivery through the network. As a result, 
the packets include RTPIUDP/IP headers. 

3. Error-Resilience Methods 

Our focus here is to discuss and demonstrate some of the 
most significant error-resilient features of H.264/AVC [4] that are 
of special interest to medical video transmission. In particular, we 
focus on new error-resilience techniques defined in the baseline 
profile, specifically designed for video streaming to mobile 
devices. A summary of the error-resilience methods found in dif­
ferent video-coding standards appeared in [3]. Here, we provide 
tutorial examples from clinical ultrasound that can be used to 
understand the emergence of new applications since the publica­
tion of [3]. We also discuss how such features need to be consid­
ered in the design of future telemedicine systems. 

H.264/ A VC can provide for bit-rate reductions of up to 50% 
for equivalent perceptual quality compared to its predecessors [22]. 
H.264/AVC defines different profiles and levels. Each profile and 
level specify restrictions on bit streams, and hence limits on the 
capabilities needed to decode these bit streams [4). Baseline, main, 
extended, and high profiles aSsume different processing devices, 
tailored for different applications. They offer incremental level 
capabilities (and therefore complexity), which are alleviating con­
straints on bit streams. 

Telemedicine systems target end-user devices, such as 
mobile smart phones. In the context of this study, we consider 
error-resilience methods found in the baseline profile. Error-resil­
ience techniques can be further distinguished as to where error 
control actually takes place: error resilience at the encoder, error 
concealment at the decoder, as well as interactive approaches 
based on feedback communicated from the receiver. Exploitation 
of the aforementioned approaches is application specific, and all 
incorporated aspects should be considered before deploying an 
error-resilient telemedicine system. A thorough overview of the 
standard, performance and complexity analysis, error-resilience 
features and discussion exploiting H.264/ A VC in the context of IP­
based networks can be found in [22-27). 
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3. 1 Encoding Modes and Frame Types for 
Clinical Applications 

We summarize frame-encoding modes to recognize their 
impact on both error propagation and video-compression perform­
ance. We provide a summary of the different modes, and then dis­
cuss how they relate to clinical video encoding. 

3. 1. 1 Intra-Mode 

Intra-mode is the procedure where intra-prediction is used for 
coding a video frame (I-frame). By using intra-mode encoding, we 
restrict video-frame compression to be based on information con­
tained only within the frame. No prediction from previous or future 
frames is allowed. As a result, intra-mode-encoded frames will 
require higher bit rates. On the other hand, we want to use intra­
mode coding to significantly limit error-propagation in wireless 
video transmission networks. 

3.1.2 Inter-Mode 

Inter-mode is the procedure where inter-prediction is used for 
coding a video frame. 

P-mode: P-mode uses prediction from previously 
decoded frames. The use of P-mode will help reduce 
bandwidth requirements. On the other hand, decoding 
errors will be propagated, due to the prediction process. 
The goal in using P-mode in clinical video compression 
is thus to achieve a balance between the reduction in 
bandwidth and the loss of error-resilience behavior. 

B-mode: B-mode provides the ability to make use of 
two motion-compensated signals for the prediction of a 
picture. B-mode will thus allow for further reductions 
in the required bandwidth. However, error-resilience 
can be compromised by errors in either one of two ref­
erence frames. Compared to P-mode, the use of B-mode 
will have to balance higher reductions in bandwidth 
reduction to larger losses in error-resilience behavior. 
B-mode is not supported in the baseline profile. 

For clinical videos, efficient intra-mode encoding is only 
possible when the anatomy contains similar regions. For example, 
compression of relatively straight arterial walls can benefit from 
repetition of similar regions. On the other hand, high compression 
of thin, circular cardiac boundaries will produce edge artifacts. To 
see this, note that circular boundaries cannot be effectively repre­
sented by translations of small image blocks. They require block 
rotations that are not available in the baseline mode. 

There are also significant clinical limitations associated with 
inter-mode encoding. Efficient prediction relies almost exclusively 
on block-matching methods. These block-matching methods 
assume translational (strain-free) motions. The assumption is 
clearly inappropriate for visualizing cardiac strain imaging. To see 
this, note that strain accounts for either an expansion or a contrac­
tion of image regions. Such changes cannot be described by trans­
lation-only approaches. Here, these non-translational effects are 
encoded as the difference between the predicted and actual image 
blocks. Effective inter-mode compression will thus only be possi-
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ble if the prediction residuals remain small for relatively small 
deformations. We provided an example of atherosclerotic plaque 
ultrasound video encoding in [28]. In [28], effective bandwidth 
utilization of bidirectional prediction was depicted. However, as 
the noise level increases, the use of single directional prediction 
provides for a more robust setting. Overall, the ratio of dropped P­
frames to B-frames was shown to be a good predictor of plaque 
ultrasound video quality. Here, the corruption of P-frames will lead 
to significant degradation of atherosclerotic plaque ultrasound 
video quality, as opposed to the corruption of B-frames. 

3.2 Intra-Updating Example for 
Atherosclerotic Plaque Ultrasound 

We provide an example of three different intra-update 
schemes in Figure 2. To depict error-resilience, we plotted the 
decoded video quality as a function of the packet-loss rates (PLR). 
In pre-defined and random intra-refresh, 22 macroblocks per frame 
were intra-coded, giving a completely intra-coded frame every 18 
frames (CIF resolution video). In intra-frame, an I-frame was 
encoded every 18 frames. The latter technique outperformed 
aforementioned techniques since error propagation was completely 
stopped at each I-frame, whereas with intra-macroblock tech­
niques, error propagation was limited (but not stopped). On the 
other hand, note that I-frames require additional bandwidth, as 
demonstrated by the significant peaks in Figure 2b. When com­
paring video encoding at fixed bandwidths, the introduction of 1-
frames will translate into additional latency to be handled by the 
rate-control algorithm. Intra-macroblock refreshing can prove par­
ticularly efficient in the presence of a low end-to-end delay feed­
back channel [29]. It provides information as to which part of the 
picture is affected by losses and needs to be intra-coded in order to 
limit error propagation. 

Here, results were obtained using JM version 16.2 [9] for 
encoding, and a modified version of the RTP packet-loss simulator 
included in the JM software, enhanced to support significantly ran­
dom performance [30]. Results were averaged over 10 consecutive 
runs. Quality was measured over the luma component, which con­
tains the most-significant grayscale information (Y-PSNR). 

3.3 Flexible Macroblock Ordering, 
Redundant Slices, and 

Arbitrary Slice Ordering 

We will next discuss the use of flexible macroblock ordering 
(FMO), redundant slices (RS), and arbitrary slice ordering (ASO). 
We begin with an example of the use of flexible macroblock 
ordering in clinical ultrasound. 

Figure 3 depicts the use of flexible-macroblock-ordering 
type 2 for atherosclerotic plaque ultrasound video encoding [8]. 
Here, the basic idea is to partition the video frame into regions of 
interest that represent different anatomical features. In Figure 3b, 
we have four different regions of interest. They were encoded 
using different quantization parameters (QP): (i) plaque 
(QP = 28), (ii) carotid artery walls (QP = 30 ), (iii) ECG signal 

(QP = 30 ), and (iv) background (QP = 38 ). Each region of interest 

was broken into macroblocks, as shown in the quantization 
parameter-allocation map (QPA map) of Figure 3b. Here, the 
plaque represented the most-significant region of interest. It had 
the lowest quantization parameter of 28 (see [8] for details). This 
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resulted in the least amount of compression and a better quality 
reconstruction, as clearly seen in Figure 3c. We thus had a spa­
tially-varying encoding scheme, where quantization levels were 
functions of diagnostic significance. Diagnostic regions of interest 
can be derived using segmentation algorithms, which can then be 
used as input for flexible macroblock ordering slice encoding. 
Alternatively, diagnostic regions of interest can be specified by the 
medical expert. Each region of interest is represented by a slice 
that can be independently encoded and decoded. We refer to [31, 
32] for more details on the flexible macroblock ordering. 

For noisy channels, we use redundant slices to recover slices 
that may be lost in transmission. Furthermore, arbitrary slice 
ordering [22] can be used to allow them to be transmitted and 
decoded independently of their order within a picture. This allows 
reducing decoding delay in environments where out-of-order 
delivery of a packet is possible (e.g., Internet, wireless networks). 

4. Scalable Video Coding for 
Medical Video Applications 

Scalable video coding (SVC) [33] can be used to allow for a 
single medical video bit stream to be displayed on different devices 
with different requirements for spatial resolution and frame rates. 
The basic idea is to first encode video into different layers. The 
base layer is to be decoded by every device. Additional (enhance­
ment) layers then need to be decoded in order to provide for higher 
spatial resolutions and frame rates. 
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Figure 2a. An atherosclerotic plaque ultrasound video com­
pression example using intra-updating. Three intra-update 
schemes are demonstrated as a function of packet-loss rate 
(PLR): predefined macroblock (MB) intra-update, random 
intra-update, and intra-frame update. Shown is the peak sig­
nal-to-noise ratio quality as a function of packet-loss rates. 
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Figure 2b. The single-frame encoding requirements for each 
method described in the caption to Figure 2a. Rate control was 
used to smooth the variable frame-rate requirements (not dis­
cussed here). 
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We present a typical example of spatio-tempral scalability 
using atherosclerotic plaque ultrasound video in Table 1. In 
Table I, we can see that the base layer required the lowest band­
width at the lowest possible spatial resolution and frame rates. The 
first of enhancement layers provided higher frame rates at 
increased bandwidth requirements. The highest enhancement lay­
ers then provided higher spatial resolutions at the even higher 
bandwidth requirements. The highest layer provided the highest 
spatial resolution at the highest possible bit rate. It is clear that 
scalable video coding can also be used to control bandwidth 
requirements. It can thus be used to adapt the video compression 
bit stream to available bandwidth. An overview of the scalable 
video coding standard can be found in [34], JSVM reference soft­
ware can be found in [35], while scalable video coding for mobile 
applications was exploited in [36]. 

Figure 3a. A variable quality slice-encoding example. In this 
example, we show the captured carotid plaque ultrasound 
video frame, with quantization parameters (QPs) of 38/30/28. 
Diagnostically, the focus was on the reliable encoding of the 
plaque. The plaque region was encoded using QP = 28 as in 

Figure 3b (example based on 18)). 

Figure 3b. Flexible macroblock ordering type 2 with diagnostic 
regions of interest derived after segmentation and the corre­
sponding QP allocation map (QPA map). 
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Figure 3c. The resulting decoded video after variable quality 
slice encoding. 

Table 1. An atherosclerotic plaque ultrasound example of 
spatiotemporal scalability. 

Layer Resolution Frame Rate 
Bit Rate 
(kbps) 

0 176 x 144 1.875 108.2 
I 176 x l 44 3.75 150.6 
2 176 x l44 7.5 194.3 
3 176 x 144 15 226.9 
4 176 x l44 30 243.5 
5 352 x 288 1.875 320.1 
6 352 x 288 3.75 470.5 
7 352 x 288 7.5 643.1 
8 352 x 288 15 801.5 
9 352 x 288 30 890.2 

Input VIdeos: {352 x 288,176 x 144}@30 fps, 
QP: 28, software version: JSVM 9. 19. 7. 

5. Diagnostic Validation 

Diagnostic validation is the most significant requirement for 
emerging medical video transmission systems. Diagnostic valida­
tion requires an accurate assessment of the diagnostic capacity of 
the transmitted medical video. 

5.1 Objective Video-Quality Assessment 

Objective video-quality assessment (VQA) differs largely 
from image-quality assessment, which has seen significant growth 
over the last five years. However, today's most established video­
quality assessment metrics are extensions of algorithms originally 
designed for image-quality assessment. Such examples are the 
peak signal-to-noise ratio (PSNR), which utilizes the mean square 
error (MSE) between the original and transmitted videos on a 
frame basis, and the average structure similarity index (SSIM) 
[37]. As documented in [7], there are significant problems associ­
ated with the use of peak signal-to-noise ratio for video-quality 
evaluation purposes, as it fails to adequately correlate with per­
ceived video quality. 
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In general, there is a growing demand for the development of 
video-quality metrics that are significantly different from image­
quality metrics. Aspects such as perceived motion, quality-of-ser­
vice, and quality of experience (QoE) [38] need to be considered 
during the design of new video-evaluation techniques. Of particu­
lar interest is the new motion-based video integrity evaluation 
(MOVIE) metric described in [39], which claims to outperform all 
video-quality assessment algorithms to date [7]. Toward this 
direction, the video-quality metric (VQM) [40], developed by the 
national telecommunication and information administration 
(NTIA), is also capable of addressing some of the issues. A thor­
ough study of objective and subjective video-quality assessment 
methods was found in [7]. Having said this, there is also a strong 
need for new, clinically-driven video-quality metrics. 

5.2 Clinical Quality Assessment 

There are unique challenges associated with both objective 
and subjective clinical video-quality assessment. In addition to the 
motion and quality-of-service aspects of conventional video-qual­
ity assessment, unique clinical criteria, often different for each 
medical modality, need to be properly assessed. These clinical cri­
teria often correspond to specific video portions that are of diag­
nostic interest. These regions of diagnostic interest are much more 
sensitive to compression and error impairments, given their sig­
nificant clinical contribution to the diagnostic yield of the particu­
lar medical video. On the other hand, diagnostic region-of-interest 
encoding may lead to diagnostically lossless medical videos. 
Clearly, both schemes are not adequately assessed by current 
objective video-quality assessment algorithms. 

For subjective clinical evaluation, while we do expect that 
the basic features of the subjective quality-assessment criteria 
described in [41] will also play a role in emerging medical video­
assessment standards, unique clinical criteria will also need to be 
adequately modeled. The diagnostic yield of transmitted medical 
video is restricted by a number of factors, including resolution, 
frame rate, and end-user equipment. The diagnostic capacity of a 
QCIF-resolution medical video at 15 fps displayed on a PDA dif­
fers significantly from a 4CIF resolution at 30 fps displayed on a 
laptop. 

Examples of the use of diagnostic regions of interest can be 
found in [8, 42-44]. Diagnostic validation examples can be found 
in [8,44-46]. An example of the use of clinical criteria for assess­
ing diagnostic performance at different bit rates was presented in 
[8]. To demonstrate clinical validation, we refer back to the diag­
nostic regions of interest of Figure 3b. These diagnostic regions of 
interest correspond to clinical criteria of (i) plaque presence, (ii) 
plaque type, and (iii) degree of stenosis. For each clinical criterion, 
a mean opinion score (MOS) was computed, based on evaluations 
by medical experts. For assessing the decoded regions of interest 
quality, video-quality assessment algorithms were also applied 
over the segmented regions (e.g., peak signal-to-noise ratio over 
regions of interest). To then validate the video-quality assessment 
algorithms, correlations to the corresponding mean-opinion-score 
values were computed (see [8] for details). Ultimately, video-qual­
ity assessment algorithms that produce high correlations to mean 
opinion score may be used to predict clinical quality. 

Similar approaches as to the use of clinical ratings for differ­
ent medical video modalities were presented for (i) pediatric respi­
ratory distressed medical video in [44], and (ii) echocardiogram 
ultrasound video in [47]. Recommendations for diagnostically 
lossless encoding bit rates were provided for specific clinical 
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situations and incorporated parameters (such as codec, resolution, 
and frame rate). 

6. Case Studies: Wireless Medical Video 
Transmission Systems Using 3G 

We provide a summary of some recent wireless medical 
video transmission studies in Table 2. These systems were further 
categorized as regions-of-interest and no-regions-of-interest-based 
systems. An overview of earlier m-health systems and services, 
classified by wireless transmission technologies, appeared in [3]. 

6. 1. Diagnostic Region-of-Interest-Based 
Systems 

In this section, we present studies that required the identifica­
tion of a region of interest that was of diagnostic interest. The sys­
tems are summarized in Table 2. 

We have two studies associated with atherosclerotic plaque 
ultrasound video transmission [8, 42]. In both cases, automatic 
plaque segmentation was used for specifying the most significant 
region(s) of interest. In [42], the regions of interest were extended 
based on a visual attention model of what human readers would 
find interesting. Non-diagnostic regions were then blurred using a 
smoothing filter. The smoothed regions were also easier to com­
press. This resulted in significant bandwidth savings. In [8], sev­
eral regions of interest were defined as described in Section 3.3 
and Figure 3. Minimum-bandwidth recommendations were pro­
vided for the clinical evaluation of atherosclerotic plaque presence, 
type, and degree of stenosis. 

In [43], the authors proposed context-aware medical image 
and video transmission. Context was defined based on patient 
status (normal or urgent). The urgent state was decided based on 
the ECG signal, blood pressure, pulse rate, heart rate, and oxygen 
level. Region-of-interest encoding was used to encode trauma in 
optical images or skin lesions for transmission in low-bandwidth 
systems. In the urgent state, data prioritization was achieved 
through scalable video encoding using a base layer and enhance­
ment layers (see Section 4). 

In [44], the authors assigned different quantization levels to 
the foreground and background regions of interest (given in bits 
per pixel). Bit allocations in the two regions of interest were varied 
to match different bit rates. Six different encoder states were con­
sidered. According to bandwidth availability, a switch was trig­
gered to the most relevant state. A state switch was considered for 
every group of pictures (GOP). The system was validated for diag­
nostically loss less performance based on a variety of clinical crite­
ria for pediatric respiratory-distress-related videos. 

6.2 Medical Video Transmission Systems 
without Using Regions of Interest 

The use of regions of interest provides for very efficient sys­
tems that target specific diseases. While the regions of interest 
provide for a direct way to address clinical criteria, defining 
regions of interest can be difficult. In this case, other criteria need 
to be explored. 
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Table 2a. End-to-end wireless medical video transmission systems using 3G: ROI-based systems. 

Author Year 
Resolution, Frame Rate, Encoding Medical Video 

Comments 
Bit Rate4 Standard Modality 

Common carotid 
Saliency-based visual attention ROI 

Tsapatsoullis 352 x 288 @ IOfps MPEG-2/ artery (CCA) 
et al. [42]1 

2007 10 videos average: 507.2 Kbps MPEG-4 plaque ultrasound 
coding for low bit-rate medical video 

video 
transmission. 

H.264/ Skin legion and Scalable ROI encoding. Adaptive 
Doukas et al. Resolution: N/ A @ 25 fps MRI images, transmission based on context 

2008 AVC 
[43]1 128-256 Kbps 

(Scalable) 
trauma video awareness (patient status and network 

snapshots state). 
ROI coding incorporated different 

Pediatric quantization levels for ROI and non-
Rao et al. 2009 

360 x 240 @ 30 fps MPEG-2 respiratory ROI, targeting diagnostically lossless 
[44]1,3 500 Kbps distress related encoding over bit rate limited 

videos wireless channels utilizing physician 
expert feedback. 
Diagnostically-driven ROI 

Panayides 
352 x 288 @ 15fps H.264/ CCA plaque 

quantization (FMO) and redundant 
2011 10 videos: 197-421 Kbps slices for error-resilient encoding. 

et al. [8]1,3 
(median: 253 Kbps) 

AVC ultrasound video 
Clinical validation of diagnostic 
quality. 

2, . .  
SimulatIOn, Real-time, Chmcal evaluatIOn by medical experts (presented Video parameters achieve diagnostically lossless encodmg 
for preset clinical criteria), 4For real-time transmission, both encoded video bit rates and available channel bit rates are provided. 

Table 2b. End-to-end wireless medical video transmission systems using 3G: non-ROI-based systems. 

Author Year 
Resolution, Frame Rate, Encoding Medical Video 

Comments 
Bit Rate4 Standard Modality 

Real time trauma video transmission. 
Network adaptation enabled through 

Chu et al. {320x240 and 160x 120} <5fps 
[48f 

2004 
Channel bit rate: 50-80 Kbps 

M-JPEG Trauma video media transformation, data 
prioritization, and application-level 
congestion control. 

Garawi et al. 
176 x 144@5fps A performance analysis of an end-to-

[49]2,3 
2006 18.5-60 Kbps H.263 Echocardiogram end mObile Tele-Echography using 

Channel bit rate: 64 Kb]ls an ultra-Light rObot (OTELO) 

320 x 240 @ IOfps H.264/ 
Spatiotemporal scalability over 

Pedersen different wireless networks. 
2009 349 Kbps AVC Echocardiogram 

et al. [ 45] 2,3 Diagnostic quality and how it's 
Channel bit rate: 380 Kbps (Scalable) 

affected by network parameters. 
QoS Ultrasound Steaming Rate 

176 x 144 @ 8-lOfps 
Istepanian H.264/ Control (Q-USR) algorithm based on 

2009 50-130 Kbps Abdomen 
et al. [46f,3 AVC reinforcement learning that satisfies a 

Channel bit rate: 360 Kbps 
medical QoS criterion. 

2, . . .  
SimulatIOn, Real-time, Chmcal evaluatIOn by medical experts (presented Video parameters achieve diagnostically lossless encodmg 
for preset clinical criteria), 4For real-time transmission, both encoded video bit rates and available channel bit rates are provided. 

A portable tele-trauma system that provided for simultaneous 
transmission of trauma video, medical images, and ECG signals 
was presented in [48]. Media transformation, data prioritization, 
and application-level congestion control provided adaptation to 
network conditions. Data transformation tackled image and video 
compression using JPEG and M-JPEG standards, respectively. For 
image transmission, following manual region-of-interest segmen­
tation on the first transmitted image, only the region-of-interest 
part was sent in subsequent transmissions. Priority classes were set 
to high for ECG transmission, medium for image transmission, and 
low for video transmission. During simultaneous transmission of 
the aforementioned priority data classes, when congestion 
occurred, a congestion-control algorithm that adjusted the trauma 
video's transmitting frame rate was triggered to alleviate conges-
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tion effects that led to packet losses. System-performance evalua­
tion included effective resolution and frame-rate investigations for 
which transmission of simultaneous streams was possible. 

Scalable video coding, employing spatiotemporal scalability 
for a number of ultrasound videos over different wireless networks, 
was described in [45]. Here, the transmission of different resolu­
tions and frame rates over different wireless channels was investi­
gated based on the wireless-transmission-medium's parameters and 
physician's feedback. Data rate, packet losses, delay, and jitter 
were measured for different scalability layers streamed over wire­
less local-area networks (WLANs) and 3G channels. Based on the 
parameters examined, and also in agreement with the diagnostic 
quality provided by medical experts, the highest scalable video-
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coding layer supported by each wireless channel was derived. 
Clinical assessment included evaluation of different clinical crite­
ria. 

A performance analysis of an end-to-end mObile Tele-Echo­
graphy using an ultra-Light rObot (OTELO) system was presented 
in [49]. Low-bit-rate echography ultrasound medical video trans­
mission over 3G channels was investigated, and functional bounds 
were provided. Based on remote clinical evaluation, the authors 
made recommendations in terms of quality (peak signal-to-noise 
ratio), resolution, frame rate, and maximum delay that provided for 
acceptable diagnostic performance over the tested 3G link. 

In [46], the authors developed a quality-of-service ultrasound 
streaming-rate-control (Q-USR) algorithm. Based on reinforce­
ment learning, the frame rate was varied as a function of the state 
of the network, while at the same time conforming to a pre-defined 
medical quality-of-service criterion. That is, the varied frame rate 
and resulting quality indices were monitored not to fall below what 
was diagnostically acceptable with respect to the bounds described 
in [49]. A robotic tele-ultrasonography system OTELO was also 
used in this study, for abdominal ultrasound video. Simulations 
and real-time experiments over 3.5G wireless networks validated 
the efficiency of the proposed mechanism with respect to the 
default rate-control algorithm of the JM H.264/AVC reference 
software. This was also verified by clinical video quality assess­
ment. 

Ultrasound video acquired using the OTELO system was also 
used in [50], where multilayer control was employed to optimally 
tune source and channel-encoding parameters for enhanced 
streaming of medical video. Frame rate, quantization step, intra­
refreshing period, and average code-rate channel protection were 
the key parameters that were modified in these experiments to con­
struct different encoder states. A trigger between states was con­
sidered on a per-second basis, based on the medical video's quality 
index, channel indications such as average SNR, and network 
parameters including packet-loss rates, delay, and jitter. Experi­
ments were performed over WLANs. 

6.3 Current Status and Future Directions 

The basic source-encoding features that directly impact a 
video's clinical capacity are quantization levels, resolution, and 
frame rates. High quality corresponds to increased clinical capac­
ity, but also accounts for increased bandwidth demands, a limiting 
factor in bandwidth-limited wireless networks. Resolution and 
frame rates are also bounded by the wireless channels' upload 
data-transfer speeds, as well as the end-user devices. Higher reso­
lutions, close to medical video's acquired resolution, allows 
addressing more clinical criteria. For example, as documented in 
[8], clinical assessment of plaque type could not be efficiently 
addressed in QCIF resolution as opposed to CIF resolution. More­
over, clinical motion assessment benefits from higher frame rates. 
Hence, according to the underlying transmission medium and dis­
play sizes, minimum bandwidths, resolutions, and frame rates that 
provide for diagnostically lossless systems for specific clinical 
criteria should be sought. 

We refer to Table 2 for parameters considered for typical 
upload data rates of 3G systems (and slightly higher, up to 
510 kbps). Resolutions were typically varied between QCIF and 
CIF, frame rates between 10 and 15, while the clinical quality 
threshold for diagnostically lossless encoding was above peak sig-
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nal-to-noise ratio ratings of 35 d b  [8, 46, 49]. Slight variations are 
possible. 

Wireless video transmission quality of service parameters 
include packet-loss rate, delay, and jitter. Signal attenuation due to 
mobility, fading channel, and distance from the base station, con­
gestion, background traffic, modulation and coding schemes, and 
packet sizes are some of the parameters contributing to quality-of­
service deterioration. While some packet losses are tolerable, clini­
cal quality cannot be allowed to lead to misdiagnosis. Moreover, 
increased delays usually result in additional dropped packets. 

To address these issues, error-resilient encoding, adaptation 
to varying network conditions by modifying encoding setting, as 
well as combination of the latter two schemes is employed. Effi­
cient error-resilient encoding for high diagnostic performance in 
noisy wireless channels was undertaken in [8]. Clearly, error­
resilient encoding needs to be further exploited in the design of 
neW medical video telemedicine systems, given the error-prone 
nature of wireless channels. The tradeoff between coding effi­
ciency and error resiliency should be thoroughly investigated with 
respect to available bit rates. 

Network monitoring for adaptation to network status by trig­
gering a switch to a different encoder state was used in [44, 46, 
50]. This typically involved a combination of quality, resolution, 
and frame-rate reduction, which accounted for reduced bandwidth 
demands and hence channel load. Efficient utilization of the net­
work's resources has also been achieved through diagnostically 
relevant region-of-interest encoding [8, 44]. Scalable-video-cod­
ing encoding has been used for encoding different, states as dis­
cussed in Section 4 [43, 45]. Network adaptation was also achieved 
via data prioritization, as illustrated in [43, 48]. While the afore­
mentioned techniques efficiently addressed packet losses due to 
channel load, they did not account for corrupted packets or burst 
errors, typical in wireless channels. Given that packet losses are 
inevitable in wireless transmission, medical video transmission 
systems should be equipped with appropriate error-resilient and 
concealment mechanisms. Next-generation 4G channels -promise 
quality-of-service provision through data-prioritization classes for 
low-delay fixed-bandwidth allocation. This will enable the devel­
opment of telemedicine systems that will exploit a priori channel 
states, and provide for a diagnostically robust system at different 
channel bit rates. 

7. Concluding Remarks 

Wireless transmission of medical video is likely to see 
significant growth in the coming years. Wide deployment of such 
systems and services in the near future could have a significant, 
positive impact on the patient's quality of life. It is foreseen that 
different medical modalities will be exploited, utilizing the already 
gained knowledge from current and completed research activities, 
leading to new telemedicine applications. 

In the design of an efficient telemedicine system, several dif­
ferent criteria need to be considered. Most importantly, these sys­
tems require efficient encoding, and adaptation to channel band­
width and end-user equipment, while being resilient to data losses 
introduced by error-prone transmission media. For the physicians 
to reach a confident diagnosis, minimum clinical-evaluation crite­
ria must be determined. 

This paper provided guidance on the most-important system 
components and design considerations, highlighting emerging 
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trends. The paper was focused on H.2641 A VC error-resilient meth­
ods and scalable video coding, wireless-transmission technologies, 
and objective and subjective clinical-quality assessment. Examples 
using carotid ultrasound video were used to demonstrate basic 
concepts. Case studies highlighting medical video-streaming sys­
tems over 3G channels were presented. We also provided refer­
ences to the literature and open-source software standards to help 
further research in this area. 

8. References 

1. C. S. Pattichis, E. Kyriacou, S. Voskarides, M. S. Pattichis, and 
R. Istepanian, "Wireless Telemedicine Systems: An Overview," 
IEEE Antennas and Propagation Magazine, 44, 2, April 2002, pp. 
143-153. 

2. R. H. Istepanian, S. Laxminarayan, and C. S. Pattichis (eds.), M­
Health: Emerging Mobile Health Systems, New York, Springer, 
2006, Chapter 3. 

3. E. Kyriacou, M. S. Pattichis, C. S. Patti chis, A. Panayides, and 
A. Pitsil l ides, "m-Health e-Emergency Systems: Current Status 

and Future Directions," IEEE Antennas and Propagation Maga­
zine, 49, February 2007, pp. 2 16-231. 

4. Joint Video Team of ITU-T and ISO/IEC JTC I ,  "Draft ITU-T 
Recommendation and Final Draft International Standard of Joint 
Video Specification (ITU-T Rec. H.264 I ISO/lEC 14496-10 
AVC)," Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T 
VCEG, JVTG050, March, 2003. 

5. H. S. Ng, M. L. Sim, C. M. Tan, and C. C. Wong, "Wireless 
Technologies for Telemedicine," BT Technology Journal, Springer 
Netherlands, 24, 2, April 2006, pp. 130- 137. 

6. Rysavy Research, LLC, "Transition to 4G, 3GPP Broadband 
Evolution to IMT-Advanced," 2010, available at http:// 
www.4gamericas.orgl. 

7. K. Seshadrinathan, R. Soundararajan, A. C. Bovik, and L. K. 
Cormack, "Study of Subjective and Objective Quality Assessment 
of Video," IEEE Transactions on Image Processing, 19, 6, June 
2010, pp. 1427-1441. 

8. A. Panayides, M. S. Pattichis, C. S. Pattichis, C. P. Loizou, M. 
Pantziaris, and A. Pitsillides, "Atherosclerotic Plaque Ultrasound 
Video Encoding, Wireless Transmission, and Quality Assessment 
Using H.264," IEEE Transactions on Information Technology in 
Biomedicine, to be published 20 11; doi: 
10. I I 09ITITB.201 1.2105882. 

9. JM 16.1 Reference Software, available at http ://iphome.hhLde/ 
suehringltm II. 

10. Xvid software, available at http://www.xvid.org/. 

I I . FFMPEG software, available at http://ffmpeg.orgl. 

12. VideoLan - VLC Media Player, available at http:// 
www.videolan.orgl. 

13. OPNET University Program, available at http:// 
www.opnet.com/services/ university/. 

14. The Network Simulator - NS-2, available at http:// 
www.isi.edulnsnarnlns/index.html. 

IEEE Antennas and Propagation Magazine, Vol. 53, No. 2, April 201 1 

15. G. Van der Auwera, P. T. David, and M. Reisslein, "Traffic 
and Quality Characterization of Single-Layer Video Streams 
Encoded with the H.264/MPEG-4 Advanced Video Coding Stan­
dard and Scalable Video Coding Extension," IEEE Transactions 
on Broadcasting, 54, 3, September 2008, pp. 698-718. 

16. Video Trace Library, co-hosted by Arizona State University 
and Aalborg University, available at http://trace.eas.asu.edul. 

17. Wireshark Network Protocol Analyzer, available at http:// 
www.wireshark.orgl. 

18. GSM World, available at http://www.gsmworld.com/. 

19. Recommendation ITU-R M. 1645: Framework and Overal l  
Objectives of the Future Development of IMT-2000 and Systems 
Beyond IMT-2000, January, 2003. 

20. P. Reinaldo, Wireless Communications Design Handbook, 
Volume I: Space (Interference: Aspects of Noise, Interference, and 
Environmental Concerns), San Diego, Academic Press, 1998. 

21. H. Schulzrinne, S. Casner, R. Frederick, and V. Jacobson, 
RTP: A Transport Protocol for Real-Time Applications, Internet 
Engineering Task Force, RFC 1889, January 1996� 

22. T. Wiegand, G. J. Sullivan, G. Bjffi1tegaard, and A. Luthra, 
"Overview of the H.264/AVC Video Coding Standard," IEEE 
Transactions on Circuits and Systems for Video Technology, 13, 7, 
July 2003, pp. 560-576. 

23. Y. Wang, S. Wenger, J. Wen, and A. K. Katsaggelos, "Error 
Resilient Video Coding Techniques," IEEE Signal Processing 
Magazine, 1 7,4, July 2000, pp. 61-82. 

24. 1. Ostermann, 1. Bormans, P. List, D. Marpe, M. Narroschke, 
F. Pereira, T. Stockhammer and T. Wedi, "Video Coding with 
H.2641 A VC: Tools, Performance and Complexity," IEEE Circuits 
and Systems Magazine, 4, 1,2004, pp.7-28. 

25. S. Kumar, L. Xu, M. K. Mandai, and S. Panchanathan, "Error 
Resiliency Schemes in H.2641 A VC Standard," Elsevier Journal of 
Visual Communication and Image Representation, 1 7, 2, April 
2006,pp. 425-450. 

26. S. Wenger, "H.264/AVC over IP," IEEE Transactions on Cir­
cuits and Systems for Video Technology, 13,7, July 2003, pp. 645-
656. 

27. T. Stockhammer, M. M. Hannuksela, and T. Wiegand, 
"H.2641 A VC in Wireless Environments," IEEE Transactions on 
Circuits and Systems for Video Technology, 13, 7, July 2003, pp. 
657-673. 

28. A. Panayides, M. S. Pattichis, C. S. Pattichis, C. P. Loizou, M. 
Pantziaris, and A. Pitsillides, "Towards Diagnostically Robust 
Medical Ultrasound Video Streaming using H.264," in Carlos 
Alexandre Barros De Mello (ed.), Biomedical Engineering, 
Vienna, IN-TECH, 2009, pp. 2 19-237. 

29. W. Zia, T. Afzal, W. Xu, T. Stockhammer, and G. Liebl, 
"Interactive Error Control for Mobile Video Telephony," Pro­
ceedings of IEEE International Conference on Communications, 
ICC 2007, Glasgow, UK, June 2007. 

30. S. Park and K. Miller, "Random Number Generators : Good 
Ones Are Hard To Find," A CM Communications, 39, 10, October 
1988, pp. 1192-1201. 

2 1 1 



31. S. Wenger, "FMO: Flexible Macroblock Ordering," ITU-T 
JVT-C089, May 2002. 

32. P. Lambert, W. De Neve, Y. Dhondt, and R. Van De Walle, 
"Flexible Macroblock Ordering in H.264/ A VC," Journal of Visual 
Communication and Image Representation, 17, 2, April 2006, 
pp. 358-375. 

33. J. Reichel, H. Schwarz, and M. Wien (eds.), "Scalable Video 
Coding - Joint Draft 6," Joint Video Team, Doc. JVT-S201, 
Geneva, Switzerland, April 2006. 

34. H. Schwarz, D. Marpe, and T. Wiegand, "Overview of the 
Scalable Video Coding Extension of H.264/ A VC," IEEE Transac­
tions on Circuits and Systems for Video Technology, 17, 9, Sep­
tember 2007, pp. 1103-1120. 

35. 1. Reichel, H. Schwarz, and M. Wi en (eds.), "Joint Scalable 
Video Model JSVM-6," Joint Video Team, Doc. JVT-S202, 
Geneva, Switzerland, April 2006. 

36. T. Schierl, T. Stockham mer, and T. Wiegand, "Mobile Video 
Transmission Using Scalable Video Coding," IEEE Transactions 
on Circuits and Systems for Video Technology, 17, 9, September 
2007, pp. 1204-1217. 

37. Z. Wang, A. Bovik, H. Sheikh, and E. Simoncelli, "Image 
Quality Assessment: From Error Visibility to Structural Similar­
ity," IEEE Transactions on Image Processing, 13, 4, April 2004, 
pp. 600-612. 

38. Recommendation ITU-R G. I 0 I I :  "Reference Guide to Quality 
of Experience Assessment Methodologies," June 20 I O. 

39. K. Seshadrinathan and A. C. Bovik, "Motion Tuned Spatio­
Temporal Quality Assessment of Natural Videos," IEEE Transac­
tions on Image Processing, 19,2, February 2010, pp. 335-350. 

40. M. H. Pinson and S. Wolf, "A New Standardized Method for 
Objectively Measuring Video Quality," IEEE Transactions on 
Broadcasting, 50, 3, September 2004, pp. 312-322. 

41. ITU-R Recommendation BT.500-11: "Methodology for the 
Subjective Assessment of the Quality of Television Pictures." 
International Telecommunication Union, Geneva, Switzerland, 
2002. 

42. N. Tsapatsoulis, C. Loizou, and C. Pattichis, "Region of Inter­
est Video Coding for Low bit-rate Transmission of Carotid Ultra­
sound Videos over 3G Wireless Networks," Proceedings of 29th 
Annual Conference of the IEEE Engineering in Medicine and 
Biology Society, IEEE EMBC'07, August 22-26, 2007, Lyon, 
France, pp. 3717-3720. 

43. C. Doukas and I. Maglogiannis, "Adaptive Transmission of 
Medical Image and Video Using Scalable Coding and Context­
Aware Wireless Medical Networks," EURASIP Journal on Wire­
less Communication and Networking, 2008, ID 428397,2008. 

44. S. P. Rao, N. S. Jayant, M. E. Stachura, E. Astapova, and A. 
Pearson-Shaver, "Delivering Diagnostic Quality Video over 
Mobile Wireless Networks for Telemedicine," International Jour­
nal of Telemedicine and Applications, 2009, Article ID 406753, 
2009. 

45. P. C. Pedersen, B. W. Dickson, and 1. Chakareski, "Telemedi­
cine Applications of Mobile Ultrasound," Proceedings of IEEE 

2 1 2  

International Workshop o n  Multimedia Signal Processing, MMSP 
'09, October 5-7 2009, Rio de Janeiro, Brazil, pp. \ -6. 

46. R. S. H. Istepanian, N. Y. Philip, and M. G. Martini, "Medical 
QoS Provision Based on Reinforcement Learning in Ultrasound 
Streaming Over 3.5G Wireless Systems," IEEE Journal on 
Selected Areas in Communications, 27, 4, May 2009, pp. 566-574. 

47. A. Alesanco, C. Hernandez, A. Portoles, L Ramos, C. Aured, 
M. GarcIa, P. Serrano, and J. GarcIa I ,  "A Clinical Distortion Index 
for Compressed Echocardiogram Evaluation: Recommendations 
for Xvid codec," Physiological Measurement, 30, 5, 2009, pp. 429-
440. 

48. Y. Chu and A. Ganz, "A Mobile Teletrauma System using 3G 
Networks," IEEE Transactions on Information Technology in 
Biomedicine, 8, 4, December 2004, pp. 456-462. 

49. S. A. Garawi, R. S. H. lstepanian, and M. A. Abu-Rgheff, "3G 
Wireless Communication for Mobile Robotic Tele-ultrasonogra­
phy Systems," IEEE Communications Magazine, 44, 4, April 
2006, pp. 91-96. 

50. M. G. Martini, R. S. H. Istepanian, M. Mazzotti, and N. Philip, 
"Robust Multi-Layer Control for Enhanced Wireless Tele-Medical 
Video Streaming," IEEE Transactions on Mobile Computing, 9, I ,  
January 2010, pp. 5- \ 6. 

IntroduCing the Authors 

A. Panayides received the BSc from the Department of 
Informatics and Telecommunications of the National and 
Kapodistrian University of Athens in 2004, and the MSc in Com­
puting and Internet Systems from KINGS College in 2005. He is 
currently a PhD candidate at the University of Cyprus. His 
research interests include video processing and communications, 
eHealth applications, and mobile telecommunication networks. He 
has published two refereed journal and nine conference papers, and 
two chapters in books in these areas. His PhD funding comes from 
the project Real-Time Wireless Transmission of Medical Ultra­
sound Video IlENEKlENI"EX/0308/90, funded by the Research 
Promotion Foundation of Cyprus through the European Regional 
Development Fund (ERDF). 

IEEE Antennas and Propagation Magazine, Vol. 53, No. 2, April 201 1 



M. S. Pattichis received the BSc (high honors and special 
honors) in Computer Sciences and the BA (high honors) in 
Mathematics in 1 99 1 ,  the MS in Electrical Engineering in 1 993, 
and the PhD in Computer Engineering in 1 998, all from the Uni­
versity of Texas at Austin, Austin. He is currently an Associate 
Professor in the Department of Electrical and Computer Engineer­
ing at the University of New Mexico (UNM). His research inter­
ests include digital image, and video processing and communica­
tions, dynamically reconfigurable computer architectures, and 
biomedical and space image processing applications. 

Dr. Patti chis is an Associate Editor of the IEEE Transactions 
on Image Processing, and has served as an Associate Editor for the 
IEEE Transactions on Industrial Informatics. He has been a Guest 
Associate Editor for the IEEE Transactions on Information Tech­
nology in Biomedicine. He was the General Chair of the 2008 
IEEE Southwest Symposium on image analysis and interpretation. 
He was a recipient of the 2004 Electrical and Computer Engineer­
ing Distinguished Teaching Award and the 2006 School of Engi­
neering Harrison Faculty Recognition Award at UNM. 

Constantinos S. Pattichis was born in Cyprus in 1 959. He 
received his diploma as technician engineer from the Higher Tech­
nical Institute in Cyprus in 1979; the BSc in Electrical Engineering 
from the University of New Brunswick, Canada, in 1 983; the MSc 
in Biomedical Engineering from the University of Texas at Austin, 
in 1 984; the MSc in Neurology from the University of Newcastle 
Upon Tyne, UK, in 1 99 1 ;  and the PhD in Electronic Engineering 
from the University of London, UK, in 1 992. He is currently a Pro­
fessor with the Department of Computer Science of the University 
of Cyprus. His research interests include ehealth, medical imaging, 
biosignal analysis, and intelligent systems. He has been involved in 
numerous projects in these areas funded by EU, the National 
Research Foundation of Cyprus, the INTERREG and other bodies, 
such as the MEDUCA TOR, LONG LASTING MENORIES, 
INTRAMEDNET, INTERMED, FUTURE HEALTH, 
AMBULANCE, EMERGENCY, ACSRS, TELEGYN, 
HEALTHNET, IASIS, IPPOKRATIS, and others with a total 
funding managed of more than six million Euros. He has published 
64 refereed journal and 1 60 conference papers, and 24 chapters in 
books in these areas. He is co-Editor of the books M-Health: 
Emerging Mobile Health Systems (Springer, 2006), and of Ultra-

IEEE Antennas and Propagation Magazine, Vol. 53, No. 2,  April 201 1 

sound and Carotid Bifurcation Atherosclerosis (Springer, 20 1 1). 
He is coauthor of the monograph Despeckle Filtering Algorithms 
and Software for Ultrasound Imaging (Morgan & Claypool, 2008). 
He was guest co-Editor of the special issues on "Emerging Health 
Telematics Applications in Europe," "Emerging Technologies in 
Biomedicine," "Computational Intelligence in Medical Systems," 
and "Citizen Centered e-Health Systems in a Global Health-care 
Environment" for the IEEE Transactions on Information Technol­
ogy in Biomedicine. He was General Co-Chair of the Medical and 
Biological Engineering and Computing Conference 
(MEDICON'98), the IEEE Region 8 Mediterranean Conference on 
Information Technology and Electrotechnology 
(MELECON'2000), and the IEEE Information Technology in 
Biomedicine (IT AB09); Program co-Chair of IT AB06, and of the 
4th International Symposium on Communications, Control and 
Signal Processing (ISCCSP 200 1 0). He has served as an Associate 
Editor of the IEEE Transactions on Information Technology in 
Biomedicine since 2000; is on the editorial board of the Journal of 
Biomedical Signal Processing and Control; and served as Associ­
ate Editor of the IEEE Transactions on Neural Networks (2005-
2007). He served as Chair of the Cyprus Association of Medical 
Physics and Biomedical Engineering ( J  996-1998), and the IEEE 
Cyprus Section ( J  998-2000). He is a Senior Member of the IEEE. 

Andreas Pitsillides is a Professor in the Department of Com­
puter Science, University of Cyprus, and heads the Networks 
Research Laboratory. His research interests include fixed and 
wireless networks, flow and congestion control, resource allocation 
and radio resource management, and Internet technologies and 
their application in mobile e-services and, recently, the Web of 
Things. He has a particular interest in adapting tools from various 
fields of applied mathematics - such as adaptive nonlinear control 
theory, c()mputational intelligence, and recently nature-inspired 
techniques - to solve problems in communication networks. 
Andreas has published over 2 1 0  research papers and book chap­
ters; he is the co-editor with Petros Ioannou of the book, Modelling 
and Control of Complex Systems (CRC, 2007); presented keynotes 
and invited lectures at major research organizations and universi­
ties; and has given short courses at international conferences and 
short courses to industry. Andreas serves/served on the executive 
committees of major conferences such as ICT 20 1 1, INFOCOM 
2001 ,2002,2003, WiOpt 2007, ISYC 2006, MCCS 2005, and ICT 
1 998. He is a member of the International Federation of Automatic 
Control (IFAC) Technical Committee TC 1.5 on Networked Sys­
tems and TC 7.3 on Transportation Systems, and of the Interna­
tional Federation of Information Processing (IFIP) working group 
WG 6.3: Performance of Communications Systems. Andreas is 
also a member of the Editorial Board of Computer Networks 
(COMNET) Journal and of the International Journal of Handheld 
Computing Research (IJHCR). @l  

2 1 3  


