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Analysis using MeV ion beams is a thin film characterisation technique invented some 50 years ago which 
has recently had the benefit of a number of important advances.  The review will cover damage profiling 
in crystals including studies of defects in semiconductors,  surface studies,  and depth profiling with sput-
tering.  But it will concentrate on thin film depth profiling using Rutherford backscattering, particle in-
duced X-ray emission and related techniques in the deliberately synergistic way that has only recently be-
come possible.  In this review of these new developments,  we will show how this integrated approach,  
which we might call "Total IBA",  has given the technique great analytical power.   
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1.   Introduction 

Ion beam analysis is a very diverse group of char-
acterisation techniques which have been applied to 
every class of material where the interest is in the 
surface or near-surface region up to a fraction of a 
mm in thickness.  Such a field is far too broad to be 
reasonably covered by such a review as this;  we 
will concentrate on thin film elemental depth 
profiling methods using ions with energies of order 
1 MeV/nucleon.  We will emphasise complemen-
tary techniques,  including some other closely 
related IBAI methods. 

Thin film elemental depth profiling is of critical 
importance to a wide variety of modern technolo-

                                                      
I see the end of the chapter for expansion and explanation of 
acronyms.  Appendix A is a glossary of IBA techniques,  and 
Appendix B is a glossary of related techniques. 

gies,  including the semiconductor,  sensor,  mag-
netics,  and coatings industries (including both 
tribology and optics),  among others.  It is also 
valuable in many other disparate applications such 
as cultural heritage,  environmental monitoring and 
forensics.  We will be describing examples in many 
of these areas in our review of MeV-IBA.  

Historically,  IBA labs have tended to split into 
(at least) two "traditions":  on the one hand nuclear 
methods (RBS, ERD, NRA),  and on the other 
atomic methods (PIXE).  We will outline various 
reasons for this,  but will show that recent advances 
have facilitated the integration of these two tradi-
tions giving us what is effectively a new and much 
more powerful technique. 

Curiously,  this review seems to touch on all the 
main breakthroughs in 20th century physics,  and all 
IBA techniques hinge on spectroscopy.  So perhaps 
we should start by acknowledging our debt to Isaac 
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Newton, who in 1671 was the first to use the word 
"spectrum" with the modern connotation of quan-

tum phænomenon observed with a dispersive 

mechanism [1] II.    Previously (and subsequently) 
"spectrum" had the connotation of "spectre" or 
"apparition".  But philosophers see reality. 

1.1.   Scope of chapter 

Although concentrating on MeV IBA depth profil-
ing,  we will mention methods of depth profiling 
crystallographic defects using channelling and 
MEIS;  characterising defects in semiconductors,  
including their spacial distribution, by IBIC;  and 
depth profiling using sputtering by SIMS (includ-
ing MeV-SIMS),  although we will not discuss 
beam damage extensively.  We will also mention 
ion beam methods sensitive to the true surface 
(MEIS, LEIS) since they also use RBS. 

We will not specifically review microbeam ap-
plications, taking microbeam technology for 
granted throughout the text.  But it will be clear 
that we think that 3D spacial resolution is central to 
the general usefulness of IBA. 

1.2.   Complementary techniques 

Throughout,  we will also mention complementary 
techniques wherever appropriate.  Materials analy-
sis must be a strongly interdisciplinary field,  and 
the characterisation problems of modern materials 
almost invariably require the use of a variety of 
techniques for their solution.  Any discussion of a 
technique without the context of complementary 
techniques is likely to be strongly misleading.   

In all these fields the analyst has various stan-
dard tools:  the electron microscopies and spectro-
scopiesIII (SEM, TEM, XPS, AES and their vari-

                                                      
II  Using Newton's spelling of "phænomenon" which transliterates 
the Greek φαινοµενον.  In his use of "spectrum" Newton had in 
mind the Latin etymology of specere,  to see.   
III  "spectrometry" or "spectroscopy"?  A spectrum is the object 
that results from some dispersive process: we do spectrometry 
where we measure the spectrum and spectroscopy where we look 
at the spectrum.  The Hubble red-shift for example is a spectro-

scopic effect since the recognisable pattern of atomic absorption 
 

ants)IV,  the scanning probe microscopies (AFM 
and variants including the new optical near-field 
methods),  X-ray techniques like XRF and XRD 
(also with many variants) and optical methods like 
ellipsometry, Raman, FTIR and other spectro-
scopies.  Elemental depth profiling can be done 
destructively using sputtering techniques with 
SIMS (or, frequently, AES).  If destructive tech-
niques are considered then bulk methods like 
ICP-MS and AMS should be mentioned,  and of 
course there are a wide variety of wet chemical 
analytical methods.    XRF and XRD are frequently 
applied to "bulk" as well as thin film samples,  and 
other comparable fluorescence techniques are 
cathodoluminescence or photoluminescence.  
Molecular imaging can already be done in air by 
MALDI,  DESI and DART. 

Where does IBA fit in this kaleidoscope of tech-
niques?  IBA typically uses an accelerator which 
needs a hall of at least 200m2,  a footprint well over 
an order of magnitude larger than any of the other 
techniques mentioned – it is necessarily a technique 
with high running costs. What can it do which 
cannot be done reasonably easily by other tech-
niques?  If a materials research organisation (for 
example, a University) were to set up a central 
analytical laboratory to service the needs of all its 
research groups and other collaborators,  would 
IBA be one of the techniques considered "essen-
tial"? 

We believe that modern integrated IBA meth-
ods are exceptionally powerful for a wide range of 
materials problems,  and we will show a number of 
significant examples that exemplify this. 

1.3.   Overview of chapter 

In §§2, 4 we will summarise the nuclear and atomic 
IBA techniques we will be concentrating on,  and 
in §6 we will address their integration.  §3 will 

 
lines has shifted to different frequencies.  However,  the boundary 
between spectroscopy (as in XPS) and spectrometry (as in RBS) is 
ill-defined,  and it is mostly a conventional distinction.   
IV  see Appendix B for a glossary expanding and explaining 
acronyms for complementary characterisation techniques. 
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briefly describe the other IBA techniques,  for a 
more complete overview of the field.  In §5 we will 
discuss the important issue of computer codes used 
in IBA,  together with a further discussion of the 
high accuracy available with these methods. 

A general introduction to the field must mention 
the three IBA Handbooks published over the last 35 
years.  The 1977 "green book" [2] includes a sec-
tion on PIXE which was dropped from the more 
extensive "black book" from 1995 [3].  PIXE is 
restored in the recent 2-volume Handbook [4].  
There have been an almost unbroken series of 
biennial IBA Conferences,  the first of which was 
held in 1973 [5].  Currently the most recent pub-
lished Proceedings are from the Cambridge confer-
ence in September 2009 [6]:  the Proceedings are 
not yet available from the Brazil conference of 
April 2011.  There is also a triennial PIXE confer-
ence series,  the latest of which was in Surrey in 
2010 [7].  Other useful recent reviews include 
Giuntini (2011) on the use of external beams [8]. 

2.   Nuclear IBA depth profiling methods 

Large angle ion scattering was first observed in 
Geiger & Marsden's experiments in 1909 [9],  which 
were interpreted by Ernest Rutherford in 1911 to 
demonstrate the existence of the positively charged 
atomic nucleus [10].  The transition from RBS to 
EBS as the Coulomb barrier is exceeded was first 
demonstrated by Chadwick & Bieler in 1921 (for 
alphas on H [11]).  The wave-mechanical interfer-
ence between identical scattered and recoil nuclei 
due to their indistinguishability was pointed out (for 
electrons) by Mott in 1930 [12] and immediately 
verified using magnetic spectrometers for proton-
proton RBS [13] and EBS (with measurements [14] 
and theory [15]).  Explicit energy spectra were not 
published until the 1950s (in papers on the quantum 
mechanical calculation [16] and analytical chemistry 
[17]).  Davies, Amsel & Mayer point out in their 
nice 1992 "reminiscences" paper [18] that 
J.O.Nielsen observed a beautifully Gaussian implan-
tation range profile of 40 keV Gd in Al in 1956.  But 
the technique did not become useful for materials 
analysis until more convenient silicon diode detec-

tors were available,  with the first paper by Georges 
Amsel on Si diode detectors in 1960 [19] and Turke-
vich's immediate proposal for the Surveyor Moon 
mission in 1961 [20] with the report in 1967 [21].  
Explicit depth profiles were not published until 1970 
[22].   

2.1.   Energy loss 

It was obvious to all the early workers that the 
energy loss of scattered particles represented depth 
in the samples,  and the famous Bragg rule (1905) 
[23] obtained the compound stopping power for a 
fast particle from a linear combination of elemental 
stopping powers.   

To interpret IBA spectra in general it is essen-
tial to have energy loss ("stopping power") data for 
the whole periodic table and all the ion beams of 
interest.   This is a massive task both of measure-
ment and of evaluation against a theoretical model. 
The measurements are difficult to make and the 
model enables both a valid comparison between 
different sets and also extrapolation to materials or 
beams for which measurements are not available. 
Happily this has been done,  with comprehensive 
stopping power databases now available from Jim 
Ziegler's SRIM website [24] [25] [26].  Helmut 
Paul has also recently reviewed this field with 
references to other compilations (H.Paul [27], 
MSTAR, ICRU…) [28]. 

The Bragg rule is an approximation that clearly 
implies that the inelastic energy loss of an energetic 
particle is largely due to inner-shell (strongly bound) 
electrons:  otherwise there would be more noticeable 
chemical effects, which have long been observed 
(Bourland & Powers, 1971, studied alphas in gases 
[29]) but are not large.  For example,  Bragg's rule 
applies even for heavy ions in ZrO2 [30] and TiO2 
[31],  but ~5% deviations were measured for light 
ions in polyvinyl formal [32].  Up to 20% deviations 
can be seen in some cases,  and these are discussed 
in detail in the SRIM 2010 paper [33]. 

In the following we will assume that the analyst 
has good stopping power values.  However, it must 
be pointed out that these are basic analytical data,  
which are not easy to obtain accurately.  Therefore 
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any critical work must take into account the uncer-
tainties deriving from the stopping power database.  
Both Paul's work cited above and the SRIM data-
base give these uncertainties in considerable detail:  
as a rough indication for the reader,  a stopping 
power value is unlikely to be known much better 
than about 4%. 

2.2.   Rutherford backscattering spectrometry  

Rutherford reasoned that the scattering of posi-
tively charged alpha particles must be due to the 
Coulomb repulsion of a (positively charged) atomic 
nucleus.  He therefore derived the simple relation 
for the differential scattering cross-section dσ/dΩ: 

 dσ/dΩ = { Ζ1 Ζ2 e
2 
cosec

2(θ /2) / 4E }2 (1) 

where dΩ is the solid angle at the detector,  θ  is 
the angle of scattering,  E is the particle energy at 
scattering,  Zi are the atomic numbers of the projec-
tile and target nuclei and e is the charge on the 
electron.  This formula was verified in detail by 
Geiger & Marsden in 1913 [34].   

For simplicity,  Eq.1 is written in the centre-of-

mass frame of reference and therefore has no mass 
dependence:  in the laboratory frame it is rather 
more complicated,  usefully given in a power series 
by Marion & Young [35]: 

 dσ/dΩ ≅ { Ζ1 Ζ2 e
2 / 4E }2 {sin

 - 4 (θ /2) - 2 r  - 2  + …} (1a) 
   r  ≡  M2 / M1 (2) 

where M1 and M2 are the masses of the incident 
and target nuclei respectively. 

The Rutherford formula is derived from the Cou-
lomb repulsion of two like charges assuming that the 
two colliding nuclei are bare point charges.  The 
electron screening that must shield the charges from 
each other until the nuclei are in very close proximity 
is usually rather a small effect which was determined 
in adequate detail by Andersen et al in 1980 [36].  It 
is this screening correction that relieves the singular-
ity at θ = 0  where Eq.1 makes the cross-section 
infinite: with no scattering the nuclei are so far apart 
that the nuclear charge is screened by the electron 
shells,  and the cross-section vanishes. 

The scattering event itself must conserve energy 
and momentum,  and thus for an elastic scattering 
event the kinematics give the split of the initial 
energy E0 between the scattered and the recoiled 
nuclei: 

E  ≡  kE0  (3) 
ks = {(cos

 θ  ± (r2 – sin
2θ )1/2)/(1 + r)}2 (4) 

kr = (4r cos
2 φ ) / (1 + r)2 (5) 

where k is known as the "kinematical factor" given 
(in the laboratory frame) for the scattered particle 
(Eq.4) with a scattering angle of θ ,  and the re-
coiled particle (Eq.5) with a recoil angle of φ.  The 
scattering and recoil angles are measured relative to 
the incident beam direction.  Eq.4 is double-valued 
if r < 1; for r > 1 the positive sign is taken.  Thus,  
for a head-on collision with r > 1 (e.g., He RBS),  
θ =180° and ks = {(M2 – M1)/(M2 + M1)}

2.  In the 
case r < 1 (ERD),  there can be no scattering into 
angles θ  > sin

-1 r.  Note that the kinematical factor 
is not a function of beam energy : RBS spectra look 
qualitatively similar for all beam energies. 

Figure 1.  Antireflection coating with alternate zirconia and silica 
layers on float glass.  Normal incidence beam : the line through the 
points is the spectrum calculated for the fitted structure.  The 
surface positions of Hf, Zr, Si, O are shown.  Hf is a normal 
contaminant in Zr.  (From Fig.2 of Jeynes et al, 2000 [37]). 

 
We can now give an example of RBS analysis.  

Fig.1 shows the RBS spectrum from an anti-
reflection coating on a glass substrate,  where the 
coating is about a micron thick : the detailed analy-
sis fits 19 alternating layers of zirconia and silica,  
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where these molecules and the substrate are treated 
as three logical elements for fitting purposes [37].  
Notice that the fit (the line through the data points) 
is extremely good:  this means that the model for 
the fitting is also very good,  in fact,  the layer 
thicknesses are determined with sub-nm precision 
even at the bottom of the coating (for details see the 
paper).  We will discuss this exceptional precision 
below (§5.4).  

2.3.   Elastic (non-Rutherford) backscattering 

Figure 2.  "S-factor" calculated from the AZURE fit to the 
12C(p,γ)13N data of J.Vogl (PhD Thesis, Cal.Tech., 1963) (and 
using the 12C(p,p)12C data of Meyer et al, 1976: see IBANDL 
at www-nds.iaea.org/ibandl).  The red (solid) line indicates the 
best fit including external capture, which the blue (dashed) line 
neglects (reproduced from Fig.3 of Azuma et al, 2010 [40]).  
Note that the S-factor is significant right down to zero energy.   

Figure 3.  Evaluated 12C(p,p)12C elastic scattering cross-
section for θ=180°,  relative to the Rutherford cross-section,  
by Gurbich & co-workers [40]. Note the resonances at 440 
keV and 1734 keV (arrowed).  Downloaded 21 July 2011 
using the SigmaCalc calculator at www-nds.iaea.org/ibandl.   

As the beam energy is increased,  Rutherford's 
approximation of point charges for the colliding 
nuclei fails,  the Coulomb barrier is exceeded, and 
a proper quantum mechanical treatment of the 
interaction must be made.  An estimate of the 
"Actual Coulomb Barrier" was made using optical 
model calculations by Bozoian et al [38] (Appen-
dix 8 of both Handbooks [3] [4]) but the optical 
model does not take into account specific features 
of nuclei (apart from the radius,  A and Z) and the 
“Coulomb barrier” is not an identifiable potential 
useful for calculation [39];  this is emphasised by 
the calculations of the astrophysicists who calculate 
the probability of (p,γ) reactions at stellar tempera-
tures (~10–30 keV!). 

Figure 4.  Evaluated 14N(α,α)14N cross-sections as a function of 
scattering angle, reproduced from Fig.4, Gurbich et al, 2011 [46]. 

 
For example,  the 12C(p,γ)13N reaction is critical 

to understanding stellar hydrogen burning in mas-
sive stars,  initiating the CNO cycle. Fig.2 shows 
the "S-factor" for this reactionV,  near the resonance 
at 461 keV (centre of mass frame),  which is also 
observable in the elastic scattering 12C(p,p)12C 
reaction channel at 440 keV (laboratory frame: see 
Fig.3 [40]).  This S-factor is calculated using the 
AZURE code of Azuma et al [41].  The S-factor is 
the pre-factor in the expression for the cross-
                                                      
V   The ordinate in Figs.2, 4, 26 is in "barns" ≡ 10-24cm2.  The word 
"barn" (as in large farmyard building) is a joke of the nuclear 
physicists,  and according to the Oxford English Dictionary first 
used by Holloway & Baker in 1942 
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section which has an (approximately) exponential 
decrease with energy corresponding to the term for 
tunnelling through the Coulomb barrier.  The point 
is that these cross-sections are dominated by the 
low energy tails of the resonances due to the nu-
clear structure.   

These complicated elastic scattering cross-
section functions can be calculated from nuclear 
models,  using all available nuclear data (not only 
scattering cross-section data).  We have already 
mentioned the AZURE code (see Fig.2).  The 
materials community,  under the auspices of an 
IAEA CRP [42] has built the IBANDL website 
(www-nds.iaea.org/ibandl) which gathers together 
all the relevant cross-section measurements avail-
able [43].  IBANDL also gives access to the Sigma-
Calc calculator (www-nds.iaea.org/sigmacalc) of 
Gurbich [44] [45] which is based on several codes 
in which various nuclear reaction models are im-
plemented, the calculations being performed with 
individual sets of parameters obtained through the 
evaluation procedure for each reaction considered.  
These nuclear models have been used to critically 
evaluate existing elastic scattering (and other) 
cross-section measurements,  enabling nuclear 
parameters to be chosen such that the cross-section 
can be calculated for any scattering angle with a 
much smaller uncertainty than for any particular 
dataset.   

Figure 5.  SigmaCalc calculation of  natMg(p,p) natMg elastic 
scattering cross-section (relative to Rutherford) for θ=180° [47]. 
Downloaded 21 July 2011 from www-nds.iaea.org/ibandl.   

As an example, Fig.4 shows the strong angular 
dependence of the 14N(α,α)14N reaction [46].  It is 

clear that,  were a nuclear model not available,  the 
experimenter would have to rely on measured 
cross-sections only,  and would be forced either to 
make measurements for the experimental geometry 
used,  or set the scattering angle to match the 
existing measurements.  

Fig.5 shows the evaluated elastic scattering 
cross-sections for protons on natural magnesium,  
relative to Rutherford,  with a benchmark meas-
urement shown in Fig.6 [47].  Note the exception-
ally strong and sharp resonance at 1483 keV. It is 
not trivial to calculate spectra which involve cross-
sections with such sharp resonances, and special 
methods need to be used [48]. 

Figure 6.  Benchmark EBS measurement of bulk magnesium 
showing strong resonances at 1483 and 1630 keV (from Fig.3 
of Gurbich & Jeynes, 2007 [47]).  An O peak from the surface 
oxide and a C peak from surface contamination are visible. 

 
For both 12C and natMg elastic scattering (p,p0) 

cross-sections,  optical model estimates of the 
"actual Coulomb barrier" energy are wildly wrong,  
as expected [39],  and as is clear from Table 1 
which gathers available data together to estimate 
the minimum beam energy where the (p,p) cross-
section differs significantly from Rutherford: the 
value of 4% deviation is chosen because it is not 
presently possible to specify the value at 1% (or 
even 2%) deviation with any confidence.   

2.4.   Elastic recoil detection 

Eq.5 shows the kinematical factor for the recoil ion 
in the scattering event.  In every elastic scattering 
event the kinematics requires that the target atom is 
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recoiled with significant energy.  If the target is 
thin,  or the geometry is appropriate,  such a recoil 
particle could escape the sample and be measured.   

Figure 7.  6 MeV 35Cl ToF-ERD analysis of a 15 nm 3-layer 
oxide/nitride stack (SiO2 8nm / Si3N4 5nm / SiO2 2nm / Si 
substrate).  The analysis is repeated with the surface oxide 
etched off. Above: Time of flight spectra with 38.2° detector 
angle and 3.6° exit (beam take-off) angle.  Both scattered 35Cl 
and recoiled Si, O, N, C and H can be seen.  Below:  Recon-
struction of depth profile for unetched and etched samples. The 
N profile for the etched sample is marked "shifted" and aligns 
with original N profile.  Reproduced from Figs.1&2 of Brijs et 

al (2006) [53]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The earliest example of ERD,  from the Mon-

tréal group in 1976,  used a transmission target and 
a normally incident 35 MeV 35Cl beam to detect Li 
recoiled from a LiF target [49],  obtaining a depth 
resolution of 24 µg/cm2 of copper.  In 1998 Dollin-
ger et al [50] used a 60 MeV 127I23+ beam on a thick 
HOPGVI sample tilted at >85° to the beam and a 
recoil angle of 10°,  and energy analysed recoiled 
12C5+ ions with a magnetic spectrograph.  They 
were able to distinguish the first four or five atomic 

                                                      
VI HOPG: highly oriented pyrolytic graphite 

layers,  but noticed that the HOPG damaged rapidly 
under the beam with a sputter yield of 500/ion.  
This analysis gave a depth resolution of 73 ng/cm2 
of C.  There are many subtleties of this complex 
measurement,  which have been analysed in detail 
by Szilágyi [51].  One good reason for the growing 
interest in much lower energy beams for ERD is 
specifically that they are much less damaging,  and 
the prospects for low energy ERD are reviewed by 
Döbeli et al (2005) [52]. 

Figure 8.  241 MeV 197Au ERD of YBCO/MgO using a gas 
ionisation (E-∆E) detector.  The scattered Au signal is kine-
matically forbidden.  Reproduced from Fig.3 of Timmers et al 
(2000) [61]. 

Because ERD typically (with thick targets) uses 
glancing beam incidence and glancing recoil exit 
angles,  the resultant energy spectra have a significant 
component of plural scattering events.  These will be 
considered in more detail in §5,  but simple single 
scattering calculations that have dominated the inter-
pretation of IBA data last century are not accurate 
enough to account for the detail of most ERD spectra. 
Fig.7 shows ERD from a study comparing the best 
depth resolution available from a ToF-ERDVII system 
using a 6 MeV 35Cl beam,  with high resolution SIMS 
and high resolution RBS (using a magnetic spectrome-
ter) [53].  With ToF-ERD a low energy beam is prefer-
able since then the flight time is long compared to the 
time resolution of the system.  This 2006 study high-
lights the need to interpret ERD spectra more closely,  

                                                      
VII ToF: "time of flight":  in this case the "spectrometer" has a 
flight tube (the "telescope") with a foil at the entrance that the 
particle must pass through,  thus giving a "start" signal,  and a 
detector at the end which gives a "stop" signal.   
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taking plural scattering properly into account.  It shows 
that the apparent resolution of the N signal does not 
behave simply since it does not look significantly 
worse for a buried layer.  However,  a depth resolution 
<1 nm is readily available near the surface. 

Detectors for ERD pose interesting problems.  
The ubiquitous Si diode detectors work,  but their 
energy resolution gets much worse for heavy recoil 
ions.  Unfortunately,  they are also susceptible to 
radiation damage,  so for heavy ions they don't 
work for long!  Si detectors have the great virtue of 
simplicity,  but they have to be used with a so-
called "range foil" to range out the forward scat-
tered (relatively heavy) beam,  and therefore simple 
range foil ERD has two major disadvantages: the 
loss of energy resolution due to the energy straggle 
and thickness inhomogeneity of the range foil [54],  
and the intrinsic indistinguishability of the signals 
for the various different recoiled target elements.  
Contrast this with both of Figs.7&8 where the 
detector distinguishes the different elements.   

Nevertheless,  for many purposes,  especially H-
isotope analysis (for which a He or Li beam is ideal :  
following a proposal in 2000 [55] there were two 
round robin reports in 2004 [56][57]),  range foil 
ERD with a Si detector remains very convenient and 
powerful.  It is worth underlining the value of He-
ERD for profiling H isotopes. Hydrogen is difficult 
to analyse with other methods,  and it is a very 
important element in materials science.  He-ERD 
was developed [58] and optimised [59] very early 
for H-profiling;  it can very easily be used self-
consistently with RBS to solve complex materials 
problems such as the formation of a-GaN by implan-
tation of Ga into SiNx:H [60]. 

ToF-ERD does not have the same problems,  but 
(as with every telescope detector) the throughput is 
limited since there should only be one ion in the 
detector at a time;  of course the longer the detector 
is, the better the time resolution – equivalent to 
energy resolution.  Gas ionisation detectors have a 
very long history,  and have also been highly devel-
oped for ERD.  They have the huge advantage that 
they are completely impervious to beam damage,  
since the gas can be changed continuously.  Fig.8 
shows the E-∆E signal for such a detector using 241 

MeV 197Au ERD of a superconducting YBa2Cu3O7-δ 
film on a MgO substrate [61].  The scattered Au 
signal is forbidden since for this detector angle the 
solution of Eq.4 is imaginary. 

The energy resolution of gas ionisation detec-
tors has always been limited by the entrance win-
dow,  which needs to be strong enough to withstand 
the (usually) atmospheric pressure of the gas.   
Recently, ultra-thin silicon nitride windows have 
been introduced,  together with dramatic simplifi-
cations in the design which have been demon-
strated to be nearly as good as more complex 
designs for low energy ERD [62].  These detectors 
can also be used for heavy-ion RBS,  and have an 
energy resolution better than that of silicon for 
beams heavier than He.  For He the resolution is 
comparable.  Not only can these detectors support a 
very high count rate,  they are also insensitive to 
light making them usable at high temperatures. 

Finally,  we should mention the ultimate sensi-
tivity for hydrogen of < 5.1016H/cc in polycrystal-
line diamond,  obtained at the 15 MV supercon-
ducting tandem SNAKEVIII facility in München 
[63].  This was on diamond slices 55 µm thick 
using a 17 MeV H+ microbeam and detecting H 
forward recoils and H forward scatters in coinci-
dence.  In a 3-D analysis they were able to demon-
strate that H was located (in very low concentra-
tions!) at grain boundaries.  Note that the forward 
recoils are indistinguishable from the forward 
scatters,  and this gives the Mott quantum interfer-
ence term to the scattering cross-section function 
[12]. 

Nuclear reaction analysis 

Ernest Rutherford first observed nuclear reactions,  
using the 4.87 MeV α particle from 226Ra on nitro-
gen gas:  the 14N(α,p)17O  reaction has a Q-value of 
-1.19 MeV,  so fast protons were visible [64] [65].  

                                                      
VIII SNAKE: Superconducting Nanoscope for Applied nuclear 
(KErn-) physics.  This pp coincidence technique has to take 
account of the quantum mechanical indistinguishability of the two 
protons:  the interference effects significantly change the differen-
tial scattering cross-sections (see Mott, 1930 [12])! 



 Ion Beam Analysis 9 
 

Later,  Cockcroft and Walton were the first to use 
an accelerator for nuclear reactions,  demonstrating 
the 7Li(p,α)4He reaction [66] (for which the 
Q-value is 17.347 MeV) which has a non-zero 
cross-section down to very low energies (0.27 
mb/sr at 430 keV [67]). The so-called "Q-values" 
of these reactions are determined by the mass 
differences,  and can readily be calculated [68] 
using Einstein's E = m c

 2 relation.IX 

Figure 9.  Determination of oxide growth mechanism by 
NRA.  Narrow resonance nuclear reaction profiling using the 
18O(p,α)15N resonance at 151 keV of SiO2 films on SiC and Si.  
Oxidation was started in 16O and then completed in 18O.  The 
18O migrates to the surface and the interface during oxidation.  
The numbers on the figure show the areas under the peaks.  
Reproduced from Vickridge et al (2002), Fig.2 [69]  

Fig.9 shows an interesting example of the use of 
NRA methods to determine growth mechanisms. In 
this case the 18O(p,α)15N reaction was used near the 
extremely sharp resonance at 151 keV [69]. Note 
that sharp resonances allow very high depth resolu-

                                                      
IX  The notation (for example) 18O(p,α)15N means that a proton 
("p") beam is used;   it strikes target atoms 18O;  the reaction 
annihilates the proton which combines with the 18O to form 19F in 
an excited state;  the excited 19F relaxes by splitting into an alpha 
particle and 15N,  together with 3.98 MeV of energy (the "Q-
value") which is split between the resultants using kinematics 
(conservation of energy and momentum).  Thus,  the alpha comes 
off very fast and can readily be recognised and counted. 

tion near the surface.  The beam energy is varied to 
collect an "excitation curve":  this puts the reso-
nance at various depths in the sample given by the 
energy loss,  and the depth profile can then be 
reconstructed.  

A similar analytical problem involved the tri-
bology (wear resistance) of low-carbon steels,  for 
which nitrogen ion implantation is used.  To profile 
15N implanted into spherulitic cast iron (with heat 
treatment) the 15N(p,αγ)12C reaction at the strong 
898 keV resonance was used [70].  In this case the 
γ-rays were counted.  This material is inhomogene-
ous both laterally and in depth, being full of graph-
ite nodules.  The analysis used a microbeam to 
profile nitrogen separately in the nodules and in the 
iron matrix (awkward,  since because of the large 
chromatic aberration of the focussing lenses, every 
energy change required the beam to be refocussed).  
This showed that although N is mobile in Fe,  it is 
relatively immobile in C. 

There are many nuclear reactions that can be 
used.  Both particle and photon reaction products 
are available,  and cross-sections for these reactions 
can be calculated using optical model or R-matrix 
methods.  Some evaluated (d,p) and (d,α) reactions 
can already be found in IBANDL,  and some (p,γ) 
reactions have also been analysed.  Of course,  
measured cross-sections can be used for analytical 
purposes,  or reference standards can be used for 
relative measurements. The IAEA has established a 
new CRP to create a database for PIGE [71] as it 
has already done for EBS [42]. 

3.   Other IBA methods 

Ion beam methods are not only used for thin film 
depth profiling,  and depth profiling itself comes in 
various flavours.  In this section we will (too 
briefly, alas) review a variety of other major tech-
niques that should not be ignored. 

Methods are available to investigate various as-
pects of crystals including : lattice site location and 
damage, and the true structure of the surface (using 
ion channelling,  see §3.1, §3.3); and electrically 
active defects (using ion beam induced charge 
measurements,  see §3.5).   
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Low energy beams (requiring completely dif-

ferent detectors) can be used for sensitivity to the 
true surface (LEIS, see §3.2),  and a sensitivity to 
the first few atomic layers (MEIS, see §3.3).  These 
low energy RBS techniques can also be used for 
ultra-high resolution thin film depth profiling. 

Depth profiling itself is regularly done today 
with a low energy sputtering ion beam (SIMS, see 
§3.4).  We briefly review this important IBA topic 
even though the main focus of the present work is 
MeV-IBA.  SIMS is important,  not only because it 
is a standard and widespread technique but because 
MeV-SIMS is a very interesting new technique 
giving molecular information that may prove as 
powerful as MALDI. 

Figure 10. Projection of 3 calculated trajectories of 1 keV Cu 
incident (at points marked with stars) along the <001> direc-
tion of a face centred cubic Cu crystal.  The trajectories for 250 
collisions are shown and the truncated Bohr potential is used. 
Reproduced from Fig.2 of Robinson & Oen 1963 [76]. 

3.1.   Crystalline damage and impurities 

If an energetic ion beam is aligned with a major 
axis of a crystal it will "see" a significantly lower 
stopping power in the so-called channels between 
the strings of atoms.  Moreover,  a slightly mis-
aligned beam will experience a focussing effect 
which tends to keep it in the crystal channel. It is 
this focussing effect that is called channelling.  
Stark & Wendt suggested the existence of this 
effect in 1912 [72],  but Davies, Amsel & Mayer 

tell us [18] that it was first observed by Bredov & 
Okuneva in 1957 [73], but they didn't recognise it, 
misinterpreting their data. It was in 1963 that the 
first channelling measurements were published by 
Davies and co-workers [74],  who observed the 
exponential channelling tails of the implant profiles 
of 210 keV 222Rn in polycrystalline Al by using the 
alphas emitted by the implanted radon.   

Figure 11. 1 MeV proton RBS of 1015Sb/cm2 implanted at 
40 keV into silicon and annealed at various temperatures. 
Channelling (in <111> direction) and non-aligned spectra are 
shown. Reproduced from Fig.1 of Eriksson, Davies, Mayer et 

al, 1967 [75]. 

Robinson & Oen's Monte Carlo calculations of 
the channelling effect also published in 1963 [76] 
showed that the exponential implant tails were 
expected.   Fig.10 very clearly demonstrates the 
focussing effect of the channels in a crystal for low 
energy (1 keV) incident Cu atoms.  In non-aligned 
directions,  such an energetic beam would normally 
have a range of 1.2 nm,  but the trajectories shown 
in this figure have a range of about 30 nm.  Knowl-
edge of the energy loss of ion beams channelling in 
single crystals is important when the depth distribu-
tion of impurities and defects is of interest,  and 
this was explicitly considered by Kótai in 1996  
[77]. 
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Figure 12.  Image (about 3 mm square) of circular damage 
tracks in a silicon sample turned on a lathe.  1.2 MeV 4He+ 
channelled normal to the sample and focussed to a 40 µm spot. 
Signal is the low-energy part of the RBS Si signal:  high yield 
means high damage. 128x128 pixels, 0.15 nC/pixel, pixel area 
(23.4 µm)2. Reproduced from Fig.4 of Jeynes et al, 1996 [85] 

Lindhard published his complete theoretical 
treatise on channelling in 1965 [78] but it was in 
1962 that channelling experiments were first done 
using all three major IBA techniques: NRA, RBS 
and PIXE.  Blocking was also demonstrated in 
1962 to validate Lindhard's reversibility theorem 
between channelling and blocking.  Channelling 
found an immediate use in the investigation of 
semiconductor doping by ion implantation and 
annealing.  Fig.11 shows an early measurement of 
this annealing process. 

There is now a very large literature on channel-
ling (see Handbooks).  As an indication of the 
range of possibilities we mention : channelling to 
determine the defect profiles and defect type in a 
study of implanted CdTe [79] with quantitation by 
the code DICADA (see [80] for recent develop-
ment of this code);  also lattice site location of Ni 
(at low concentration <5 mg/kg) in diamond by 
PIXE channelling [81].  Monte Carlo codes for 
channelling include FLUX [82] and CASSIS [83]. 
RBX is an analytical general purpose IBA code that 
also able to calculate defect depth profiles and 
simulate channelled spectra [84]. 

Fig.12 shows an image of the spatial distribu-
tion of crystalline damage in silicon turned on an 

ultra-stiff lathe by a single-point diamond tool,  
where a scanning microbeam is used to form the 
image [85].  In this case channelling conditions 
were maintained over the scan area by rocking the 
beam about the principal axis of the Russian quad-
ruplet focussing magnet using a dog-leg electro-
static scanner before the magnet.  Different depths 
of cut can be seen on the image:  in this work 
amorphous layers up to 350 nm thick are observed,  
together with dislocation arrays of about 5.1010/cm2 
under the amorphous region (quantified with the 
DICADA code).  This is an example of plastic 
deformation in a brittle material. 

3.2.   Catalysis and related studies (LEIS) 

RBS spectra can still be obtained for very low 
energy ion beams of a few keV;  this is now called 
"low energy ion scattering".  LEIS was first shown 
to be a technique selectively sensitive to the true 
surface (the outermost atomic layer) in 1971 [86].  
In this sort of analysis one must use electrostatic 
detectors, which rely on ion focussing in electric 
fields, instead of semiconductor diode detectors 
sensitive to energy loss.  Historically, rather simple 
detectors were used which had a low effective solid 
angle:  thus counting times were relatively long and 
beam damage severely limited the usefulness of the 
technique.  But in 1992 an efficient electrostatic 
detector called EARISSX was reported with orders 
of magnitude better sensitivity [87] [88].  This has 
enabled the rapid development of a technique very 
powerful in applications which require knowledge 
of the true surface (the outer atomic layer).   

Fig.13 shows typical LEIS spectra,  using the 
high sensitivity detector,  from a simple recent 
overview aimed at catalysis applications [89].  The 
well defined peaks have an area proportional to the 
number of scattering centres in the outermost 
atomic layers,  and the collection times for these 
spectra was only a few minutes, giving minimal 
beam damage (sputtering only <1% of the outer-
most monolayer).   

                                                      
X EARISS:  energy and angle resolved ISS 
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Figure 13.  LEIS of a mixed oxide catalyst using a beam of 
3 keV He+ (above) and 3 keV Ne+ (below).  The well-defined 
peaks are from single scattering events at the outer atomic 
layer.  The heavier Ne+ beam has mass resolution for  Mo/Te 
but is not sensitive to the light O.  Reproduced from Fig.2 of 
ter Veen et al (2009) [89] 

 

3.3.   Surface reconstruction studies (MEIS) 

The FOM group in Amsterdam developed medium 
energy ion scattering in the 1970s, as a develop-
ment of the channelling science worked out in the 
1960s [90].  They realised that the details of the 
scattering would give valuable information about 
surface relaxation effects in crystals.  In particular,  
LEED data for Cu, Ni and Al crystals were am-
biguous and appeared to contradict theory,  and 
another experimental probe was sought. 

The low energy LEIS signal in Fig.13 is due to 
more complex scattering events.  LEIS necessarily 
uses an electrostatic detector,  which means that 
the detected species must be an ion.  Therefore the 
details of the neutralisation and re-ionisation of the 
scattered particles are essential to the technique.  
These have been comprehensively reviewed re-
cently by Brongersma et al, 2006 [91].  It turns out 
that the observed fact that there usually appears to 

be little or no matrix effect on the binary collision 
peak area (for a comprehensive list of literature on 
this see Table 9.1 of [90]) is rather surprising and is 
still not well understood.  Nevertheless,  the behav-
iour of the LEIS signal is well-understood in a wide 
variety of applications.  Noble gas primary ion 
beams are used because they are readily neutralised 
in sub-surface interactions,  and hence give well-
defined binary scattering peaks. 

Figure 14. Shadow and blocking cones typical of 200 keV 
proton MEIS.  Reproduced from Fig.19 of Turkenburg et al, 

1976 [91] 

 
Fig.14 shows the shadow cone for an incident 

beam entering from the top (left) and passing close 
to a scattering centre (#1).  The scattered beam will 
in its turn be blocked by a second scattering centre 
(middle; #2).  The blocking and shadow cones are 
different phenomenologically – it is the blocked 
beam that is detected,  and therefore the detected 
beam will have low yields in the blocked direc-
tions.  There is also a real difference,  since the 
shadow cone is for a parallel beam,  where the 
blocking cone is for a beam scattered from a scat-
tering centre that is close.  But both effects rely for 
their detection on atomic coordination given by the 
crystal symmetry.  The authors make it clear, for 
example,  that there will be yield from the atoms 
near the surface which,  relative to the beam,  
shadow the coordinated strings of atoms behind 
them,  whereas no yield is expected from the shad-
owed strings.  But the blocking effects give valu-
able information about correlations in the surface 
as well.  

Fig.15 shows a recent example of a joint 
MEIS/LEIS study of the position of Sn atoms on 
the surface of Cu crystals,  and the rearrangement 
of the Cu atoms that this implies [92].  Both MEIS 
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and LEIS (CAICISS) are needed to resolve this 
complex structure;  and AES with LEED are used 
in both instruments as monitors of, respectively, 
surface cleanliness and Sn deposition thickness.  

Figure 15.  MEIS of 100 keV He incident in the <112> 
direction on a (100) surface of a Cu crystal with sub-
monolayer Sn coverage.  The surface signals of the Cu and the 
Sn overlayer are marked,  as is the blocking dip for 90° 
scattering.  Reproduced from Fig.3 of Walker et al, 2011 [92] 

 

3.4.   Sputtering methods (SIMS) 

Secondary Ion Mass Spectrometry (SIMS) uses 
energetic ions to sputter the surface material from a 
sample. The ejected material is collected with the 
aid of a mass spectrometer to determine the con-
stituent make-up of the sample.  

Fig.16 sketches a SIMS tool:  this technique hs 
been well established for three decades [93] but is 
still under vigorous development.  In particular,  
high throughput ToF instruments [94] are becom-
ing available with a continuous primary beam and a 
pulsed spectrometer [95].  Other recent work 
includes complementary SIMS/LEIS to effectively 
follow the operation of electrochemical systems 

(eg: fuel cells!) by isotope exchange depth profiling 
[96],  ultra-low energy SIMS for reliable depth 
profiling close to the surface (in this case for the 
tarnishing of silver coating layers on cultural heri-
tage samples) [97],  and high resolution EELS 
analysis of an adhesion problem to complement 
previous (inconclusive) ToF-SIMS work [98]. 

Figure 16. Simple schematic of a SIMS system.  The scanning 
ion beam (typically 250 eV – 40 keV O- or Cs+) sputters the 
target.  Sputtered ions are extracted into the MS (quadrupole or 
magnetic sector or ToF are used).  The electron flood gun is 
used for charge compensation of insulating samples. 

 
Static SIMS is a surface-sensitive technique 

where the primary ion fluence is kept below the 
static limit; the fluence at which less than 10% of 
the surface atoms have been displaced by the 
primary ion beam, typically less than about 
1012 ions/cm2,  ensuring  that the signal is from 
undamaged material. In Dynamic SIMS the sample 
is eroded by the sputtering beam and the mass 
spectra are recorded as a function of time,  giving 
the elemental depth profile. Some molecular depth 
profiling is also available since sputtered ions show 
a molecular fragmentation pattern characteristic of 
the target.  Some SIMS systems have been devel-
oped with both high flux (dynamic) and low flux 
(static) ion guns. 

SIMS is not usually a fully quantitative analyti-
cal technique because the ionisation probability of 
the sputtered particles can vary by orders of magni-

tude,  depending on the details of the surfaces.  
Moreover,  not only are sputter rates for dynamic 
SIMS strongly composition-dependent,  but also 
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there are a variety of sputtering artefacts that can 
significantly modify the composition of the instan-
taneous surface.  These problems are all particu-
larly acute at interfaces.  However,  the SIMS 
community has succeeded in full quantification 
(with reference to certified standards) for many 
important materials systems. 

Figure 17. The natural log of the normalized yield of the 
protonated leucine ions (132 amu) plotted as a function of the 
total number of incident ions (10 MeV 16O4+). Reproduced 
from Fig.1 of Jones et al (2011) [106] 

 
A number of variations of the SIMS technique 

are in use to increase the fraction of secondary ions 
or to analyze all of the sputtered particles. Matrix 
Assisted SIMS uses a matrix (as MALDI – see 
below) to substantially increase the sputtered ion 
fraction. Meta-SIMS uses metallic nanoparticles 
deposited on the surface to again enhance the yield 
of ionized particles emitted. Secondary Neutral 
Mass Spectrometry (SNMS) uses a post-ionization 
chamber to ionize the neutrals sputtered from the 
surface. There are many more variants and combi-
nations which are not really the focus of this chap-
ter and the interested reader is directed to the 
various review articles and conference proceedings 
available:  see for example the excellent old review 
of depth-profiling SIMS from 1982  [99], a recent 
review of depth-profiling SIMS using molecular 
beams [100],  and a recent textbook [101].  

Although SIMS is not a traditional MeV-IBA 
technique,  MeV heavy ions were used in the 1970s 
to sputter molecules from insulating materials in a 
technique known as PDMS [102].  PDMS instru-

ments were made using the fission fragments 
generated from a 252Cf as a source of heavy ions,  
but it was found that a laser could effectively 
substitute for the radioactive source. The resulting 
technique,  MALDI,  has proved very successful,  
especially for biomolecules [103]. Recently it has 
been demonstrated that SIMS with an MeV pri-
mary ion beam can be used to generate molecular 
concentration maps on surfaces [104], this is the 
first use of "MeV-SIMS". Employing relatively 
light ions such as 16O at 10 MeV it has also been 
shown that MeV-SIMS, RBS, and PIXE spectra 
can all be recorded simultaneously with the same 
primary ion beam [105]. 

Figure 18.  Molecular Dynamics simulations showing volume of 
ejected and fragmented molecules after 10 keV fullerene impacts 
in solid benzene,  and after the energy loss expected from 6 MeV 
O impacts into 10 benzene layers on a silver substrate. 

 
Recent work [106] has demonstrated that the 

damage cross-section of a sample of leucine (an 
essential amino acid) deposited on silicon caused 
by a 10 MeV 16O4+is comparable to that of conven-
tional SIMS [107] using keV Ar+ ions – 
1.3x10-14 cm2. This is shown in Fig.17 where the 
logarithm of the leucine signal is plotted as a func-
tion of time. The signal decays as the molecular ion 
is fragmented by the primary ion beam. 

The advantage of using low mass primary ions 
(eg. 6 MeV O) is that it is possible to also obtain 
simultaneous RBS and PIXE spectra and images 
with the same beam and hence at the same time 
(see Fig.5 of [105] for example). Experiments 
using higher mass primary ions (Cu) show substan-
tially higher molecular yields and much lower 
fragmentation than has been achieved using low 
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energy cluster ions. The relative yield of a fragment 
peak (at m/z = 147 Da) to the principal peak (at 
m/z = 1047 Da)  for an angiotensin II sample using 
a 6 MeV Cu4+ ion has been found to be up to 100 
times that obtained using a 30 keV Bi3

+ cluster (and 
40,000 times greater than for 30 keV Bi+) [108]. 

Figure 19. Depth profiles obtained from molecular fragment 
signals characteristic of fingerprint and ink. On the left the 
fingerprint is deposited over ink and on the right the ink is 
drawn over the print.  That these cases can be distinguished has 
importance in forensics applications.  Reproduced from Fig.4 
of Bailey et al, 2010 [110] 

Simulation and modelling suggest that the proc-
ess by which large molecular ions are ejected from 
the surface of molecular materials is similar for 
both MeV ion and keV cluster ion impacts (for the 
latter,  see [109]).  In Fig. 18 the volume of ejected 
and fragmented molecules is shown as predicted 
from Molecular Dynamics (MD) computer simula-
tion for impacts on a frozen benzene (C6H6) target 
with keV cluster (C60) and representative MeV 
ions. As can be seen,  the ejection of material is 
from a conical region in both cases and the frag-
mentation occurs in a cylindrical region about the 
path of the impinging ion. The significant differ-
ence between the two results is that the length of 
the fragmentation cylinder is much longer for the 
MeV ions and the passage of the MeV ion causes 
substantial break-up of the molecular target over 
most of the pathlength of the ion. The path length 
of the keV cluster is relatively short,  with the 
fragmentation cylinder also being short and barely 
extending below the ejection cone. 

The implication of this is that depth profiling of 
molecular solids using keV cluster ions is feasible, 
with the possibility of maintaining reasonable 
signals from the principal sputtered molecular ion 
over large depths into the material. With MeV ions 
however, the molecular material will fragment at 
large depths and only lower mass fragments of the 

target should be observable as the sputtering pro-
ceeds. This has been borne out in experimental 
work using this technique in which molecular 
images of doped fingerprints on paper over and 
under ink were analyzed [110].  Fig.19 shows the 
fragment signals of the molecular material repre-
sentative of ink and fingerprint as they were fol-
lowed to obtain depth profile information. 

Figure 20.  Above:  Map of the hole mobility in Cd0.9Zn0.1Te 
(with Au contacts) obtained from 2 MeV proton microbeam 
IBIC with spot size 2.5 x 2.5 µm.  Below: Variation of hole 
mobility along the vertical white line in the map. Reproduced 
from Veale et al, 2008 [115] 

 
One of the great potentials of MeV-SIMS is that 

it can in principle be used in air,  as MALDI is 
already. This is by no means simple but measure-
ments have already been achieved at base pressures 
up to ~100 Pa (~1 mbar) [111]. The main difficulty 
is that of maintaining a high spatial resolution 
through air of such high mass ions;  this means that 
the sample must be placed very close to the exit 
nozzle of the MeV-ion beamline,  and then there is 
very little space left for the spectrometer. 
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3.5.   Electrical characterisation (IBIC) 

Ion beams striking a semiconductor will deposit 
electron-hole pairs all down the ion track.  If these 
charge carriers experience an electric field then 
their subsequent drift results in a current and hence 
a signal on the device output terminals, similar to 
the operation of conventional semiconductor parti-
cle or photon detectors. In this case single ion 
impacts are detectable,  and only very low beam 
currents are needed.  In any case,  higher beam 
currents would introduce noticeable damage into 
the detector!  An application of IBIC (ion-beam-
induced charge) was first reported in 1992 [112]. 

The ion beam induced charge (IBIC) in the de-
tector is immediately visible as a mirrored charge 
on the device output terminals (the Shockley Ramo 
Theorem [113]),  and monitoring the size and time 
evolution of the IBIC signal gives valuable infor-
mation about the electrical quality of the device.  
The technique is typically used in microbeam 
imaging mode to investigate the spatial variations 
of charge transport properties, like the charge 
carrier lifetime and velocity,  and to correlate those 
variations with other imaging techniques. Detailed 
analysis as a function of applied bias often enables 
the researcher to infer information about the inter-
nal electric field profile,  hence also the space 
charge and details on carrier drift or diffusion (see 
[114] for an example involving angle resolved 
IBIC analysis of 4H-SiC Schottky diodes). When 
analyzing IBIC images, it is important to be aware 
that the volume that contributes to the formation of 
the signal is not limited to the range of the ion or its 
knock-on effects. On the contrary, the probed 
volume consists of all areas that the charge carriers 
drift through. Consequently the “spatial” resolution 
will vary with drift length and is often dominated 
by charge carrier diffusion rather than the ion beam 
diameter.  Fig.20 shows the spatial variation of hole 
mobility in a high resistivity (1.3.1010Ω.cm) CZT 
device,  obtained by mapping the charge collection 
efficiency as a function of bias voltage and then 
obtaining the mobility pixel-by-pixel from a Hecht 
analysis [115]. 

The corresponding electron mobility map for 
this device is very uniform,  showing the uniform-
ity of the electric field strength of the applied bias.  
Therefore,  the non-uniformity of Fig.20 must be 
attributed to large scale variations of either drift 
mobility or carrier lifetime in the bulk material.  
Both of these can also be mapped,  giving much 
detailed and valuable information about the type of 
crystal defects in the device as a function of posi-
tion.   

Due to the low beam currents used, IBIC can 
often be considered as non-destructive. Radiation 
damage can however affect the IBIC signal as 
damage typically induces additional electrically 
active defects that can modify both the carrier 
lifetime and mobility,  and often also the space 
charge in the sample ([116]:  in this case divacancy 
traps are produced by the beam).   

During an IBIC experiment the charge carriers 
are generated deep (tens of microns underneath the 
sample surface) compared with the equivalent 
electron beam technique (EBIC) which only probes 
near the surface [117],  just under the contact 
electrode and in some cases not even penetrating 
the electrode.  In contrast, the deep interaction of 
the ion with the sample has even enabled research-
ers to probe buried structures in semiconductor 
devices (power devices [118] and MOS devices 
[119]). Typical EBIC experiments operate in con-
tinuous current mode (compared to pulse-by-pulse 
or ion-by-ion acquisition of the IBIC signals) and 
thus cannot analyse the transient current response 
to each interaction. But similar information to IBIC 
can be gained from XBIC experiments that are 
typically carried out with highly focussed 
monoenergetic X-ray beams available at synchro-
tron facilities (for example described for diamond 
devices in [120] [121]). The synchrotron source 
typically provides bunches of photons whose time 
structure and intensity depends on the source itself. 
If the bunch structure is short enough, similar time 
resolved information (lifetime and velocity pro-
files) can be gained as in an IBIC experiment (for 
CZT [122]). The X-ray energy range typically 
employed is in the order of tens of keV, which 
means that charge carriers are often generated 
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throughout more than a millimeter of the sample 
thickness. This often makes the experimental 
separation of electron and hole contributions to the 
signal impossible in thin samples, however X-ray 
induced charge carrier densities are lower com-
pared to ion beam irradiation and therefore drift 
velocities extracted are less likely to be influenced 
by shielding of the effective fields due to the pres-
ence of the generated charge itself (subject to a 
sufficiently low X-ray flux). Both techniques 
require significant infrastructure and running costs 
and whether IBIC or XBIC is the method of choice 
will depend on the details of each individual study. 

4.   Particle-induced X-ray emission 

In a landmark pair of papers rapidly following 
Bohr's 1913 publication of his model of the atom,  
Henry Moseley investigated the characteristic 
X-rays produced when materials were bombarded 
with cathode rays (electrons).  Since electrons are 
particles too,  this is the first report of PIXE.  In the 
first paper [123] he described the spectrometer (a 
crystal of potassium ferrocyanide),  and pointed out 
that his "elemental" targets were contaminated with 
impurities saying,  presciently: "The prevalence of 
[X-ray] lines due to impurities suggests that this 
may prove a powerful method of chemical analy-
sis." 

In his second paper [124] he systematically 
measured K- and L-series wavelengths (see 
Fig.21).  The first report of α-PIXE was by 
Chadwick in 1914 [125].  But Charles Barkla is 
responsible for the first recognition of characteristic 
X-ray lines of elements,  for which he received the 
1917 Nobel Prize : it was in his 1911 paper that he 
first named X-ray "fluorescence",  and introduced 
the "K" and "L" notation : mid-alphabet letters 
being used since both longer and shorter wave-
lengths were expected [126]!  

The first report of modern PIXE using cooled 
Si(Li) detectors [127] was by Johansson et al in 
1970 [128] who suggested that trace-element 
detection limits could be as low as ng/g, and ana-
lysed air pollution samples as an example.  This 
rapidly led to a report of the variation of trace metal 

concentrations along single hairs [129].  Other 
highly cited examples using microbeam PIXE 
include measuring concentration gradients of 
pollutants in aqueous systems [130] and measuring 
the absence of Al in Alzheimer's disease samples 
[131] (see Fig.22). 

Figure 21:  Henry Moseley's measurement of characteristic 
X-ray energies.  Adapted by R.Nave [132] from Fig.3 of 
Moseley (1914) [125] 

 

 

Moseley used wavelength dispersive spectrome-
try (WDX) which is a high resolution technique 
quite capable of picking up differences in the 
electronic structure of the atoms due to different 
bonding states.  This valence information is regu-
larly used in EPMA,  the electron spectroscopies 
(XPS, AES),  and the absorption spectroscopies 
(EELS, XAS).  It can also be used in PIXE if a high 
resolution detector is used,  which could be WDX  
[133] [134],   or one of the new high resolution 
calorimetric EDS detectors [135].  Of course,  high 
resolution also allows disentangling of overlapping 
peaks which often occurs,  especially for the L 
lines,  and is one main cause of the degradation of 
sensitivity [136]. 



18 Jeynes,  Webb & Lohstroh 

 
Figure 22. Scanning 3 MeV proton microbeam STIM, PIXE 
and EBS images (100 µm x 100 µm) from sections of un-
stained post-mortem tissue of a patient suffering Alzheimer's 
disease. The spot size was 1 µm x 1 µm.  Above: STIM map of 
region containing neuritic plaque;  Below: Maps of the same 
area for P & S (PIXE),  and C & N (EBS). Reproduced from 
Fig.2 of Landsberg et al, 1992 [132] 

   
Three physical effects have to be quantified to 

use PIXE for analysis:  the ionisation cross-section,  
the fluorescence probability,  and the mass absorp-
tion;  these are all quite complex and need describ-
ing separately.  To this needs to be added the 
energy loss of the incident particles in the sample,  
which is of course exactly the same as for the 
particle reaction techniques (see §2.1).  We should 
note here that PIXE has its own ionisation physics, 
but shares the fluorescence (or,  equivalently,  

Auger) probabilities with the other atomic excita-
tion methods (EPMA, XRF, XPS, AES, EELS, 
XAS).  The X-ray absorption coefficients are also 
needed by the X-ray methods (EPMA, XRF, XAS). 

4.1.   Energy Loss (STIM) 

We have noted in §2.1 that the ion beam will 
lose energy inelastically as it passes through the 
sample.  If the sample is thin enough to allow 
transmission of the beam and a detector is placed 
behind it,  then the average energy of the detected 
particles will be determined by the average sample 
thickness.  If a microbeam is used,  then an image 
of the sample density is projected onto the detector.  
This is the ion analogue of X-ray radiography. 

Fig.22 shows STIM/PIXE/EBS maps of brain 
tissue in an important study which ruled out the 
presence of aluminium in brain tissue from Alz-
heimers patients at levels greater than 15 mg/kg.  
The difficulty with previous studies is that the 
plaques characteristic of the disease are almost 
impossible to see optically without staining.  But 
using STIM they can be easily visualised.  Notice 
that in this case the contrast with STIM is very 
much larger (with orders of magnitude smaller 
beam fluence) than for PIXE. 

STIM requires a very low beam current (<< pA) 
since every particle is detected.  On the one hand 
this means that the technique is the least destructive 
of any IBA technique,  but on the other it means 
that the PIXE maps need orders of magnitude 
increase in the beam intensity.  Therefore STIM 
and PIXE must be done sequentially.  But PIXE/BS 
maps are collected simultaneously. 

STIM/PIXE can be collected simultaneously if 
the detector is put off-axis so that it does not see 
the direct beam.  This was first reported by Orlić et 

al in 1994 in a study of single aerosol particles 
[137]. 

4.2.   Ionisation cross-section 

Energetic particles implanted into a target will 
suffer inelastic energy loss as mentioned in §2.1.  
This energy is deposited mainly into the electrons 
of the sample.  Thus,  K-shell and L-shell (and 
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outer shell) electrons can be ejected from their 
shells,  leaving the atom in an excited state.  Semi-
empirical models for the calculation of the prob-
ability of K-shell ionisation have been established 
by Helmut Paul and co-workers [138].  L-shell 
ionisation has been similarly determined by Miguel 
Reis and co-workers [139] with a polynomial 
representation for both K- and L-shells [140] and 
sub-shell ionisation cross-sections also extracted 
from the data [141].  Reliable data for M-shell 
ionisation is not currently available in the same 
form,  but Fig.23 shows working values obtained 
by interpolation and extrapolation from ECPSSR XI 
calculations (Campbell et al [142]).   

Figure 23.  M1 sub-shell ionisation cross-sections for protons 
to 5 MeV.  Reproduced from Fig.2 of Campbell et al, 2010 
[142]. 

4.3.   Fluorescence probability 

The relaxation mechanism of the excited atom is 
complicated.  But atomic spectroscopy has a very 
long history.  The Doppler effect was first proposed 
by Christian Doppler as a means of detecting the 
motion of binary stars in 1842 [143],  and observed 
(for sound,  not light) by John Russell in 1844 
[144].  Stellar spectroscopy was responsible for the 
discovery of helium in 1868 independently by both 
Janssen and Lockyer [145].  Bohr's  model of the 
atom [146] was a triumph in 1913 precisely be-
                                                      
XI   ECPSSR: Energy-loss Coulomb-repulsion perturbed-
stationary-state relativistic theory 

cause it solved the problem of the hydrogen Balmer 
and Rydberg lines. 

There are a variety of competing mechanisms.  
First is the possibility of a non-radiative transition 
by the Auger process.  The branching probability of 
fluorescence instead of Auger relaxation has been 
calculated by Chen & Crasemann using ECPSSR 
theory for the K-shell [147],  L-subshells [148] and 
M-subshells [149].  There are also extensive ex-
perimental data for the L-shell transition probabili-
ties which have been critically reviewed by Camp-
bell [150] [151].   

The reason for this experimental interest in the 
L-shell fluorescence probability is that it is greatly 
complicated by the existence of the so-called Coster-
Kronig (CK) transitions.  These are a special class of 
nonradiative transition that transfers the vacancy 
from the initial subshell to a higher subshell within 
the same shell;  that is,  a re-arrangement of the 
electronic structure of the excited atom.  The energy 
balance is preserved by the loss of outer shell elec-
trons with appropriate energies;  of course,  quantum 
mechanical selection rules apply in all these elec-
tronic structure re-arrangements. There are very 
many CK transition probabilities to be determined,  
which can have a large effect on the relative X-ray 
intensities in the L, or M series;  these intensities are 
therefore hard to determine,  with large uncertainties 
remaining.  Campbell and co-workers have given 
semi-empirical fitted data for the K [152] and L 
[153] series. Chen & Crasemann long ago calculated 
the relative line intensities for the M series [154];  
this remains the best dataset available, since good 
experimental data for M-lines are hard to obtain. 
Therefore uncertainties for M-lines remain high. 

In summary,  the relaxation mechanism of the 
excited atom is far from simple.  After the atom is 
ionised it can return to its ground state in a large 
number of different ways,  many of which give 
X-rays at a variety of energies.  This is a powerful 
probe of the atomic energy levels of the atom,  but 
all of these effects must be understood reasonably 
well to use the fluorescence analytically.  Recent 
work on L-lines using very high energy resolution 
EDS detectors has underlined the complexity of 
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this process,  and also the – potentially large – gaps 
in our understanding of it [155]. 

4.4.   Mass absorption coefficient 

After the X-rays are produced in the interaction 
volume they still have to escape to the detector.  
Since the range of energetic light ions is large 
(>0.1 mm for 3 MeV protons in most materials) 
there may be a large thickness of material to absorb 
the X-rays before they reach the detector.  Clearly, 
any quantitative work must take this into account. 

The mass absorption coefficient (µµµµ) is defined 
from the fraction of an X-ray beam  (intensity I0) 
that is absorbed during transmission through thick-
ness x of a material.  The transmitted beam inten-
sity I is given by: 

ln (I0 / I) = µµµµ x (6) 

The XCOM mass absorption coefficient  data-
base from NIST includes comprehensive values for 
µµµµ    and is kept up to date [156] [157].  

Figure 24.  X-ray absorption spectrum of Potassium tetra-
cyanoplatinate K2[Pt(CN)4] near the Pt LIII edge showing 
constructive and destructive interferences in the NEXAFS 
signal (figure drawn by Farideh Jalilehvand, University of 
Calgary,  and reproduced from [158]) 

µµµµ is a complicated function of X-ray energy.  
This is because absorption of the X-ray suddenly 
becomes possible as soon as the photon energy 
exceeds the binding energy of any particular atomic 
electron.  Therefore there are absorption edges 
corresponding to all the atomic sub-shells.  Actu-
ally,  the situation is even more complicated than 
that since near the absorption edges there are 

quantum mechanical interference effects,  as shown 
in Fig.24. 

Happily,  these details are not usually important 
in PIXE,  but the accuracy of the absorption data-
base is of continuing concern in accurate work.  
Note that the absorption coefficient represents the 
sum of the cross-sections for three quantities: the 
photoelectric effect, and both of the incoherent and 
coherent scattering effects.   

Work is continuing in the community to make 
further critical measurements of this (and other) 
important quantities.  For example,  the synchrotron 
group at the PTB, BerlinXII recently used an abso-
lutely calibrated instrument to make a determination 
of mass attenuation coefficients for Al [159] relative 
to previous values [160],  finding internal inconsis-
tencies in them of up to 10%.  EXSAXIII has pro-
moted the "International initiative on x-ray (sic

XIV) 
fundamental parameters" which is coordinating 
efforts by all of the PIXE, XRF and EPMA commu-
nities to improve the various databases [161].  

4.5.   Quantitation and complementary methods 
XV

 

It is important for analysts to appreciate that there 
are a number of other analytical techniques involv-
ing exactly the same atomic relaxation and X-ray 
absorption physics.  The excitation methods are 
comparable,  but have to be treated separately to 
give the detail required for analytical purposes.  It 
is worth pointing out here that atomic ionisation 
with ion beams has complexities not present for the 
simpler photoionisation processes since higher 
charge states are much more probable. 

Except that the excitation is via photo-ionisation 
instead of particle impact,  the physics of the X-ray 
fluorescence (XRF) technique and PIXE are simi-
lar,  with similar spectra,  and detection limits only 
somewhat worse due to the presence of background 
                                                      
XII  PTB: Physikalisch-Technische Bundesanstalt,  Germany’s 
national metrology institute 
XIII  EXSA: European X-ray Spectrometry Association 
XIV Properly,  "X-ray" is capitalised,  since the "X" is an abbrevia-
tion for the proper name Röntgen. 
XV  This section is something of an acronym soup,  for which 
apologies.  Please see Appendix B for a Glossary. 
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radiation originating directly from the exciting 
beam.  Desktop XRF instruments are in wide use,  
but these do not give monochromatic beams and 
calibrating the tube spectra is difficult.  With syn-
chrotron XRF a tunable monochromatic source is 
available,  making this an exceptionally powerful 
analytical tool.  However,  at present mapping is 
still rather slow,  and XRF spectra give no direct 
access to depth profiling. 

A PIXE code should also be able to interpret 
XRF spectra,  provided the photo-ionisation can be 
properly handled.  Because the information depth 
for the two techniques is complementary there is 
sometimes an advantage in an XRF/PIXE analysis,  
as shown in recent work on Roman silver coins 
[162] and ancient glass beads [163].  On the other 
hand,  the instrumentation of the Mars Rover has 
generated mixed XRF/PIXE data,  the analysis of 
which is a tour de force that has established the 
presence of hydrated minerals on Mars,  an ex-
traordinarily important result [164]. Note that PIXE 
will always excite secondary fluorescence by XRF. 

Electron-probe microbeam analysis (EPMA) is a 
scanning electron microscope (SEM) method special-
ised for X-ray analysis. Typically, an EPMA instru-
ment will have both EDS and WDX detectors. Both 
EPMA and SEM-EDS (like XRF) have similar 
physics and observed spectra as PIXE:  the only 
difference is that in this case the excitation is via 
electron impact rather than ion impact.  But SEM 
methods have important analytical differences from 
PIXE.  Electrons are 2000 times lighter than protons, 
and the primary Bremsstrahlung for protons is negli-
gible.  Therefore detection limits for SEM methods 
are orders of magnitude worse than for PIXE.   

Also,  because of the large lateral straggle for 
electron beams and for SEM energies (usually <30 
keV) and thick targets, the excitation volume for 
electrons is determined by the electron energy and 
not by the probe diameter.  But proton beams 
penetrate to large depths from which few X-rays 
escape.  So the excitation volume for protons is 
determined essentially by the probe size.  If ion 
microbeams can be built with sub-micron spot sizes 
(see §6.4),  then PIXE maps will have better spacial 
resolution than SEM-EDS X-ray maps. 

SEM-EDS and PIXE are similar in that for both 
techniques there is a backscattered particle avail-
able:  for PIXE it is the BS signal, and modern 
SEMs usually have a BSE detector for Z-contrast.  
But the SEM-BSE signal cannot be treated quanti-
tatively without great difficulty (Monte-Carlo 
methods are needed),  and therefore,  as with XRF,  
any depth profile is not accessible directly with 
SEM methods. 

EDS detectors are also often installed on TEM 
instruments.  In this case the samples are always 
thin,  but their absolute thickness is usually hard to 
obtain and so the X-ray spectra are rarely treated 
quantitatively.  However,  modern TEM instru-
ments often also have an EELS attachment.  This is 
the inverse process to AES:  in EELS the effect of 
the atomic structure (including chemical effects) on 
the transmitted electron energy is observed. 

The electron spectroscopies (XPS and AES) ex-
cite the atom with photons and electrons respectively,  
energy-analysing the electrons resulting from 
atomic relaxation.  XPS is a one-electron process 
with the photoelectron observed directly.  AES is a 
process involving at least three electrons, which 
occurs when the atom relaxes non-radiatively.   Of 
course,  Auger electrons are also observed in XPS 
spectra.  Because the energy resolution available is 
high (<1 eV) chemical effects are easy to observe. 

The X-ray absorption spectroscopies  should 
also be mentioned (see Fig.24 and an example on 
nickel oxy-compounds [165]).  These include 
XANES, EXAFS and NEXAFS as synchrotron 
techniques,  and are analogous to EELS in the same 
way that XRF (X-rays in, X-rays out) is analogous 
to AES (electrons in,  electrons out). 

These techniques with others are frequently 
used in conjunction.  For example, a recent review 
of methods to visualise spatial distributions and 
assess the speciation of metals and metalloids in 
plants addressed: histochemical analysis, autoradio-
graphy,  LA-ICP-MS XVI, SIMS, SEM-EDX, PIXE,  
XRF,  XAS,  and differential and fluorescence 
tomography [166].  

                                                      
XVI  Laser ablation ICP-MS 
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4.6.   Depth profiling with PIXE 

PIXE spectra (like EPMA or XRF spectra) do not 
give information about possible depth profiles 
directly,  although of course the line intensities are 
greatly modified by how much they are absorbed 
on their path to the detector;  also, because the 
ionisation cross-sections are a strong function of 
energy,  the number of X-rays produced is a strong 
function of depth.  To access this information,  the 
profiles must be inverted from the spectra,  and this 
problem is in general mathematically ill-posed.   

If the sample structure is known a priori,  then 
the structure parameters (layer thicknesses etc) can 
be modelled from the data.  This is routine for 
XRF,  for which software is commercially avail-
able.  But if the sample structure is not known then 
single PIXE (or XRF or EPMA) spectra are almost 
always ambiguous.   

XPS has exactly the same problem,  and with 
the same solution.  Angle-resolved XPS has re-
ceived careful attention [167],  and differential 
PIXE can vary either the beam energy or the angle 
of incidence:  we mention recent work on multi-
layer targets [168] and a recent review of cultural 
heritage applications [169]. 

5.   IBA codes 

The brief sketch we have given so far of the phys-
ics of the MeV-IBA methods used for depth profil-
ing makes it very clear that computer codes are 
needed to make any systematic use of these meth-
ods for analytical purposes.  In this section we will 
make general and technical remarks about the 
codes specifically for photon emission and particle 
reactions,  and in §6 we will concentrate on inte-
grating these methods. 

We will consider stopping power and straggling 
effects (roughness, variable density, phase separa-
tion) in §5.3 since in principle these affect both the 
particle and the photon techniques 

We will not consider non-depth-profiling tech-
niques (channelling, MEIS, IBIC);  nor will we 
cover the low energy or sputtering techniques 
(LEIS, MEIS, SIMS).  For further details see §3. 

5.1.   Codes for nuclear reactions  

Codes for (mostly) depth profiling using particle 
scattering and non-resonant nuclear reactions were 
reviewed in IAEA-sponsored work by Rauhala et 

al in 2006 [170].  A detailed Intercomparison also 
sponsored by the IAEA of selected codes was 
subsequently completed [171],  with a brief Sum-
mary also available [172].  The Intercomparison 
identified two "new generation" advanced codes 
(SIMNRA [173] [174] [175] and DataFurnace

XVII 
[176] [177] [178]) that performed excellently and 
had all the facilities needed to treat the complex 
cases we will discuss below.  SIMNRA and Data-
Furnace are analytical codes based on the single 
scattering approximation,  with other effects intro-
duced as perturbations. In most cases they give 
indistinguishable results,  but DataFurnace is 
specifically aimed at handling multiple spectra self-
consistently where SIMNRA is designed only for 
single spectra.   

Figure 25.  High resolution (glancing incidence) analysis of a 
tribological coating:  TiAlN / Mo multilayer on Si,  modulation 
period 3.9 nm [179] (reproduced from Fig.1 of Barradas & 
Jeynes, 2008 [177]).  Simulations are shown : including only 
symmetrical effects due to multiple scattering;  showing the 
double scattering and pileup background;  the full simulation 
including the low energy yield (partial spectra for Ti, Al, Si, N 
also shown for this case) 

Both SIMNRA and DataFurnace allow fitting of 
RBS, EBS, ERD, and (non-resonant) NRA spectra 
to models using standard algorithms (Simplex for 
SIMNRA and grid-search for DataFurnace [180]).  

                                                      
XVII   DataFurnace is also known as NDF. 
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DataFurnace also allows model-free fitting with the 
simulated annealing algorithm [181],  which facili-
tates the natural implementation of a Bayesian 
algorithm for the reliable estimation of the uncer-
tainty of the resulting depth profile [182]. 

Both SIMNRA and DataFurnace use the accu-
rate pulse pilup algorithm of Wielopolsky & Gard-
ner (1976) [183],  and DataFurnace also imple-
ments both triple pileup [184] and Molodtsov & 
Gurbich's more accurate calculation [185].  Data-
Furnace also implements Lennard's [186] pulse 
height defect algorithm [187]. 

Both SIMNRA [188] and DataFurnace [189] 
can calculate the effect of roughness on backcatter-
ing spectra;  SIMNRA is aimed at gross roughness 
such as is found on tokamak facing tiles,  where 
DataFurnace is aimed at fine interface roughness 
effects such as is found in magnetic superlattice 
samples. But neither can correctly model really 
severe roughness such that the beam enters (or 
exits) the sample multiple times (through asper-
ities).  Molodtsov et al [190] implement a general 
algorithm which will allow the effects of such 
severe roughness to be interpreted,  but this algo-
rithm is not yet implemented in any general pur-
pose IBA code.  SIMNRA allows calculation of  
the effect on spectra of roughness whose model 
parameters are known (perhaps from AFM meas-
urements),  using a spectralXVIII summing method (see 
[191] for a recent example).  DataFurnace allows 
fitting of given spectra, from the parameters of 
simple models for the roughness of interfaces or 
layer thickness inhomgeneity;  sub-nm sensitivity 
was demonstrated for magnetic multilayers [192]. 

The algorithm of Stoquert & Szörenyi [193] al-
lows the calculation of the effect of precipitates 
(density variation) on the spectra. DataFurnace [48] 
implements this algorithm and SIMNRA [194], 
implements a more accurate comparable algorithm.  
On the other hand,  DataFurnace implements EBS 
resonances more correctly than SIMNRA (see 
Fig.6 and [47], and see the Intercomparison [171] 

                                                      
XVIII The noun is spectrum; the adjective is spectral.  From 
Newton's usage (p.1) and the Latin,  specere,  to see.   

for more detail).  The difference is noticeable for 
sharp resonances.  DataFurnace also implements a 
good approximation for low energies [195] (see 
Fig.25). 

Finally,  both SIMNRA [174] and DataFurnace 
[196] implement similar algorithms for double 
scattering.  The symmetrical components of multi-
ple scattering are handled with Szilágyi's algorithm 
[197] [198] by both codes.  DataFurnace uses 
DEPTH [199] directly,  and SIMNRA implements 
the algorithms (see the discussion in [200]).  Kin-
ematical broadening and related effects are also 
treated.  These effects become large for glancing 
incidence geometries,  such as are used for high 
resolution or ERD.  See Fig.25 for an example 
showing all these effects. 

For high depth resolution RBS,  and for ERD  
especially HI-ERD,  glancing incidence beams are 
typical.  In these circumstances multiple scattering 
and related spectral distortion effects become 
important,  and the uncertainty of the analytical 
codes' calculations increases. CORTEO [201] 
[202] is a Monte Carlo code designed for routine 
use,  optimised for speed and entirely comparable 
to the code MCERD [203] described in the Inter-
comparison.  It also enables the detailed simulation 
of geometrical effects,  including the geometry of 
the detector (typically ToF for ERD). 

For high resolution resonant NRA,  sharp reso-
nances (usually at low energies) are used to probe 
depth profiles. In these circumstances the approxi-
mations normally used for straggling fail close to 
the surface,  where the fundamentally stochastic 
nature of the straggling cannot be approximated by 
a continuous (Gaussian) distribution.  The SPACES 
code [204] [205] takes this into account.  DataFur-
nace has been extended to treat resonant NRA,  and 
by using a gamma function approximation to the 
straggling (as SIMNRA does for roughness) also 
treats high resolution NRA [206],  giving results 
comparable to SPACES provided the Lewis effect 
[207] is not too large.   
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5.2.   Codes for atomic excitation 

The first full account in 1989 of the GUPIXXIX 
code [208] starts very helpfully for those wishing to 
appreciate what is involved in PIXE (or XRF, or 
EPMA) spectral analysis:  

"The typical PIXE or micro-PIXE arrangement employs a 

Si(Li)XX detector to record the spectrum induced in an analyti-

cal specimen by [typically] 2-4 MeV protons. Elements of low 

and medium atomic number each contribute about six distinct 

K X-ray lines and those of high Z each contribute about twenty 

L X-ray lines. The lines, approximately Gaussian in shape, are 

superimposed on a continuous background arising from 

various bremsstrahlung [sicXXI] processes [comprehensively 

described by Ishii & Morita, 1984 [209]] and sometimes also 

from nuclear reaction gamma rays. The resulting Si(Li) 

spectrum is complex and peak overlaps occur frequently."   

GUPIX itself dates from 1984, and codes then 
available (including Clayton's PIXAN) were re-
viewed and compared in 1986 to evaluate PIXE as 
an analytical technique [210].  Campbell et al go on 
to describe the way GUPIX handles the particle 
impact ionisation,  the fluorescence probability and 
the absorption calculation databases.  They con-
sider the non-Gaussian Si(Li) lineshapes,  the 
method for stripping the Bremsstrahlung back-
ground from the spectra,  and the details of the 
complex fitting procedure used.  Subsequent work 
implemented secondary fluorescence,  and later 
versions of GUPIX (see citations in the 2010 paper 
[142]) have continued to refine this program.   

Currently,  GUPIX does not permit the calcula-
tion of PIXE spectra from general multilayer sam-
ples:  multilayered samples are only supported 
provided that elements of interest appear in only 
one layer.  This is an arbitrary restriction that will 
                                                      
XIX  The "Guelph PIXE software package" 
XX Si(Li): lithium drifted silicon diode detector (pronounced 
"silly").  These are typically up to 5 mm thick,  giving good 
absorption of X-rays below about 30 keV energy.  It is hard to 
make such thick crystals without recombination sites in the 
electrically active region (destroying the linearity of the device) 
and the defects are passivated by a lithium drift process.  There is a 
similar process for Ge(Li) ("jelly") detectors,  but these have now 
been superceded by high purity (HPGe) crystals. 
XXI  As a German noun, "Bremsstrahlung" is properly capitalised. 

be lifted in future versions.  The distributed version 
of GUPIX also does not support XRF spectra,  
although there is a version that does which was 
used for analysing the Mars Rover data [211] 
[212]. 

GeoPIXE [213] was first described in 1990 
[214].  Unlike GUPIX, GeoPIXE is explicitly for 
microbeam applications, and includes true-
elemental visualisation;  in 1995 a version was 
described able to correct in a very elegant way for 
differential self-absorption in samples with differ-
ent phases (very common in geological applica-
tions) [215].  GeoPIXE is still being actively de-
veloped,  now supporting large detectors and high 
count rates [216],  and STIM [217].  We should 
note that GeoPIXE also supports XRF spectra. 

Axil
XXII was originally a commercial XRF pro-

gram from Canberra-Packard [218],  was rebuilt in 
1994 [219],  and explicitly applied to PIXE in 1996 
[220].  It is now publicly available from the IAEA 
XRF Laboratory [221] and commercially (with a 
windows GUI) from Canberra [222].  Both versions 
are aimed at energy dispersive XRF applications. 

OMDAQ
XXIII was first reported in 1995 [223].  

This code was the first to make a systematic use of 
the particle BS spectrum to give a reliable charge 
normalisation and the sample thickness measure-
ment essential to doing the X-ray absorption cor-
rection,  and is specifically aimed at microbeam 
applications.  For handling the PIXE spectrum 
OMDAQ relies on the GUPIX code. 

Where OMDAQ is a microbeam PIXE code 
that makes (quite simple) use of the particle spec-
trum,  ,  DataFurnace is originally a nuclear code 
(RBS/EBS/ERD/NRA) extended to accept PIXE 
data and designed to handle atomic and nuclear 
data self-consistently at the highest accuracy possi-
ble [224].  It relies on calling the open-source PIXE 
module LibCPIXE (2006) [225] which imple-
ments the 1996 DATTPIXE

XXIV code by Miguel 

                                                      
XXII  Axil: Analysis of X-ray spectra by Iterative Least squares 
fitting.  Of course,  GUPIX also used iterative least squares fitting,  
but was ignored by the XRF people since it was a PIXE code! 
XXIII  OMDAQ: Oxford Microbeams data acquisition 
XXIV TTPIXE: thick target PIXE,  first published in 1992 
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Reis and co-authors [226].  As PIXE input, Data-
Furnace currently takes line areas obtained by 
preprocessing raw PIXE spectra using AXIL or 
GUPIX.  At present,  DataFurnace has not imple-
mented the secondary fluorescence correction.  
Developments which will be applied in future to 
the DataFurnace PIXE module are continuing 
under the pressure of difficult high resolution 
spectra from an EDS detector based on a  micro-
calorimeter.  It is important to be able to handle 
raw spectra [227],  since the recognition of the 
lines,  and the determination of line ratios, cannot 
be done either by AXIL or GUPIX in a model-free 
way. 

Finally,  we should mention that GEANT4 has 
now also implemented a PIXE module [228]. 

A fundamental limit to the accuracy of PIXE is 
down to the uncertainties in the various databases 
used,  as highlighted by the Fundamental Parame-
ters Initiative of EXSA [161].  The discussion here 
has shown that the calculations are extensive and 
rather complicated,  and a "fundamental parame-
ters" approach is not likely to yield uncertainties 
much smaller than 20%,  except in particular cases 
where values have been specially determined (see 
[159] as an example). 

Where better accuracy is required the usual pro-
cedure in the PIXE/XRF community is to calibrate 
the fundamental parameters used against standards:  
of course, relative accuracies <1% are easily ob-
tainable in simple cases; even for complex samples, 
accuracies ~5% can usually be demonstrated with 
appropriate standards.   

The accuracy of the PIXE codes themselves has 
been confirmed in an IAEA-sponsored Intercom-
parison exercise [229] [230].  Subsequently,  Lib-
CPIXE and GUPIX (and SEM-EDS) calculations 
have been critically compared (for hydroxyapatite) 
[231]. 

5.3.   Artificial neural networks 

There is a new approach to IBA which may prove 
remarkably valuable.  Artificial neural networks 
(ANNs) can be constructed capable of effectively 
analysing various classes of IBA data [232].  

O'Connor & co-workers discuss this "inverse 
problem" with noisy data, and directly compare 
ANNs and simulated annealing  [233].  Fig.26 
shows real-time data obtained to determine the 
detailed annealing kinetics of the nickel silicide 
system [234].  This is a simple example:  there are 
a number of other examples not so simple.  Much 
intervening work has shown that ANNs can be 
trained to handle multiple spectra,  or multiple 
techniques;  and it is clear that any sort of IBA can 
be implemented in an ANN for which a valid 
training set can be defined (although an ANN 
system for PIXE has not yet been reported).  

Figure 26.  Composite of 250 RBS spectra taken during a Ni 
silicidation reaction of an 80nm Ni film on silicon, capped 
with 7 nm of Si and annealed at 2°C/min.  The colour code on 
the right shows spectral intensity in arbitrary units.  The 
dashed lines indicate the initiation of the mono- and di-
silicides.  (Reproduced from Fig.2 of Demeulemeester et al, 
2010 [233]) 

 
The point here is that once the ANN has been 

trained,  a solution of a spectrum is obtained com-
pletely automatically and effectively instantane-
ously.  This solution is itself remarkably accurate 
and,   provided the ANN training is adequate,  will 
be qualitatively correct.  Such a solution can be 
given back to the analytical codes for post-
processing to automatically obtain the best possible 
solution,  together with robust estimates of the 
uncertainty.  Thus,  the  qualitative recognition of a 
set of spectra by an ANN can be used as the basis 
of an automatic and fully quantitative machine 
analysis of the dataset.  To check  whether individ-
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ual spectra are actually validly analysed by the 
ANN (based on the sampling space of its training 
set), prior to passing them to it, an additional ANN 
can be trained that classifies spectra as "acceptable" 
or "not acceptable" (see [234]).  Thus,  the ANN 
can not only recognise a given spectrum,  but can 
also recognise whether or not it has been trained to 
recognise it. 

The aim is a push-button (or turnkey) system 
suitable for non-experts ("IBA without Humans"! 
[235]),  similar to the systems already available for 
SEM-EDS,  or EPMA or XRF,  or even AMS.  
Such IBA systems would be essential for a more 
general industrial acceptance of the technique,  and 
seem to be feasible. 

5.4.   Accurate IBA 

It is extraordinary that the idea of an Uncertainty 
Budget [236] to quantify experimental and trace-
ability uncertainties for IBA was only recently 
published by a National Metrology Institute (NMI) 
[237].  However,  no NMI now has IBA capability 
despite their previous interest in the use of RBS in 
particular for metrology (NPL for a Ta2O5 standard 
material [238] and a metrology exercise on the 
native oxide of Si [239];  IRMM and BAM for the 
certified reference materials used for fluence stan-
dards in IBA (the "old Harwell" Bi-implanted 
standard [240] and the new Sb-implanted certified 
reference material ERM-EG001 from IRMM/BAM 
[241]) XXV.  The situation incidentally is entirely 
different for XRF,  for which the PTB has been 
active in obtaining ISO 17025 certification and 
where the "Fundamental Parameters Initiative" is 
supported by no less than three National Standards 
Institutes (PTB, LNE, NIST [161]).  Of course,  
this FP initiative has as much relevance to PIXE as 
it has to XRF. 

                                                      
XXV  NPL, IRMM, BAM, PTB, LNE, NIST:  National Physical 

Laboratory in London, Institute for Reference Materials & 

Measurement in Geel, Bundesanstalt für Materialforschung und –

prüfung and the Physikalisch-Technische Bundesanstalt in Berlin, 
Laboratoire national de métrologie et d'essais in Paris, National 

Institute for Science & Technology in Gaithersburg. 

The qualification of implantation fluence is 
valuable for many different purposes,  and is the 
simplest of RBS problems.  We have already 
demonstrated an absolute accuracy of about 4% 
(95% confidence) in its determination [242] [243] 
[244],  where the cited uncertainty was dominated 
by the uncertainty in the stopping powers used.  
However,  we have demonstrated that for 1.5 MeV 
He in Si,  the SRIM2003 stopping powers are 
accurate at 0.8% (1σ, see Fig.1 in [172],  but note 
that there are extra unaccounted uncertainties here 
[245]),  and therefore the absolute traceable accu-
racy of RBS should approach 1% (1σ) if this beam 
is used with a-Si substrates to determine the actual 
charge.solid-angle product for a given spectrum.  
RBS with 1% accuracy is rather hard to achieve: 
1% accuracy has often been claimed (the report by 
Turkovich et al on the analysis of moon rocks by 
Surveyor V in 1967 is an important early example 
[246]),  but there has been only one such previous 
critical report [247],  and that was the rather special 
case of the RBS determination of the In:Ga ratio in 
InGaAs samples.  There is no other thin film tech-
nique that can match this level of absolute accuracy 
for the determination of quantity of material.  To 
achieve this accuracy it is necessary to correct 
properly for pulse pile-up,  and to correctly deter-
mine the electronic gain of the detectors,  including 
the appropriate pulse height defect correction (see 
§5.1).   

For any sort of accurate IBA,  an essential pre-
requisite is the availability of statistically robust 
estimates of the uncertainty of the result.  Such an 
estimate is entirely absent in the classical approach 
to solving RBS spectra where manual simulations 
are made until a plausible fit is obtained.  Such an 
approach (discussed at length in [176]) is not even 
adequate to explore the intrinsic ambiguity of the 
data!  A fully Bayesian (maximum entropy) ap-
proach to this has been made [248] but has not 
proved to be generally usable.  Although astonish-
ingly good results can be achieved,  the calcula-
tions are very time consuming and the information 
needed about the system is prohibitively detailed.  
However,  a cruder approach using the DataFur-
nace code,  still Bayesian but not using maximum 
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entropy,  has proved to be of general use in IBA 
depth profiling.   

This approach was used for the example shown 
in Fig.1:  hence the extraordinary precision for the 
layer thicknesses obtained in this multilayer sam-
ple.  Note that one of the virtues of this approach is 
that it allows the systematic evaluation of explicitly 
stated prior assumptions imposed on the data.  In 
this case sub-nm precision in the layer thickness 
determination, even at the bottom of the stack, is 
obtained assuming that the sample has alternating 
layers of zirconia and silica.  Then the precision 
represents the precision with which the signal areas 
can be obtained,  given the structure.  Analysts 
using informal fitting methods invariably have 
assumptions they impose on the data:  unfortu-
nately,  too often these assumptions are hidden,  
and the analyst is unaware of them. 

It is worth emphasising that this approach to 
uncertainty in the DataFurnace code is quite gen-
eral.  It is applied to all the data submitted for self-
consistent analysis,  currently including PIXE, 
RBS, EBS, ERD, PIGE, NRA and NDP (neutron 
depth profiling,  see [249] for an example of this 
technique).   

We should point out that for a valid estimate of 
the total combined uncertainty,  an estimate of the 
database uncertainty is also required.  The stopping 
powers used are usually from a semi-empirical 
compilation whose uncertainty in any particular case 
can generally be estimated quite well.  But in cases 
where the stopping power is not known, or not 
known well enough,  a Bayesian method of extract-
ing the stopping power from thick sample spectra 
[250] is particularly valuable,  since it also gives the 
uncertainty.  EBS cross-sections on the other hand 
should properly be obtained using thin film samples,  
although some evaluations also make use of thick 
film data inverted to obtain the cross-section (see 
[251] [252] as examples).    But evaluations of EBS 
cross-sections (see [44]) do not as yet include any 
reliable estimate of the uncertainty since these are 
very complicated to calculate correctly.  Even the 
RBS/EBS boundary is not known with precision 
(see Table 1).  Clearly this is a major problem for 
accurate (traceable) analysis that needs evaluated 

EBS cross-sections.  We believe that one useful 
approach to determining such uncertainties could 
include uncertainties obtained from benchmark 
measurements which use this Bayesian method 
[253].  But this approach is still to be properly 
developed. 

6.   "Total IBA" 

We now put together all the ideas presented so far,  
and consider the benefits of combining IBA tech-
niques to increase their power. 

Our thesis here is that the old approach of IBA 
labs,  where RBS was mainly on offer in one lab 
and PIXE mainly in another,  is not sustainable in 
the second decade of the 21st century.  RBS is good 
for heavy elements in a light matrix and typically 
the mass resolution is not very good,  so that only 
fairly simple things can be said about fairly simple 
samples.  On the other hand,  PIXE cannot compete 
on price against the almost equivalent XRF (there 
is even an explicit comparison of PIXE with XRF 
showing their near-equivalence [254]),  and for half 
the price of microbeam PIXE equipment would you 
not be better off investing in a micro-XRF?  Why 
bother with IBA at all? 

But we believe that if an integrated approach is 
taken,  where multiple detectors are used with 
every analysis beam so that some combination of 
PIXE / RBS / EBS / ERD / PIGE / NRA is always 
systematically done,  then not only does the range 
of samples for which IBA is appropriate increase 
dramatically but also the quality of information 
about each sample also increases.  We will mention 
several cases where neither the backscattered 
particle signal nor the emitted photon signal by 
themselves could solve the sample;  but where the 
solution is straightforward when multiple signals 
are treated self-consistently.  

Why have the laboratories using PIXE and 
backscattering (BS) historically been so separate?  
There are good and bad reasons for this. Undenia-
bly,  for samples where the trace element content is 
important,   BS often adds little useful information;  
similarly for PIXE where a layer thickness is 
required.  Also,  PIXE quantification is rather 
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troublesome,  with quite a long traceability chain;  
so that if accuracy is required for the major ele-
ments seen by BS,  then PIXE adds no information. 

Figure 27.  Noisy spectra can contain crucial information!  
1.5 MeV He RBS spectra of a mixed Fe:Co silicide on a Si 
substrate are simulated from an initial structure (top right),  
given various charge.solid-angle products (left hand column).  
These simulated spectra are treated as data,  fitted (lines), and 
hence inverted back to depth profiles,  with uncertainties given 
by a Bayesian analysis (right hand column).  Modified from 
Figs.1&2 of Barradas et al, 2000 [182]    

 
Moreover,  because the cross-section for PIXE 

is large relative to RBS,  microbeam maps obtained 
from the particle detector have a very low number 
of counts compared to those obtained from the 
X-ray detector.  Do very noisy spectra have negli-
gible information?  This is emphatically denied by 
a Bayesian analysis [182] of the complicated 3-
layer mixed Co:Fe silicide shown in Fig.27!  The 
qualitative structure could easily be resolved from 
the RBS spectrum with a very small charge solid-
angle product of only 0.3 µC.msr (readily obtained 
in µbeam-PIXE).  It is very clear that it is com-
pletely false to assume that the noisy BS spectra 
obtained in regular µbeam-PIXE mapping are 
effectively information-free:  on the contrary,  these 

spectra frequently contain crucial information.  For 
example,  in such mixed silicides the absorption of 
the metal K lines even in relatively thin layers will 
be significantly different for different layer struc-
tures.  This conclusion is underlined by recent work 
that shows that robust information is available even 
in the presence of 10% Poisson noise [232]. 

For PIXE a very common beam to use is 3 MeV 
H+.  This is because the production cross-section 
goes up with beam energy,  but beyond this energy 
nuclear reaction products tend to also decrease the 
signal to noise ratio.  Thus this beam usually gives 
about the best available sensitivity.  However,  for 
this beam the particle scattering is non-Rutherford 
up to at least Fe (see Table 1).  In the last ten years 
the (non-Rutherford) differential scattering cross-
sections for most of these reactions have been meas-
ured and evaluated,  so that today we can usually do 
analyses with an accuracy previously unthinkable,  
and even at sharp resonances.  So although in the 
quite recent past it was reasonable to discount the 
particle spectra on the grounds that they were unin-
terpretable,  today this would be a grave mistake. 

Therefore,  although even in the quite recent past 
it was understandable that self-consistent PIXE/BS 
was often judged to be too problematical to be worth 
the effort,  this is not the case today.  We should point 
out that self-consistent PIXE/BS has been available 
for a long time (OMDAQ [255] and "IBAlab" [256]),  
and accurate analysis using "Total IBA" has been 
applied recently to applications in geochemistry 
(PIXE/BS/ERD, [257]),  biomedical surfaces 
(PIXE/BS, [258]),  Alzheimer's disease (mapping 
STIM/PIXE/BS,  [259]),  amino-functionalised gate 
oxides (RBS/ERD, [260]),  fish otolith composition 
(microbeam BS/ERD/PIXE, [261]),  cultural heritage 
studies in the Louvre Museum (BS/PIXE, [262]), and 
multilayer materials (RBS/EBS/PIXE/HR-PIXE, 
[263]): in the latter case high energy resolution PIXE 
was also essential.   

6.1.   Nuclear and atomic methods compared 

We believe that great synergistic advantage results 
when photon and particle spectra are analysed self-
consistently.  Where BS spectra typically have 
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rather poor mass resolution,  PIXE spectra usually 
have excellent mass discrimination.  Conversely,  
where depth information is implicit in PIXE spec-
tra,  it is explicit in BS spectra. 

There are two important ways where the various 
IBA methods do not match well. Roughly speaking,  
PIXE X-ray production cross-sections are typically of 
the order of thousands of barns, RBS scattering cross-
sections of the order of barns and NRA reaction cross-
sections of the order of milli-barns. Clearly trace element 
analysis using NRA with microbeams is not usually 
going to work very well. And handling the noisy BS 
spectra that are common in µPIXE work has its own 
pitfalls. Nevertheless,  we here show many cases that 
powerfully demonstrate that important results are avail-
able despite this mismatch in signal size.   

Just to emphasise that this mismatch between 
PIXE and PIGE is not limiting,  there are hundreds 
of papers using both techniques,  from the Namur 
group on ancient gold jewelry in 1982 [264] to the 
Florentine group on atmospheric aerosols in 2010 
[265],  and of course the reason for this is precisely 
that PIXE runs out of sensitivity for the light atoms 
(F, Na, Mg, Al) for which there are good PIGE 
reactions and which are of crucial importance in 
many materials. 

The second mismatch is in information depth.  
Roughly speaking,  the information depth for PIXE is 
around 20 µm or so (more or less depending on the X-
ray line),  for RBS it is 10 µm or so (for a proton beam,  
some five times less for a He beam), this is because the 
scattered particle may not have the energy to reach the 
detector from deep in the sample.  For NRA it depends 
on the reaction.  But PIGE is very sensitive to the light 
elements,  and γ-rays are excited (for non-resonant 
reactions) along most of the length of the ion track.  γ-
rays are not absorbed readily and in most cases it is a 
reasonable approximation to assume no absorption on 
the pathlength to the detector.  So,  although for 
BS/PIXE the analyst must beware that the PIXE spec-
trum is giving information for a much thicker layer than 
for the BS spectrum,  for PIGE/PIXE this mismatch can 
be a positive advantage.  For the important element Na 
for example,  the PIXE spectrum information depth is 
very small where that for PIGE is very large:  the 

PIGE/PIXE combination then gives differential infor-
mation about surface Na loss which is rather hard to 
obtain otherwise.  This is one of the essential points 
made by both the PIXE/PIGE papers cited. 

6.2.   Nuclear and atomic methods combined 

The examples already mentioned of multiple IBA 
techniques used together mostly handle the indi-
vidual spectra individually.  We will here give a 
number of examples of "Total IBA" showing the 
extra analytical power available where multiple 
spectra can be handled together self-consistently. 

Protein crystallography is an important example 
where IBA is used to interpret another technique:  
in this case the bound metal ions or co-factors 
cannot be uniquely determined by X-ray or NMR 
methods.  PIXE has the sensitivity to detect the 
metals,  which are usually in trace concentrations,  
and uncertainty is avoided by the use of the intrin-
sic protein S content as an internal standard for 
normalisation.  The critical feature of this method,  
on which its accuracy depends,  is the use of the BS 
spectrum by the OMDAQ code for an internally 
consistent X-ray absorption correction [266] (and 
see [267] for a recent example on a variety of 
E-coli). 

The DataFurnace code was used to analyse 
Niepce's heliograph of 1827 [268],  a 19th century 
reproduction of Frans Hals' La Bohémienne [269],  
oxidation of carbon nanotubes [270],  and photo-
voltaic and ferroelectric materials [271] [272] 
[273].  The La Bohémienne analysis followed a 
PIXE/BS analysis which was not self-consistent 
[274],  but was itself flawed by an incorrect treat-
ment of the sample roughness.  Using a correct 
analysis of this same data,  Molodtsov et al [190] 
have shown that gross surface roughness can be 
treated correctly;  moreover,  IBA can be used in 
principle with good sensitivity to determine the 
average roughness parameters of a sample without 
any prior model and also without any surface 
contact!   

A number of different forensics applications are 
being developed at present (see a recent collection 
of papers [275]):  in principle the analysis of sam-
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ples for forensic purposes should be fully quantita-
tive and non-destructive.  The previous discussion 
makes it clear that IBA can be accurate even for 
complex samples requiring the use of multiple IBA 
techniques.  Gunshot residue (GSR) analysis by 
IBA looks very promising:  interestingly,  current 
police practice uses exclusively qualitative SEM-
EDS as a characterisation technique.  Different 
GSR particles which can be recovered from the 
crime scene and from suspects can be shown to 
distinguish the primers for the explosive charge 
used by different gun manufacturers.  Electron-
induced PIXE has no explicit depth information,  
and poor sensitivity because of the high primary 
electron Bremsstrahlung background.  SEM-EDS 
therefore cannot discriminate many modern prim-
ers,  limiting its usefulness for forensic evidence.  
We have shown that PIXE/BS can give very sensi-
tive quantitative information on many types of 
primer [276] [277] thereby giving IBA substan-
tially increased discrimination power over SEM-
EDS. 

6.3.   3D PIXE/BS,  the Darwin Glass example   

Another interesting example is of the so-called 
Darwin glasses [278] which are impact glasses 
resulting from a meteor strike 800,000 years ago 
near Mt.Darwin in Tasmania.  The geologist who 
collected these glass samples subsequently used 
one of them as an amorphous standard for setting 
up his XRD kit,  and was astonished to see the 
diffraction spots of quartz.  These crystals – unex-
pected in a glass! – turned out to be inside inclu-

sions in the glass. 
But the nature of these inclusions was then en-

tirely unknown to the geologists.  IBA analysis 
unequivocally demonstrated them to be carbona-
ceous,  a result that initially baffled the geologists,  
for whom such a sample was unprecedented.   
Moreover,  not only did the microbeam PIXE/BS 
determine the main constituents and demonstrate 
the great heterogeneity of the samples (both later-
ally and in depth: see Fig.28,  and Fig.1 of [279],  
for example),  but the IBA data could be com-

pletely quantitatively analysed without any presup-
posed model despite the heterogeneity. 

 

Figure 28.  "Total IBA" of an inclusion in a Darwin Glass (see 
text).  Above:  selected PIXE maps showing distribution of Si, 
Fe, Cu;  Centre: BS spectra at varying energies of the resin 
region showing the 12C(p,p0)

12C resonance at 1734 keV;  
Below: BS spectra at 1.9 MeV for three areas marked on the Si 
PIXE map (above, left).  (See Bailey et al,  Nucl. Instrum. 

Methods B 267, 2009, 2219 [279]). Reproduced from Fig.1 of 
[279] 

This sort of mapping microbeam data is effec-
tively a 3-D (three-dimensional) data cube,  with 
128x128 pixels and a PIXE and BS spectrum pair 
for each pixel.  The data cube,  intractable as it 
stands,  can be analysed into its principal compo-
nents (one of which is shown in Fig.29) by using a 
multivariate image analysis program such as 
AXSIA ("Automated eXpert Spectral Image 
Analysis [280]). These principal components are 
determined in the spatial domain [281] each giving 
a pair of PIXE/BS spectra characteristic for a given 
area of the map,  and which can be directly inter-
preted by DataFurnace.  The results of such an 
analysis are shown in Fig.30.  In principle,  the 
depth profile at each pixel can be reconstructed 
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from a linear combination of the principal compo-
nents,  thereby completely solving the 3-D structure 
of the sample.  

Figure 29.  One component from the principal component 
decomposition of the data cube of Fig.28 using AXSIA (see 
Doyle et al, Nucl. Instrum. Methods B 249, 2006, 828 [280]).  
This component is one of the several Si-rich components.  
Reproduced from Fig.2 of [275]. 

6.4.   Mapping and tomography  

Much of the PIXE literature already cited is for 
microbeam applications.  This is accentuated for 
modern applications since PIXE on its own is 
analytically very similar to XRF,  and cheap desk-
top XRF tools are now available.  The great advan-
tage of PIXE is the ease with which a microbeam 
can be formed;  for XRF,  polycapillary lenses are 
needed : these are not cheap and they have rather 
poor transmission,  and so the probe size available 
is still not much below 20 µm.  For PIXE,  1 µm 
microbeams have been routine for nearly twenty 
years,  and there are persistent promises of much 
smaller beams.  But a 2001 review points out that it 
has been much harder than expected to get smaller 
beams:  with only a few reports at 500 nm [282].  
Nevertheless,  several groups are working on 
beamlines designed to give deep sub-micron spot 
sizes [283].  The Singapore group have shown that 
low current beams down to about 20 nm are feasi-

ble (see Fig.31):  PIXE microscopy should be 
feasible at 100 nm resolution. 

Figure 30. Composition plot of the abundance of minor 
elements relative to silicon in seven principal components of a 
mapped carbonaceous inclusion of a Darwin glass sample (see 
Fig.28) analysed by DataFurnace from a decomposition of the 
data cube by AXSIA;   see Fig.29 and text.  Reproduced from 
Fig.3 of [275]. 

The Darwin glass example in the last section 
points towards tomography.  X-ray tomography 
(XR-T) is already established (see a recent descrip-
tion of a computed tomography system [284], a 
recent application on sea-urchin teeth [285], and a 
direct comparison of XR-T with IBA [286]),  and 
STIM-T is an almost equivalent (and solved) 
problem [287].  Great strides have also been made 
towards a PIXE-T (see the summary in a recent 
review [288]),  which is qualitatively much more 
complex than STIM-T (or,  equivalently,  XR-T).  
We have shown that in principle IBA-T (that is,  
using the BS signals as well as the PIXE signals) is 
already achievable in principle,  and should be 
significantly more efficient (and therefore much 
faster!) than pure PIXE-T since a single slice 
already has (nearly) complete 3-D information.  
This is important since tomography is rather slow,  
and its importance is increased since it seems that 
beam damage severely limits the use of a pure 
PIXE-T for important classes of samples [289].  In 
principle,  using the depth information available 
explicitly in IBA-T (from the particle signals) must 
be quicker than unfolding the depth information 
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available only implicitly (and at much lower reso-
lution) in the PIXE signals. 

Figure 31.  Left: 22 nm line written in 850 nm thick HSQXXVI 
with a 1 MeV proton beam and an aspect ratio of about 37.  
Reproduced from Fig.3 of van Kan et al (2006)  [290];  Right: 
Parallel lines written in 350 nm thick PMMA with a 2 MeV 
proton beam and an aspect ratio of about 7.  Reproduced from 
Fig.4 of van Kan et al (2004)  [291] 

6.5.   Summary 

Thin film depth profiling using MeV-IBA is a 
major application field for small accelerators.  We 
have here briefly reviewed it,  giving a flavour for 
its development and history,  and giving summary 
details of the critical parameters (theory and data-
bases) needed to obtain reliable analyses.  (A 
further fine review from a different point of view 
has also recently appeared [292].) 

Unusually,  we have covered both the photon 
and the particle techniques in a unified approach,  
for the reason that we wish to emphasise the enor-
mous benefit available from treating spectra from 
multiple techniques self-consistently. 

There have been really dramatic advances over 
the last decade in the detailed implementation and 
in the reliability of the IBA codes used,  also in the 
new availability of reliable EBS cross-sections,  
and therefore we believe that the approach we are 

                                                      
XXVI  PMMA: poly-methyl methacrylate; HSQ: hydrogen sil-
sesquioxane. Note that electron-beam lithography feature size and 
aspect ratio are both limited by the proximity effect, and deep UV 
lithography is limited by diffraction effects. These structures 
cannot be formed by e-beam or UV lithography.  Note also that 
although the e-beam spot size in SEM can be nanometres, the X-
ray SEM-EDS maps have a resolution given by the e-beam 
interaction volume, typically microns. For PIXE the interaction 
volume is defined by the beam spot size. 

sketching has really only become feasible in the 
last five years or so.   

A modern treatment of IBA spectra would ex-
pect to extract depth profiles which give calculated 
spectra effectively identical to the data: thus we are 
now usually able to extract from the spectra almost 
all the information they contain. Where photon or 
particle spectra separately are ambiguous,  jointly 
analysed (perhaps with multiple energies or beams 
or geometries) they become unambiguous.   

We even expect that systematic procedures 
could be found to do this analysis pixel by pixel 
with the microbeam,  with the ultimate prize of 
IBA tomography (IBA-T).  Where X-ray tomogra-
phy (or,  equivalently,  STIM-T) are now standard 
techniques,  PIXE-T is feasible in principle but so 
slow in practice that most samples are destroyed by 
the beam.  But IBA-T should be (at least) an order 
of magnitude faster,  since the backscattering signal 
enables the depth information to be unfolded di-
rectly from the PIXE data.   

We hope that the new power of these old tech-
niques will inspire a new generation of analysts. 
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Table 1. RBS/EBS Boundary for Protons: where cross-section differs from Rutherford by 4%.                                          

The optical model ("OM") calculations of Bozoian [3] [4] [38] are compared with "Data" from either IBANDL (www-
nds.iaea.org/ibandl),  or SigmaCalc (www-nds.iaea.org/sigmacalc) calculations of Gurbich [44] [45] for a head-on collision.  
The position of the first resonance ("1st R") in the (p,p) elastic cross-section is shown,  and the minimum energy for which 
data are available is also shown,  distinguishing between SigmaCalc ("σσσσcalc") and measured data ("Data").  The value of 
the (p,p) cross-section relative to Rutherford at this minimum value ("σσσσ (rtr)") is also shown.   

The "optical model" calculation is approximated by Z2(M1+M2)/(10M2) [4]. 

Z  A 
Estimate 4% 

deviation 
1

st
 R 

Minimum database 
energy (May 2011) 

Comment 

   OM Data 
 
 

σσσσcalc Data 
σσσσ 

(rtr) 
 

   keV keV keV keV keV   

2 He 4 250    1600 90 (No data available) 

3 Li 6 350 600 1400  500 1.01 Data at 156.7° 

3 Li 7 343 407 440  373 1 Data at 81.3° 

4 Be 9 444 219 257  143 1 Data at 170° 

5 B  10 550 <500   500 1.24 Data at 170° 

5 B 11 545 <500 525  500 1.35 Data at 170° 

6 C 12 650 <360 440 360  1.04 SigmaCalc at 180° 

7 N 14 750 400 1003 300  1.01 SigmaCalc at 180° 

7 N 15 747  415    p,αγ resonance,  no EBS data 

8 O 16 850 <100 280 100  0.95 SigmaCalc at 180° 

8 O 18 844 <590(?) 620(?)  590 0.88 
Data at 138.7°:  strong resonance at 

800 keV 

9 F 19 947 552 623 552  0.95 SigmaCalc at 180° 

10 Ne 20 1050 <1500 1160  1500 1.28 
SigmaCalc at 180°: strong p,γ resonance 

at 1160 keV 

10 Ne 22 1045 <<1574 1588  1574 0.1 

Data at 150°:  clear p,p0 resonance at 

1700 keV; strong p,p1 resonance at 

2130 keV 

11 Na 23 1148 573 593 573  0.96 SigmaCalc at 180° 

12 Mg 24 1250 700 821 700 400 1 SigmaCalc at 180° 

13 Al 27 1348 936 937 900 500 1 SigmaCalc at 180° 

14 Si 28 1450 1272 1608 1000  0.99 SigmaCalc at 180° 

14 Si 29 1448 1219 1333  1219  Relative data at 140° 

14 Si 30 1447 <1007 1018  1007 0.87 
Data at 140°, strong resonance at 

1290 keV 

15 P 31 1548 1175 1251  1000 1 SigmaCalc at 180° 

16 S  32 1650 1790 1889 1506  1 SigmaCalc at 180° 

17 Cl 35 1749 1326 2100  1320 1.02 Data at 150° 

17 Cl 37 1746 1338 1338  1130 1 Data at 172° 

18 Ar 40 1845 1810 1858 1723 1020 1 SigmaCalc at 180° 

19 K 39 1949 <1731 1770 1731  0.95 SigmaCalc at 180° 

20 Ca 40 2050 2159 2383 1799  0.99 SigmaCalc at 180° 

22 Ti 48 2246 1901 1901 1811  1 SigmaCalc at 180° 

24 Cr 52 2446 <2600 2600 3200 2400 0.57 

SigmaCalc at 180°; relative data 

at 141° shows strong resonance 

at 2600 keV 

27 Fe 56 2850 2050 2051 2011  0.993 SigmaCalc at 180° 
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Appendix A:  Glossary of IBA techniques 

ANN Artificial neural networks.  Black boxes containing 
image recognition software (and no physics!) that in-
stantly recognises (without calculation) features of 
spectra (layer thicknesses etc).  The performance of 
ANNs depends critically on their training. 

BS (Elastic) backscattering.  Can be either RBS or EBS. 
Blocking:   Inverse of channelling.  Crystal channels have high 

transparency to collimated ion beams,  major axis 
strings of atoms block the ion beam. 

CAICISS:  Coaxial impact collision ISS.  A variety of LEIS. 
Channelling:   Damage in single crystals is frequently quantified 

with ion channelling,  where the well collimated ion 
beam is aligned with major crystallographic axes.  Can 
readily be used with STIM, PIXE, BS, NRA.  Channel-
ling and blocking patterns are essential to  MEIS. 

EBS Elastic (non-Rutherford) backscattering.  Scattering 
cross-section is given by the the elastic scattering 
channel of the reaction,  and depends on the nuclear 
structure of the two nuclei.  Cross-section can be calcu-
lated by R-matrix or other methods which have nuclear 
data (energy levels etc) as input,  but the calculations 
must be informed by direct cross-section measure-
ments.  Measurements and evaluations are on the 
IBANDL website. 

EDS Energy dispersive (X-ray) spectrometry.  
ERD Elastic recoil detection.  Follows the recoiled rather 

than the scattered ion in the elastic collision.  He-ERD 
is valuable for analysing H isotopes.  HI-ERD (heavy 
ion ERD) typically uses primary beams of 
~1 MeV/amu,  and ToF (time of flight) or gas detectors 
for the heavy recoils. 

ERDA Elastic recoil detection analysis.  Synonym for ERD 
and preferred in Finland,  sounding better in Finnish 

FIB Focussed ion beam.  See SIMS. 
FRS Forward recoil spectrometry.  Synonym for ERD. 
HI-ERD Heavy ion ERD. Gas ionisation or ToF detectors, and 

energies comparable to 1 MeV/nucleon are usually used. 
HI-RBS  Heavy ion RBS (gas ionisation detectors are ideal).  

A Li beam is often used for better mass resolution.   
IBA MeV Ion Beam Analysis,  including STIM, IBIL, 

PIXE, BS (RBS or EBS), ERD, NRA, PIGE,  
MeV-SIMS.  MEIS and LEIS are lower energy ver-
sions of RBS.  Commercial SIMS instruments use keV 
energy primary beams. 

IBIC Ion beam induced current.  Low fluence technique for 
non-destructively characterising semiconductor device 
quality:  carrier lifetime,  carrier mobility,  charge trap-
ping defects etc.  Ion analogue of EBIC and XBIC. 

IBIL Ion beam induced luminescence.  The ion analogue of 
cathodoluminescence (electron-induced) and photolu-
minescence. 

 

 
 
 
ISS Ion scattering spectrometry.  Synonym for one of 

LEIS, MEIS, RBS,  depending on the energy regime. 
LEIS Low energy ion scattering.  RBS using keV ion beams.  

New high sensitivity detectors make this a rapid technique 
which looks at the outermost layer of the sample.  Thus 
complementary (with higher depth resolution) to XPS. 

MEIS Medium energy ion scattering.  RBS using ~100 keV 
ion beams.  Gives information on the crystallography 
and composition of the near-surface region (~100nm). 

Microbeam  Ion beams can be readily focussed with quadru-
pole triplets (or multiplets) to a focus of ~1 µm.  It is 
thought that 100 nm is feasible for PIXE and 30 nm is 
feasible for STIM. 

NRA (Inelastic) nuclear reaction analysis.  NRA cross-
sections can also be calculated (as well as measured of 
course) and a few evaluations are on the IBANDL 
website together with many measured cross-sections. 

PDMS Plasma desorption mass spectrometry.  Forerunner of 
MALDI 

PESA Proton elastic scattering analysis.  Synonym for proton 
EBS,  except that PESA can also be at forward angles. 

PIGE Particle induced gamma ray emission. A special case 
of NRA where a gamma ray results. 

PIXE Particle induced X-ray emission.  The ion analogue of 
XRF or,  since today PIXE is usually used with a scan-
ning microbeam, SEM-EDS or EPMA.  Note that 
EPMA is also PIXE,  since electrons are also particles!   

RBS Rutherford backscattering spectrometry.  Scattering 
cross-section is analytical,  and given by the Coulomb 
potential (with screening).  Ion analogue of the BSE 
signal in SEM.  Switches to EBS when the Coulomb 
barrier is increased.  Called MEIS for beams near the 
stopping power maximum (~100 keV),  and LEIS for 
keV beams. 

SIM Scanning ion microscopy.  Ion analogue of SEM. 
SIMS Secondary ion mass spectrometry.  Another form of IBA 

using (for example) a 30 keV ion source for sputtering.  
The secondary (sputtered) ions are mass analysed.  One 
important variant is FIB (focussed ion beam machining) 
which uses a high intensity (and very bright) nano-
focussed liquid metal ion source (usually Ga):  another is 
MeV-SIMS,  where the sputtering results from elec-
tronic energy loss,  not the nuclear collision cascade. 

STIM Scanning transmission ion microscopy.  Typically 
looks at the energy loss of primary beam particles 
transmitted through thin samples,  so that it is similar 
to EELS in the TEM (but with much lower energy 
resolution). 

ToF Time of flight.  ToF-SIMS and ToF-ERD are standard 
techniques 

WDX Wavelength dispersive X-ray spectrometry (high 
resolution).   
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AES  Auger electron spectrometry.  Also SAM: scanning 
Auger microscopy.  Electrons in,  electrons out.  Same 
electron spectrometer as XPS,  same EMFP,  thus also 
a true surface technique.  AES is really SEM in UHV 
(ultra-high vacuum),  but looking at the (high energy) 
Auger electrons rather than the number of (low energy) 
secondary electrons.  Chemical shifts are also present 
in AES,  but are more complex than in XPS. 

AFM  Atomic force microscopy.  One of a number of scan-
ning probe microscopies,  including the original STM 
(scanning tunnelling microscopy). 

AMS  Accelerator mass spectrometry. A form of IBA (the 
accelerator is the same) where the sample goes in the 
source. Used routinely for 14C and similar isotopic analyses. 

BSE Backscattered electron signal available on SEMs.  This 
carries qualitative Z-contrast. 

DESI Desorption electrospray ionisation.  As MALDI. 
DART Direct analysis in real time.  As MALDI. 
EBIC Electron beam induced current.  Analogue of IBIC. 
EDS Energy dispersive X-ray spectrometry ("EDX" is a 

tradename).  Usually used as "SEM-EDS". 
EELS Electron energy loss spectrometry.  A TEM technique.  

See XAS. 
EPMA Electron probe microanalysis:  just an SEM specialised 

for X-ray analysis,  generally with one or more WDXs 
(wavelength dispersive X-ray spectrometers).  See also 
SEM-EDS. 

ESCA Electron spectroscopy for chemical analysis.  The 
photoelectron process can show pronounced chemical 
shifts for difference valence states.  Synonym for XPS. 

EXAFS  Extended X-ray absorption fine structure.  Incident X-
ray energy ~50 eV – ~1000 eV above the absorption 
edge,  giving high energy photoelectrons for which 
single scattering dominates.   See NEXAFS and XAS. 

FTIR  Fourier transform infra-red spectrometry.  One of a 
large class of emission and absorption spectrometries 
sensitive,  like Raman spectroscopy,  to atomic and 
molecular vibration modes. 

ICP-MS  Inductively coupled plasma mass spectrometry.  One 
of a large class of mass spectrometries sensitive to ng/g 
(and better) where PIXE is only sensitive to mg/kg (at 
best).  But ICP-MS analyses trace elements in bulk 
samples whose gross composition is known. 

LEED Low energy electron diffraction.  Often used as a 
surface monitor in UHV (ultra-high vacuum) deposi-
tion systems. 

MALDI Matrix-assisted laser desorption ionization.  An in-
air spectrometry sensitive to molecules of high molecu-
lar weight.  SIMS (with keV ions) must be done in 
vacuum; also gives molecular ions,  but is a much 
more energetic sputtering technique and fragments the 
sputtered ions more for larger molecules. 

NEXAFS  Near-edge extended X-ray absorption fine structure.  
Incident X-ray energy ~10 eV – ~50 eV above the absorp-
tion edge, giving low energy photoelectrons for which 
multiple scattering dominates. See EXAFS and XAS. 

NMR Nuclear magnetic resonance or MRI (magnetic reso-
nance imaging) in imaging mode. 

SAM Scanning AES. 
SEM Scanning electron microscopy for imaging surface 

topography,  primarily looking at the secondary elec-
tron signal.  Often comes with EDS (or EDX: energy 
dispersive X-ray spectrometry) and often has a BSE 
(backscattered electron) signal too.  The X-ray detector 
is the same as usually used for PIXE.  The scanning 
ion microbeam (SIM) is thus an analogue of SEM,  
EDS and BSE being analogues of PIXE and EBS.  And 
often an secondary electron detector is included in an 
SIM chamber to see the topography directly. 

TEM Transmission electron microscopy for imaging in both 
real and reciprocal space:  always includes SAD (se-
lected area electron diffraction).  Also XTEM for 
cross-sectional TEM,  and HR-TEM for high (atomic) 
resolution TEM.  Often has EDS and EELS.  

WDX Wavelength dispersive X-ray spectrometry.  Very high 
energy resolution is available.  See EDS and EPMA. 

XANES  X-ray absorption near-edge structure.  In the XANES 
region the energy of the incident beam is ~10 eV from 
the absorption edge, and transitions of core electrons to 
non-bound levels with close energy occur with high 
probability. See XAS. 

XAS X-ray absorption spectrometry.  See EELS for the low 
resolution TEM technique.  See XANES,  NEXAFS and 
EXAFS for the high resolution synchrotron techniques 
which need high intensity monochromatic beams.  

XBIC X-ray beam induced charge (synchrotron technique).  
Analogue of IBIC. 

XPS X-ray photoelectron spectrometry.  X-rays in,  photo-
electrons out.  Because the EMFP (electron mean free 
path) is only a few nm this is a true surface technique,  
but sputtering is frequently used to give depth profiles.  
Synonym for ESCA. 

XRD  X-ray diffraction for observing crystalline structure.  A 
very wide variety of methods are in use including thin-
film variants. 

XRF  X-ray fluorescence.  Like PIXE and EPMA but excited 
by X-rays.  Same physics as XPS & AES but looks at 
the X-ray resultant,  not the Auger or photo-electron 
one,  and is therefore a "bulk",  not a surface technique. 
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