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ABSTRACT

As considerable progress is being made in
wireless sensor networking, it is envisioned that
sensor nodes will be on the cubic millimeter
scale, posing stringent constraints on the pro-
cessing, communication, and storage capabilities
of sensor nodes. While it is important to contin-
ue pursuing novel algorithms and protocols to
squeeze the most out of the existing design space
(sensor nodes), it is equally important to explore
a new design paradigm for future sensor net-
works to reduce the complexity burden on sen-
sor nodes. We propose to exploit capabilities at
the network edge (i.e., an edge-based approach).
We overview existing approaches to this end and
present a novel edge-based routing protocol,
called BeamStar, as a case study. We show that
exploiting edge capability provides a new dimen-
sion of freedom for wireless sensor networking,
and is effective in relieving the processing, com-
munication, and storage requirements of sensor
nodes.

INTRODUCTION

As considerable progress is being made in wire-
less sensor networking, it is envisioned that sen-
sor nodes, with all the capabilities demonstrated
today and new capabilities promised for tomor-
row, will be on the scale of tiny dust, or cubic
millimeter scale [1]. However, despite continued
advances in micro-electromechanical systems
(MEMS), low-power very large-scale integration
(VLSI), and computing, it remains a formidable
task to implement many of the capabilities on a
sensor node on such a tiny scale. We observe
that the main stream of sensor network research
has focused their design space on sensor nodes.
Under such an approach, the burden of achiev-
ing complex networking functions (e.g., topology
control, medium access control [MAC], routing,
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localization, synchronization) rests solely on sen-
sor nodes in the network core (i.e., a core-based
paradigm). Such an approach relies heavily on
future advances in silicon technology to reduce
the size and cost of sensor nodes.

While it is important to continue pursuing
novel algorithms and protocols to squeeze the
most out of the existing design space (sensor
nodes), we believe that it is equally important to
explore a new design paradigm for future sensor
networks to reduce the complexity burden on
sensor nodes. We propose to explore capabilities
at the network edge (i.e., an edge-based
approach) for wireless sensor networking. This
expanded design space has the potential of sim-
plifying various algorithms and protocols on a
sensor node, thus offering new possibilities to
drive down its size and cost. The proposed
approach represents a new paradigm for sensor
network design.

In this article we present a brief overview of
existing approaches to exploiting edge capability
(or infrastructure support) in wireline and wire-
less networks. This interesting work demon-
strates considerable benefits of the edge-based
approach and motivates us to further explore
this direction for efficient wireless sensor net-
working. As a case study, we present a novel
edge-based routing protocol called BeamStar for
wireless sensor networks. In BeamStar direction-
al antenna and power control capabilities are
employed at a base station. By having the base
station scan the network using a power-con-
trolled rotating directional antenna, each sensor
node can derive its location information from
received control messages. With such location
information, sensor nodes can route reports to
the base station via controlled broadcasting.

We show that such an edge-based approach
enables extremely simple hardware and software
design on sensor nodes, since many network
control functions are effectively shifted to the
base station. There is no need for sensor nodes
to exchange control information for localization,
synchronization, topology control, and routing.
Furthermore, the proposed scheme is error-
resilient, since each data packet may be forward-
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Routing in wireless
sensor networks is
much more difficult
than in traditional
wireline /wireless
networks, largely due
fo the stringent
resource,/hardware
constraints, harsh
deployment
environments,
unattended
operations, as well as
the unreliable nature
of sensor nodes and
wireless links.

ed along multiple paths constrained in a sector,
yielding a better chance of successful delivery.
The span of the mesh provides an elegant trade-
off between energy cost and reliability. Our per-
formance studies show that BeamStar achieves a
higher successful delivery ratio than a represen-
tative core-based approach at comparable energy
cost, while greatly reducing the hardware and
software requirements for a sensor node.

The remainder of this article is organized as
follows. We first review related work. We then
examine existing routing protocols and the
expanded design space when edge capabilities
are considered. BeamStar is presented as a case
study. We then conclude this article.

EXPLOITING INFRASTRUCTURE SUPPORT

The idea of taking advantage of intelligence at
the network edge has been explored in prior net-
working research, such as in the Internet, mobile
ad hoc networks, wireless sensor networks, and
WiFi networks. We discuss these existing
approaches in the following.

AN EDGE-BASED APPROACH IN THE INTERNET

In the Internet, the design principle of imple-
menting complex control algorithms at end hosts
has long been adopted (e.g., in TCP congestion
control) due to the high volume of traffic in the
core. This approach has been adopted for quali-
ty of service (QoS) provisioning on both the data
and controls plane [2, references therein]. The
purpose is mainly for scalability in QoS provi-
sioning and traffic management based on the
concept of a stateless core.

Although the edge node within such an
approach is tasked with more intensive packet
processing and other control plane functions,
there is hardly any direct interaction between an
edge node and core nodes. In wireless sensor
networks the network core (i.e., the sensor
nodes) have very limited capabilities (in contrast
to high-speed routers in the Internet core), while
base stations are relatively more capable in
terms of processing and communication power.
It would be desirable to allow the edge system to
directly convey control information to sensor
nodes, with the potential of more efficiently
accomplishing the various important tasks that
are unique in such networks.

INFRASTRUCTURE SUPPORT FOR IMPROVED
NETWORK CAPACITY

In mobile ad hoc networks the benefits of using
infrastructure support have also been observed
[3, references therein]. In particular, these
efforts show that infrastructure such as base sta-
tions can substantially increase network capacity
beyond the limit found by Gupta and Kumar.
Under the so-called hybrid network architec-
ture, base stations are deployed in a large-scale
ad hoc network and connected with wired links.
A mobile node therefore has two choices for
routing its data:
* Through the infrastructure
* Via multihop relays
Liu, Liu, and Towsley [3] show that for an ad
hoc network of n nodes with m base stations, if

m grows asymptotically faster than Vn, the net-
work transport capacity increases linearly with
the number of base stations. Therefore, exploit-
ing infrastructure support provides an effective
solution to the fundamental capacity/scalability
problem of large-scale ad hoc networks.

BASE STATION SUPPORT FOR LOCALIZATION

From the perspective of practical protocol
design, base station support has been exploited
for localization [4—-6]. In [4], Romer proposes
using rotating lasers at a base station to scan a
smart dust sensor network so that each node can
estimate its location by measuring the timing
information of the received laser beam. For
wireless sensor networks Nasipuri and Li [5] pre-
sent an interesting scheme where three or more
directional antennas are used to scan the net-
work in a synchronized manner. Each sensor
node computes its location using angle of arrival
and triangulation. Niculescu and Nath [6] pre-
sent a VHF omnidirectional ranging (VOR)
scheme for indoor positioning adopting multiple
WiFi base stations with rotating directional
antennas. Angles and ranges from the base sta-
tions are used to determine the location of a
mobile node, while localization error can be as
small as a couple of meters.

The objective of these efforts is twofold:

* Improving localization precision

* Reducing the hardware/software complexity of

wireless nodes

It is worth noting that they rely on sensor nodes
(or IEEE 802.11 users) to measure base station
transmissions (e.g., time, angle, or range) and to
estimate their own location based on the mea-
surements.

These interesting schemes clearly demon-
strate the benefits of exploiting edge capabilities.
In the following we consider routing as a canoni-
cal application and discuss how to exploit edge
capabilities from the routing perspective, using
BeamStar [7] as a case study.

ROUTING IN WIRELESS SENSOR NETWORKS
CLASSIFICATION OF EXISTING APPROACHES

Routing has been the center of gravity for
wireless sensor networking research. Routing
in wireless sensor networks is much more diffi-
cult than in traditional wireline/wireless net-
works, largely due to the stringent
resource/hardware constraints, harsh deploy-
ment environments, unattended operations, as
well as the unreliable nature of sensor nodes
and wireless links.

For sensor routing protocols, a common
design objective is energy efficiency [8-11]. Sen-
sor nodes have very limited battery power and
are disposable. It is critical to extend the opera-
tion duration of sensor nodes (i.e., network life-
time) via energy-efficient routing [8]. Existing
routing protocols proposed for wireless sensor
networks can be roughly classified into three cat-
egories [8]

* Data-centric routing protocols (e.g., directed

diffusion [DD] [9])

* Location-based routing protocols (e.g., Geo-
graphical Adaptive Fidelity [GAF] [10])
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e Hierarchical routing protocols (e.g., Low-
Energy Adaptive Clustering Hierarchy
[LEACH] [11])

Under data-centric routing, a base station
sends out queries to certain regions (via
broadcast) and waits for data responses from
the sensors in that region; or a sensor node
broadcasts an advertisement for its newly
acquired data and waits for a request from an
interested data sink. The fundamental under-
lying technique under data-centric routing is
broadcast or flooding, which is nevertheless
undesirable for a sensor network operating
under severe energy constraints. Under loca-
tion-based protocols, geographical location
information is used for routing. Such proto-
cols share the common problem of obtaining
location information in the first place. Gener-
ally, it is not cost effective and practical to
employ GPS devices on sensor nodes. But the
communication complexity associated with
distributed localization algorithms may not be
trivial. Hierarchical protocols are designed to
alleviate the potential scalability problem,
within which neighboring sensor nodes first
self-organize into clusters, and a cluster head
is then elected to relay information for all the
nodes in that cluster. A considerable amount
of sensor node activity is needed for cluster
formation and maintenance.

A UNIQUE CHALLENGE

Among many challenges for efficient routing
protocol design, the stringent hardware and
space constraints have received relatively less
attention from the research community. This is a
unique challenge for wireless sensor networks,
especially when we consider drastically reducing
the size of sensor nodes to very small scales.

For example, with the 0.13 um complemen-
tary metal oxide semiconductor (CMOS) tech-
nology, a memory block of 512 x 128 bits alone
will occupy an area of 0.22 x 1.4 mm?2, a consid-
erable portion for smart dust sensor nodes on
the cubic millimeter scale. For an operating
sensor node, many other components are also
indispensable, such as processor, sensing units,
radio frequency (RF) circuits, mixed signal cir-
cuits, antenna, and battery. It would be a great
challenge to integrate all of these components
on a sensor node while keeping the size small.
For a sensor node packaged with all of these
components on a tiny scale, the processing,
communication, and storage capabilities will be
seriously limited. It is therefore crucial to
reduce the complexity of routing protocols (as
well as other algorithms for, e.g., synchroniza-
tion and MAC), in order to achieve such reduc-
tion in size and cost.

AN EXTENDED DESIGN SPACE

Toward this end, exploiting edge capabilities
provides a new dimension of freedom for wire-
less sensor networking. For a sensor application
that was previously solely implemented within
the network core with localized algorithms, it is
now possible to explore new algorithms that
exploit capabilities at both the network edge and
network core. This approach has the potential of
yielding greatly simplified algorithms and proto-

Complexity
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sensor nodes T

Design trade-off

Performance

Intelligent
autonomous
sensor nodes

W Figure 1. The design space and trade-off between network edge and core.

cols for many important functions, thereby
relieving sensor nodes of processing, communi-
cation, and storage requirements.

The extended design space is illustrated in
Fig. 1. On one extreme, fully distributed proto-
cols can be implemented in advanced sensor
nodes without involvement of edge systems (as
in many existing approaches). On the other end,
network control is shifted to the base stations,
thus allowing very simple sensor node design on
tiny scales. The edge-system-based approach also
allows centralized algorithms to be executed at
the base station, which usually yields improved
performance over distributed ones. For further
improvements, multiple base stations can be
deployed to form an upper tier over the underly-
ing sensor network. A distributed algorithm can
be adopted to coordinate the operation of the
base stations and for improved reliability.

For such an extended design space, some
interesting problems need to be addressed:

* How to effectively involve base stations in net-
work control

* How to achieve a proper partition of basic
functions between the edge and core

* How much simplification can be achieved in
sensor node design

Clearly, for each application and network con-

trol task, the optimal division of functionalities

between the network edge and network core

should be carefully examined and handled differ-

ently.

BEAMSTAR — A CASE STUDY
A SIMPLE EXAMPLE

To have an edge-based system (e.g., a base sta-
tion) participate in network control and routing,
the first and foremost capability it must have is
to locate a specific region in the network area
and communicate with the sensor nodes located
in that region. For this purpose, we could use
directional antennas at a base station. Recent
advances in low-cost computing technology and
signal processing for arrays of antenna elements
have made such smart directional antennas
available for wireless communications.

We use Fig. 2 to illustrate the proposed
approach. We assume line-of-sight conditions, and
address the more challenging case of cluttered
environments and channel dynamics later. The
idea is to use power control and beam-forming at
a base station to deliver location information to
sensor nodes. Rather than finding accurate loca-
tion for each sensor node as in [4-6], in BeamStar
a base station logically partitions the network area
into cells (or regions) via manipulation of beam
radius, beamwidth, and beam orientation.
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In Fig. 2a the base station makes a transmis-
sion (to the shaded area) by adjusting beam ori-
entation and beamwidth with proper transmit
power. The broadcast message carries phase and
distance information, denoted (sector number,
ring number) = (1,1) to all nodes within this
region. The sector number corresponds to phase
angle, and the ring number represents the radius
from the base station. Sensors receiving this
message will store (1,1) as their ID. Subsequent-
ly, in Fig. 2b the base station adjusts its transmit
power to the next higher level and sends out a
message with message (1,2). Note that those sen-
sor nodes that have acquired ID (1,1) from the
earlier transmission will ignore the second mes-
sage. The remaining nodes without location
information will store this message, (1,2), as
their ID. Figures 2c and 2d illustrate subsequent
base station transmissions for the other two cells
with messages (1,3) and (2,1), respectively.

For packet forwarding, the base station can

explicitly tell each region which sensor reports
(i.e., reports from a specific neighboring region)
should be forwarded (termed forwarding rules)
during the configuration phase. Once location
information and forwarding rules are distributed,
the base station may change its antenna to omni-
directional mode for reception.

The routing process is illustrated in Fig. 3.
Suppose a sensor node in a region with ID (2, 3)
detects an event. Each sensor that detects this
event will generate a report, as well as start a
backoff timer with a value reversely proportional
to the detected signal strength. The sensor node
whose timer expires first will broadcast the
report. Other sensors will cancel their transmis-
sion if they overhear this transmission. Thus, the
amount of traffic generated by a single event will
be reduced. Upon receiving this packet, the
neighboring sensor nodes (with the same sector
and ring numbers) will further broadcast it.
Based on the packet signature (e.g., timestamp
and other information), each sensor node will
broadcast this packet only once.

At the boundaries of this region, suppose
only sensor nodes in regions with ID (2, 2) are
configured to relay this packet. Packets over-
heard by sensor nodes in other neighboring
regions will be discarded. Such a decision can
easily be made via a simple comparison of local-
ly stored forwarding rules and the identifier of
the last relay node. By following this process of
broadcast, reception, drop, or rebroadcast among
the sensor nodes, the report (or a small number
of duplicate copies) will be delivered to the base
station, from region to region.

The proposed approach has the intrinsic prop-
erty of forwarding a number of duplicate packets
without the need to flood the entire network. By
relaying a small number of duplicate copies of the
same packet toward the base station, potential
loss of a sensed event can be greatly reduced.
This property is highly desirable in harsh environ-
ments, in which a high probability of node failure
and packet loss is expected.

BEAMSTAR PERFORMANCE

Reduced Complexity — The use of base station
capabilities has greatly reduced the BeamStar
routing complexity at a sensor node. Unlike
core-based approaches, there is no need for peer
sensor nodes to exchange information and calcu-
late their location information. Instead, location
information is directly delivered to the sensors in
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control messages transmitted by the base station.
It can be shown that the computational complex-
ity of BeamStar is O(1) and the storage require-
ment is also O(1), while its control overhead is
comparable to existing core-based approaches
(e.g., DD [9)) [7].

Note that in addition to routing, some other
important network control functions can also be
greatly simplified. For example, synchronization
can now be achieved with very low overhead by
broadcasting control messages from the base sta-
tion. Again, each sensor node only needs to
receive several such control messages in order to
synchronize with the base station clock. In addi-
tion, MAC protocol design can also be greatly
simplified. The simple broadcast-after-random-
delay scheme is sufficient for BeamStar. Those
MAC protocols that implement sleep scheduling
for sensor nodes can also be simplified with
assistance from the base station.

Comparison with a Core-Based Approach — We com-
pare the performance of BeamStar with that of
DD [9], one of the most popular data-centric
routing protocols for wireless sensor networks.
Both protocols are implemented using the
OPNET Modeler. The results in Fig. 4 are
obtained from a 256-node network randomly
deployed over a 500 x 500 m? field. In Beam-
Star, the base station partitions the network into
seven rings and 12 sectors. As in [9], we let one
base station stay at a corner and one source
node stay at the diagonal corner of the field.
The same energy consumption model from [9] is
used in all the simulations. Each simulation is
repeated 10 times, and 95 percent confidence
intervals are computed and plotted.

In Fig. 4a we plot the successful delivery ratios
vs. node failure probability p. For the loss-free
case, both protocols achieve near 100 percent
delivery. As node failure probability increases,
however, the BeamStar curve becomes consistent-
ly higher than the DD curve, indicating that for
bursty losses, forwarding packets via a broadcast
mesh is much more effective than unicast routing.

In Fig. 4b we present the average communica-
tion energy consumption results. We find that
the average communication energy is comparable
for the two protocols for low p values. As p
increases, the DD average communication energy
becomes larger, while the BeamStar average
communication energy increases at a slower rate.
This is in fact due to the different routing mecha-
nisms used in these protocols. BeamStar achieves
reliability by constrained broadcast. Although
each broadcast transmission is less reliable, for-
warding reports using a mesh is more effective in
combating fragile nodes. The communication
energy consumption is amortized over a larger
number of successfully delivered reports.

More simulation results of BeamStar can be
found in [7]. We find that BeamStar consistently
achieves a higher successful delivery ratio than
the core-based approach at comparable energy
costs. BeamStar also enables much simpler hard-
ware and software requirements on a sensor
node. As a result, the size and cost of sensor
nodes can be reduced substantially.

ADDITIONAL CAPABILITIES

Having described the basic operation of Beam-

Star, we discuss several additional functions that

are also enabled by the edge-based approach,

but are otherwise more difficult to accomplish
under the traditional core-based approach:

* Query for events. To query a specific region,
the base station can simply adjust its beam
direction o and transmit power R to transmit
a query message carrying the ID of the target
region. Upon receiving such a query, sensors
with the target ID will respond with sensor
reports. Location error can easily be handled
by having the base station scan the target
region with oo = Ao and R = AR, where Ao
and AR are estimated location errors.

* Hole detection and mitigation. Detection of
connectivity holes can be achieved by querying
the target regions from the base station.
Absence of response when a timer expires
indicates loss of connection in that sector.
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Once such a hole is detected, the base station
can reconfigure the routing behavior of neigh-
boring regions to bypass the hole or reparti-
tion the network to restore connectivity.

* Granularity control of region size. By manipulat-
ing the beam direction with overlapped trans-
missions, sectors with a span smaller than the
beamwidth can be created. Combined with
adjusting transmit power, uneven partition of
the network regions can also be created [7].

We refer interested readers to [7] for details. In

addition, we envision several interesting exten-

sions of the basic BeamStar protocol, which are
presented below.

Computing and Distributing an Optimal Routing Path — The
idea of reconfiguring routing behavior of certain
regions can be further exploited, particularly if cer-
tain objectives or constraints should be met. For
example, we could bypass certain spots in the net-
work that are known to be unreliable due to a
harsh or hostile environment. We could also achieve
load balancing, maximize network lifetime, and
optimize many other routing-related objectives.

When sensors relay reports toward a base sta-
tion, they can piggyback useful information in
the report packets. Such information may
include:

e Connectivity with regard to a neighboring
region, which can be inferred when overhear-
ing transmissions from sensors in that region.

* Energy status of the region, such as mini-
mum/maximumy/total/average remaining energy
among the sensor nodes in that region. For
example, the sensor report could have a few
“minimum remaining energy” fields, one for
each region it traverses. When a sensor receives
a report, it updates the field with its own resid-
ual energy if it is lower than the value in the
report. The minimum remaining energy of a
region will finally be updated in the report as it
is forwarded by the sensors in that region.

e Other information such as congestion, delay,
and loss rate if necessary, in a similar manner.

Upon receiving such piggybacked informa-

tion, the base station can derive a virtual graph
where each region is represented by a virtual
node, as illustrated in Fig. 5. The base station
will derive the metrics for the virtual nodes (e.g.,
remaining energy) and virtual links (e.g., how
robust the connection is to a neighboring region)
from feedback information. The base station
then computes “optimal” routes for this virtual
graph. Note that centralized QoS routing algo-
rithms can be used at the base station, which
usually achieve better performance than their
distributed counterparts; and computational
complexity is not a big issue since the base sta-
tion is much more powerful than a bunch of sen-
sor nodes in terms of computational power.
Once the optimal paths are computed, the base
station will use directional antennas to modify
the forwarding rules of the sensors in certain
cells, thus establishing the optimal paths.

Deploying Multiple Base Stations — We have so far
assumed a single base station as a reference
model to illustrate how complexities on sensor
nodes can be greatly reduced with the edge-
based paradigm. In a highly cluttered environ-
ment, however, there may be no direct
connection from the base station to certain areas
in the field. Another potential problem is relia-
bility: the base station becomes a single point of
failure. Furthermore, a single base station has
only limited coverage and is not scalable if the
network size increases.

To address all these issues, multiple base sta-
tions can be deployed. A simple solution is to
have each base station cover a specific area (pos-
sibly overlapping) and work independently. As a
result, the impact of obstacles in the network
area could be effectively mitigated. An interest-
ing problem is how to determine the optimal
location for each base station, given the network
environment map and a total cost constraint,
which can be formulated as an optimization and
network planning problem and solved at the
base stations without involving any sensor nodes.

With a more sophisticated approach, base sta-
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tions can be synchronized and cooperatively con-
trol the operation of the wireless sensor network.
Prior work [4-6] has provide strong evidence that
such collaboration can greatly increase localiza-
tion precision. The base stations can form an
overlay upper tier that can improve the scalability
of such networks, in addition to load balancing.

PROPAGATION CONSIDERATIONS

An important practical consideration is the non-
ideal (i.e., non-free space) characteristics of
wireless signal propagation. Generally, a direc-
tional channel is more reliable than an omnidi-
rectional antenna channel due to more focused
transmissions, as well as the general absence of
mobility in sensor networks. However, if the
environment is highly cluttered, sensor locations
might be less accurate due to:
* Obstacles and various propagation conditions
within different sectors
* Multiple receptions caused by multipath reflec-
tions

In a cluttered environment the contour of a
ring will be indented behind an obstacle. Like-
wise, if the path losses at different directions are
different, the contour of the rings will also be
irregular. For multipath reflections, a reflected
control message from a lower numbered sector
(or in the exactly opposite line-of-sight direction)
will be ignored [7]. If a sensor receives a control
message reflected from an obstacle in a higher
numbered sector, those sensors lying between
this sensor and the reflecting obstacle will also
get this control message if signal propagation is
continuous. These sensors will set their sector
number to the higher one received from this
reflection. Thus, multipath reflections from a
higher numbered sector will make the sector par-
titions irregular along the reflection trajectory.

Therefore, the joint effect of the nonidealities is
that the partitioned regions will be irregular. How-
ever, BeamStar does not require regular partition-
ing of the network. This is quite different from the
class of localization papers that aim to provide
accurate location for sensor nodes [4-6]. Rather,
BeamStar only requires roughly partitioning the
network into regions, which allows sensor reports to
be forwarded to the base station region by region.
This is due to the benefits of the constrained broad-
cast adopted in BeamStar.

Deploying multiple base stations can mitigate
the effects of nonideal propagation, as shown in
[6]. In addition, there are several software tools
for radio propagation prediction and network
planning (e.g., SitePlanner from Wireless Valley
and WinProp from AWE Communications). Such
tools take the environment map as input, and pro-
duce an accurate estimate of signal strengths in
the field. Equipped with such tools, the base sta-
tion can make accurate calibration for the distor-
tion caused by multipath reflections and obstacles,
and adjust its beamwidth, transmit power levels, or
location accordingly to mitigate these effects.

CONCLUSION

In this article we propose exploring new design
space for efficient wireless sensor networking.
We review existing approaches in wireline and

wireless networks from this perspective. We then
consider routing as a canonical example and pre-
sent BeamStar, a novel edge-based routing pro-
tocol. We show that BeamStar can greatly
simplify localization, synchronization, and rout-
ing, thus enabling considerable size/cost reduc-
tion at sensor nodes. While our focus in this
article is on routing issues, it is conceivable that
such an edge-based paradigm can be exploited
to simplify other complex tasks, such as code dis-
tribution, programmability, tasking, and query.
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While our focus is on
routing issues, it is
conceivable that such
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