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Abstract 

In order to improve the energy efficiency of WSN nodes and prolong the life of the network, reduce data redundancy. In this paper, 

proposed the spatial correlation node data compression and fusion algorithm based on the theory of compressed sensing. Firstly, 

make signal node random projection based on time correlation, then, for random routing instability and network transmission of data 

fusion technology reconstruction energy effects, proposed the energy consumption of compressed sensing and clustering data fusion 

technology. The experiment showed that after data fusion, not only effectively removes the redundant information of neighbouring 

nodes, and the reconstruction error is small, and can accurately realize data decompression, thereby reducing the node 

communication in wireless sensor network capacity, reduce power consumption of node, provides important support for the field 
environment in large scale wireless sensor network deployment. 
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1 Introduction 

 

In recent years, the Internet of Things (IoT) as an 

international research hotspot, have obtained broad 

attention [1]. It's represents the future trend of 

development of the network, and requires sharing 

interoperability and information, so as to realize human 

society, the information space, the physical world ternary 

comprehensive connectivity and integration as the goal. 

Therefore, the Internet of things is regarded as the third 

technological revolution in information field [2].  

In WSN, due to the large number of sensors, 

individual sensor nodes with limited resources and 

processing capacity and have highly redundant data, 

transmit the data to sink node separate method is not 

reasonable in the collection of information in the process 

of using each node [3]. To consider the accurate degree of 

data, network performance, resource consumption and 

reliability constraints, solve the associated data between 

nodes, sharing and integration. The fusion performance in 

wireless sensor networks, the algorithm should be simple, 

easy to implement, and reduce resource and energy costs. 

An important feature of WSN network is data-centric, 

data processing is a key problem in WSN, largely 

determine the performance of the network. WSN nodes 

are generally battery-powered node energy is limited. 

How to save node energy and prolong the life of Yes 

WSN research is a key issue. In this paper, a large-scale 

and high density WSN as research background, for its 

data collection, transmission, storage process, the 

problems, the introduction of compressed sensing theory, 

the focus of research networks in the process of collecting 

large amounts of data present in large amount of data 

problems. In precision agriculture WSN, the general area 

of relatively is large, relatively large amount of 

information acquisition. 

 

2 Compressed sensing based spatial correlation of 

distributed 

 

2.1 COMPRESSED SENSING THEORY 

 

Compressed sensing or compressed sensing 

(Compressive Sensing, CS) is a theory developed in 

recent years, is a new data acquisition theory. Innovation 

is the core of the theory: for compressible data signals 

can be much lower than the Nyquist sampling via a 

standard way, is still able to accurately recover the 

original signal. This theory is largely broadened the scope 

of the compressing signal, in the theoretical framework 

for data integration CS, since the data amount is 

increased, the amount of data transmission can be 

effectively reduced, thereby reducing the communication 

energy [4].  

Compressed sensing theory mainly includes three 

aspects: sparse signal representation, measurement 

selection matrix remodelling achieve optimal algorithm. 

The theoretical framework can be represented in Figure 1. 



 

 

 

COMPUTER MODELLING & NEW TECHNOLOGIES 2014 18(1) 80-84 Hong-Xia Liu, Feng Zhang 

81 
Information Technologies 

 

First, if the signal 
NUx  is compressible in an 

orthogonal basis  , get XT  is determined   

transform coefficients or the equivalent approximation 

sparse representation; 

 

FIGURE 1 Theory framework of CS. 

the second step, a smooth design, and not related to   

transform base NM   dimensional observation matrix 

  of observations   obtained observations 

TY   collection, the process may also be 

expressed as a non-adaptive observation XAY CS  signal 

X  (where TCSA  ) @ through the matrix 
CSA , the 

information is called CS operator; Finally, the 0 - norm 

optimization problem solving exact value of X  or 

myopic approach X̂ : 

YAtsX TCST   ,,min
0

. (1) 

At present the theory of compressed sensing research 

is still in the initial stages, but already in some areas the 

signal and image processing, bio-sensing, analogy 

information conversion showed great potential. Currently 

compressed sensing theory research focuses on 

theoretical and mathematical reasoning to improve the 

level of the two most be studied. In a study of wireless 

sensor networks, compressed sensing theory has been the 

concern of more and more scholars, and related 

researchers. GHua and U.Chen take advantage of a new 

source coding techniques to improve the effectiveness of 

the relevant data. J.Haupt and his colleagues on the use of 

compressed sensing data acquisition and compression 

carried out relevant research [5]. Distributed compressed 

sensing theory concepts through joint sparse data on the 

correlation between the internal and the data are explored. 

 

2.2 DISTRIBUTED COMPRESSED SENSING 

 

The theory of CS standard is mainly for the design of the 

internal data structure of the single node, namely the 

correlation data aware of individual nodes to reduce the 

node data dimension. In wireless sensor networks, a large 

number of sensor nodes. For the node space intensive 

distribution, there is existence of high correlation 

between adjacent nodes of spatial data. Using this 

characteristic, natural to think of each node collaboration 

form measurements are combined, to reduce the overall 

dimension of data measured by correlation between node 

data compression effect, will get more. Based on this, the 

theory of distributed compressed sensing (DCS) emerges 

as the times require. D. Baron et al. Based on the theory 

of CS further extends the application of CS, put forward a 

distributed compressed sensing (DCS, Distributed 

Compressed Sensing) concept gas to compress a single 

signal sampling was extended to compress the signal 

group sampling [7]. The establishment of DCS theory is 

based on a "joint sparse signals known as group model 

(JSM, Jointly Sparse Models)" concept [8]. DCS theory 

pointed out that, if a plurality of signal are8 able to 

express the sparse in the same medium, and these signals 

is also has the correlation, then every signal in coding can 

use another not associated with the sparse matrix based 

(such as a random matrix) for sensing data observation 

and coding, which is far less than the original length of 

the encoded signal. 

 

2.3 SPATIAL CORRELATION IN DISTRIBUTED 

COMPRESSED SENSING MODEL BASED ON 

WSN 

 

In the WSN to collect data through various Sink node 

sensing sensor nodes, and monitoring the event source S 

to estimate the area, making the distortion estimation 

results to meet the requirements of WSN applications. 

Figure 2 shows the compressed sensing based spatial 

correlation of distributed. 

 

FIGURE 2 Schematic perceptions based on spatial correlation of 

distributed compression. 

 

As can be seen from Figure 2, because the WSN nodes 

are densely distributed in 
j

S  and between 
j

S  and S  in 

the presence of varying degrees of spatial correlation. 

Therefore, to meet the requirements of distortion, by 

determining the scope of the EA event area, while taking 

advantage of the perception of spatial data between WSN 

node correlation data compression and reconstruction, has 

a very important significance in the WSN. 

Assuming the event source S WSN location (0,0), the 

distribution area in the event of a node  yxEAn , , 

 
rr

yxn ,  coordinates are  yxn , ,  
rr

yxn , , its perception 

data is  yxS , ,  
rr

yxS ,  variorums is defined as: 
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       2
,,

2

1
rr

yxSyxSx  , (2) 

where    
2

22
ryyxx

rr
 , if the value of the 

variorums  x  is smaller, then the perceived correlation 

between the data will be stronger. In polar coordinates 

can be defined within a node  ,rn  perception data to 

 ,rS , EA within the scope of the event area in the 

monitored area WSN triggered the event source S , 

between the perception of sensory data node  0,0n  data 

and information to other nodes around the following 

correlation: 

          

 rR

rRZSIIS
rHUTU



  




 

,
0,0

, (3) 

wherein TU   represents sensing data  0,0S  is 

obtained by a random variable  , the probability is  ; 

TU   data through the sensing means adjacent to the 

 0,0S  sensing data of the node  ,rn  is worth to 

 ,rS , the probability is 1 . Random variable Y  

and Z  are the probability density function  yf
Y

,  zf
Z

 

and a random variable and random variables Y  and Z  

are each independently sensing data  ,rS . 

 

3 Spatially distributed compressed sensing 

information acquisition method 

3.1 GREEDY ALGORITHM 

 

The basic steps of the greedy algorithm are: 

1. Given initial estimates of 00  ;  

2. At each iteration, according to 

  00  AAA   determine the estimated value   

of 0  ;  

3. Leaving only the larger   value items, other items 

will be set to zero. Update  00  . 

There are many ways about greedy algorithm, mainly 

has the orthogonal greedy algorithm (Orthogonal 

Matching Pursuit, OMP), regularized orthogonal greedy 

algorithm (Regularized Orthogonal Matching Pursuit, 

ROMP), piecewise orthogonal greedy algorithm (Stage 

wise Orthogonal Matching pursuit STOMP) and the 

gradient of the greedy algorithm (Gradient pursuit 

method) 
 

3.2 ITERATIVE THRESHOLD ALGORITHM 

 

Iterative threshold algorithm is a recursive method to 

determine a solution of Ay  , specifically, is defined 

by the following equation sequence 
n  to close to the 

optimal solution Ay  : 

      nnn AAS  *1  , (4) 

where  xS  is:  
























xx

x

xx

xS

,

.0

,

. 

Gets the iterative sequence can be obtained by two 

methods: the operator splitting and two function 

approximation method. Firstly, by introducing a 

regularization factor K  that set (P1) problem is 

transformed into unconstrained problems as follows: 

 
2

21
,min  AyL  . (5) 

Because 
1

  is non smooth convex separable 

function, 
2

2
Ay   is a smooth non separable convex 

function, so if set 
11 T , 

2

22 DxT  , so we 

can write 

 

  

  
     
    *

1

1

2

*

*

1

*

2

*

21

*

21

ˆ

ˆ

,minargˆ











TITI

TITI

TITI

TT

L













. (6) 

The  
2

TI   is a step   of the gradient operator, and 

  1

2


 TI   is  S . 

 

4 Spatial correlation of distributed compressed 

sensing algorithm 

First of all, need to get the distribution range of event 

region EA. At the position of the hypothetical event 

sources have a virtual node is  0,0n , the information 

data of the node  0,0S ,  ,rS  data boundary nodes in 

 ,rn  aware S the events triggered by the event source 

region of the       0,0, SrS ,   is in line with the 

conditions, the error threshold, it is used to indicate the 

difference in perception data information and the event 

source at node in different position of the distribution of 

radius r  represents the event region EA. According to 

equation (2) can be obtained: 
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         

 















,
22

1

22

1

2

1

2

1

2

1
0,0,

2

1

2

2

2

22

22

2

z

zzz

z

z

z

z
eerf

dzez

ZESrSErr

z




















 , (6) 

where   ,
z

 is a function of 
z

  and  , 

  dtexerf t22 


. 

In summary, the distributed spatial correlation of 

compressive sensing encoding and decoding algorithm 

based on WSN can be expressed as follows: 

Step 1: according to the formula of 

   
1100

,...,,,



Jj

JT  , the distribution range of the 

sink node computing event region EA, forming a cluster 

by multicast routing way node  Nin
i

,...,2,1  activation 

events in area EA. 

Step 2: cluster head node 
h

n  to generate the observation 

matrix  
NM

SR , , where  R  is a pseudo random 

number generating function  
NN

 ,...,,:
21

, 
i

  is the 

number of 
i

n . 

Step 3: the cluster head node of the coded data MY  

transmission by wireless multi hop to the sink node. 

Step 4: Sink node and cluster head node generates the 

same observation matrix  
NM

SR , , then get a small 

wavelet transform matrix   according to the network 

topology, run the distributed compressed sensing 

decoding algorithm. 

 

5 Simulation and performance analysis 

 

5.1 EXAMPLES OF DATA FUSION 

 

Introduced in front of cluster Limited ad hoc networking 

mode, it is in accordance with the region of the cluster, 

the cluster head using ad hoc network between the nodes 

in the cluster structure, with star, tree and chain structure. 

Assuming a field of soil moisture content within the 

region more than 45% of the area number for inquiries 

first sends a query request. Suppose there are four field 

using tree routing, the sensor position and the 

communication path shown in Figure 3. 

In Figure 3, each sensor node has prepared a data, and 

(Filed, Soil moisture) is expressed in the form of. Need to 

do the following: 

1) Check each sensor node is in accordance with the 

upload request, to decide whether to participate in the 

transmission; 

 

FIGURE 3 Instance of data fusion. 

 

2) Each node receives the data sent by other nodes, 

for local operations, results of operations continue to 

submit to the upstream node; 

3) intermediate nodes if in a certain period of time has 

not received the neighbour node to send data, then the 

default from neighbour nodes below, did not submit the 

data nodes request. 

According to the above operation, the appeal 

processes a total of 5 copies in the network transmission 

of data. As shown in Figure 3, the Node10 sent 3 copies 

of the data, Node 8 to send 3 copies of data, Node 3 to 

send 1 copy of data. If you do not have any data fusion 

method, each individual node send data to the sink node, 

and the sink node concentration calculation results, the 

network data transmission quantity is 21, far greater than 

6, the corresponding node energy consumption will 

significantly increase. 

 

5.2 EXPERIMENTAL AND SIMULATION RESULT 

 

Simulation research and focus on the relationship 

between the number of observation data and 

reconstruction error of DCS encoding and decoding 

algorithm of the time correlation analysis based on WSN. 

The simulation uses Matlab as tools, the spatial 

correlation of data source in WSN by using two-

dimensional Gauss distribution to model, the node in 

WSN random uniform distribution of events in the 

60mx60rn area. In the system, all the nodes of the sensor 

that produced in WSN sensing data at the same time and 

send it to the cluster head node encoding, the cluster head 

nodes using DCS coding algorithm on the perception of 

the received data compression, and the observation data 

generated by multi hop wireless transmission to the 

decoder, accurate reconstruction of the sink node using 

the DCS decoding algorithm on each node sensing data in 

the area of the WSN event. 
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As shown in Figure 4, the relationship between the 

number of simulation graph reconstruction error and 

observation data, assuming that perceived value number 

is 3000. Can be seen from the chart, the observed values 

of M increases, the reconstruction error is more and more 

and more small, suitable for multiple observations data 

acquisition system. 

 

FIGURE 4 the relationship between the observed number and 

reconstruction error. 

 

6 Conclusions 

Compressed sensing is a theory developed in recent years, 

firstly, the theory of compressed sensing do a simple 

introduction, focusing on the spatial correlation in WSN 

based on distributed compressed sensing theory. WSN in 

precision agriculture, the amount of information needed 

to capture the scene is relatively large, and therefore the 

number of sensor nodes required range. Is also a great 

amount of data transmission, data compression is an 

effective way to reduce the amount of data transmission, 

according to the practical application of this article, the 

choice of the spatial correlation based on compressed 

sensing theory of distributed network layer data 

compression.  
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