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Abstract. A variety of projects in proof theory of relevance to
the philosophy of mathematics are surveyed, including Gödel’s in-
completeness theorems, conservation results, independence results,
ordinal analysis, predicativity, reverse mathematics, speed-up re-
sults, and provability logics.

Proof theory is the branch of mathematical logic in which proofs are
studied as formal objects in their own right. It originated in David
Hilbert’s aspiration to prove the consistency of arithmetic using what
he took to be epistemically secure mathematical methods. In a se-
ries of papers (most notably [Hil25]), Hilbert divided mathematics into
a “real” part that is finitary and contentual, and a non-contentual
“ideal” part that concerns, for instance, imaginary numbers and in-
finitary propositions in analysis and set theory. The objects of real
mathematics were said to be finite strings of symbols, and hence vi-
sualizable. This, Hilbert seemed to think, ensured the reliability of
real methods for establishing results. In addition, he believed that the
objects of real mathematics were recognizable by all human investiga-
tors, and hence that real methods provided for the intersubjectivity
of mathematics. However, he acknowledged that ideal methods were
indispensable in practice, on account of their efficiency in the discovery
and proof of new theorems. He thus set forth to license the use of ideal
methods with respect to his epistemic standards by seeking a real proof
that real theorems provable by ideal methods are also provable by real
methods. This would ensure that the epistemic security of real meth-
ods is “conserved” by ideal methods (cf. [Det86], pp. 16–19, 62–73,
for a discussion of whether Hilbert was right to think this). Hilbert
envisioned his proof theory as a precise means of proving such a “con-
servation result”. More generally, a theory T2 is said to be conservative
over a theory T1 if and only if every sentence ϕ in the language of T1

that is provable in T2 is also provable in T1.
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Hilbert’s nascent program received a jolt when Kurt Gödel [Göd31]
revealed his two incompleteness theorems, asserting that for formal
theories containing a basic arithmetic core, there are sentences that
are true in those theories but unprovable (the “first incompleteness
theorem”), and that, provided such a theory is consistent, there are
sentences that can be said to express the consistency of these theories
yet are unprovable in those theories (the “second incompleteness theo-
rem”). In both cases the sentences are expressed in the language of the
theories they’re purportedly ‘about’, and yet are unprovable in those
theories (cf. [Fra05]). The importance of Gödel’s work for Hilbert’s
program is that, if finitary mathematics is formalizable in a theory to
which Gödel’s work applies, his second incompleteness theorem implies
that the sentence expressing the consistency of finitary mathematics
cannot be provable by finitary methods. Since this consistency sen-
tence can be proved in a variety of non-finitary theories (for instance,
set theory; cf. [Lin97]), Gödel’s second incompleteness theorem seems
to show that the conservation result Hilbert sought cannot be obtained.

Gödel’s results apply in particular to first-order Peano Arithmetic
(PA), a theory widely believed to implicitly define the elementary arith-
metic of the natural numbers. The language of PA consists of constants
0 and 1; function symbols + and ·; and relation symbol <. Its axioms
consist of the ordinary arithmetic laws of addition, multiplication, and
less-than, plus an induction scheme for all formulas in the language.

Gödel’s basic ideas in proving the incompleteness theorems were as
follows. His first insight was to see how to “code” symbols and strings
of symbols in a formal language into natural numbers; and how to ex-
press syntactic relations like “is a proof in PA” by relations between
natural numbers, that is, by relations on the codes of strings. The hard
part was to ensure that when p is a proof in PA of a sentence ϕ, then PA
proves that the code ppq of p has the analogous natural number rela-
tion to the code pϕq of ϕ—that is, that PA ` ProofPA(ppq, pϕq)—and
that when p is not a proof in PA of ϕ, that PA 6` ProofPA(ppq, pϕq).
Gödel showed that any syntactic relation whose obtaining can be con-
firmed by a computer (to put it somewhat anachronistically) can be
“represented” in this way in PA. Gödel’s next insight yielded a way
of obtaining sentences in the language of PA that express facts about
themselves, known as ‘diagonalization’. In particular, Gödel showed
that for every formula P (x) in the language of PA, there is a sentence
S such that PA ` S ↔ P (pSq). He then applied diagonalization to the
syntactic relation “is not provable from the axioms of PA”—that is,
to the formula ¬ProvPA(x), where ProvPA(x) = ∃yProofPA(y, x)—and
obtained a sentence G such that PA ` G ↔ ¬ProvPA(pGq). G thus
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expresses its own unprovability in PA. Gödel then argued that G is
true but not provable in PA, giving his first incompleteness theorem.
For his second incompleteness theorem, Gödel observed that, suppos-
ing that PA is consistent, PA cannot prove sentences expressing its own
consistency, for instance Con(PA) defined as ∀p¬ProofPA(p, p0 = 1q).
Its proof involves showing that the reasoning of the first incompleteness
theorem can be carried out within PA.

There is good reason to wonder whether Gödel’s incompleteness the-
orems warrant the conclusion that Hilbert’s sought conservation result
cannot be obtained. Firstly, it is not clear that the conditions of Gödel’s
theorem apply to finitary mathematics (cf. [Det86] and [Det90]). In
particular, it is not clear that finitary mathematics can be formalized;
for instance, Gödel resisted this initially (cf. [Göd31], p. 195; also
[Fef08]). This is, in part, because it is unclear from Hilbert’s writings
exactly what counts as finitary (cf. [HB70], p. 290). Secondly, even if
the sought conservation result were unobtainable, it might be obtain-
able for every statement of mathematical interest. Thirdly, it may be
that results closely related to the conservation result Hilbert sought are
obtainable, even if Hilbert’s original program is itself unrealizable. We
shall address each of these points in what follows.

With respect to the first point, Tait (cf. [Tai81], [Tai05]) has ar-
gued that finitary mathematics should be identified with the first-order
theory Primitive Recursive Arithmetic (PRA) obtained from PA by
adding axioms defining every primitive recursive function, adding sym-
bols to the language of PA for each such defined function, and restrict-
ing the induction scheme to quantifier-free formulas. Tait argues for
this identification firstly by stressing Hilbert’s identification of finitary
mathematics with those methods “presupposed by all nontrivial math-
ematical reasoning about numbers” (p. 525), and showing that PRA
uniquely meets this criterion.

With respect to the second point, the question is whether a con-
servation result like the one Hilbert sought can be obtained for all
real theorems of antecedent mathematical interest, if not for all real
theorems simpliciter. One way this question has been approached is
by investigating whether results long sought by mathematicians but
presently unproved are instances of arithmetic incompleteness. For ex-
ample, it may turn out that number theorists have failed to prove either
the Goldbach conjecture (that every even integer greater than two is
the sum of two primes) or its negation because they are unprovable
in PA. However, at present there is no good reason to think that the
Goldbach conjecture is such an example, nor is any other such example
known in present-day ordinary mathematics. Hence this approach does
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not resolve the question of whether every real theorem of antecedent
mathematical interest has a real proof. However, proof theorists have
found examples of mathematically “natural” truths that are unprov-
able in arithmetic and even set theory. Of particular note is the work
of Paris, Kirby and Harrington on a finite form of Ramsey’s theorem (a
general case of the “pigeonhole principle” that if there are more objects
to be put into boxes than there are boxes, one box will have more than
one object) that is shown to be unprovable in PA (cf. [PH77]); and
work of Friedman on truths in finite mathematics that are unprovable
in Zermelo-Fraenkel set theory (ZFC) (cf. [Fri98], [Fria] and [Wei09]).
In both cases the truths are shown to be unprovable by noting that
the truths are equivalent to a consistency sentence for the appropriate
theory; their unprovability then follows from Gödel’s second incom-
pleteness theorem. Both types of examples are said to be “natural” in
the sense that they’re “close” to truths studied in present-day math-
ematics, meaning that they could have arisen in present-day practice,
though they did not (or so it is argued). So while this work does not
answer whether every real theorem of antecedent mathematical interest
has a real proof, it answers (negatively) the related question of whether
every mathematically natural real theorem has a real proof.

Relatedly, Gödel observed in his 1931 paper that his true but un-
provable sentences become provable when the incomplete theory in
question is augmented by new axioms of higher ‘type’; for instance,
Gödel sentences for theories of arithmetic type become provable when
appropriate set-theoretic axioms are added (cf. [Göd31], footnote 48a;
also [Göd95] and [Fef87]). In the case of Friedman’s results, the truths
of finite mathematics he identifies are not provable in ZFC but are
provable in ZFC augmented by new axioms asserting the existence of
infinite cardinal numbers that otherwise cannot be proved to exist in
ZFC (i.e., “large cardinals”). These results have accordingly been ex-
plored as components of a “regressive” argument for accepting new
axioms for mathematics, though Feferman has urged caution on the
grounds that the sentences in question have been “cooked up” using
metamathematics (since these sentences are equivalent to consistency
sentences), rather than arising naturally from mathematical practice
(cf. [Fef87] and [FFMS00]).

The third point, that results closely related to the one Hilbert’s pro-
gram sought may be fruitfully pursued, has been approached in several
different bodies of work. Here three will be considered in further detail.
The first focuses on proving the consistency of arithmetic and theories
of analysis by means that are as epistemically secure as finitary rea-
soning, despite containing non-finitary elements. As articulated by
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Gerhard Gentzen (cf. [Gen36]), Takeuti (cf. [Tak87], Chapter 2, §11)
and Schütte (cf. [Sch77], p. 3), the goal is “constructive”, if not strictly
finitary, consistency proofs for theories of both arithmetic and analytic
type (cf. [Fef00]). In [Gen36] Gentzen provided what he took to be such
a proof for PA. He proceeded by showing that every proof in PA can be
reduced by finitely many steps to a ‘minimal form’, and that this can-
not be done for derivations of false arithmetic assertions such as 1 = 2.
It follows that false arithmetic assertions like 1 = 2 are not provable
in PA, and hence that PA is consistent. Non-finitary methods enter in
proving the finite reducibility of proofs of PA. Gentzen associated with
each proof in PA an ordinal number measuring a proof’s complexity,
and showed that the reduction of a proof has a smaller ordinal than
the initial proof. To measure the complexity of inductive proofs, in
which the universally quantified conclusion of an inductive inference is
more complex than the infinitely many particular instances surveyed
by the inductive step, Gentzen used “transfinite” ordinals, that is, or-
dinals that permit counting after the totality of natural numbers has
been counted. For PA this measurement requires ordinals no greater
than ε0, the least ordinal α such that ωα = α (as can be shown by
inspecting the possible forms of proofs in PA). Then, to show the fi-
nite reducibility of proofs in PA, Gentzen used “transfinite induction”
through ε0—which is like ordinary mathematical induction except that
it ranges over all ordinals through ε0 instead of just the natural num-
bers. In [Gen43] Gentzen showed that the consistency of PA requires
for its proof exactly transfinite induction through ε0; no lesser ordinal
suffices because, he showed, transfinite induction through every ordinal
beneath ε0 is provable in PA. This suggests using ε0 as a measure of
PA’s strength, and so ε0 is called the “proof-theoretic ordinal” of PA.

After Gentzen proof theorists have attempted to give similar consis-
tency proofs for stronger theories (that is, with larger proof-theoretic
ordinals), including theories of analysis and set theory (cf. [Rat06]).
Besides being of pure mathematical interest, this work is intended to
determine for these theories the degree to which their consistency can
be proved “constructively” if not finitarily, and thus the extent to which
results closely related to Hilbert’s program can be obtained. Relatedly,
proof theorists seek information about the constructive or finitary con-
tent of classical, nonconstructive proofs. An important example of re-
duction of the non-constructive to the constructive was given by Gödel
in his translations of PA into the intuitionistic theory of elementary
arithmetic known as Heyting Arithmetic (cf. [Göd33b] and [Göd58];
and [AF98]). More recently, Kohlenbach’s “proof mining” program
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has aimed at gathering constructive information from non-constructive
proofs (cf. [Koh08] and [Avi09]).

The philosophical interest of these projects rests largely on the extent
to which “constructive” methods are judged more valuable than non-
constructive methods. On the one hand, it seems to be accepted by
many that constructive methods provide for more secure or reliable
knowledge than non-constructive methods (even though the reasons for
thinking that vary quite a lot, for instance from intuitionists to strict
finitists). On the other hand, if it is granted that non-constructive
methods can provide proofs of theorems, Kreisel’s question remains:
“What more do we know if we have proved a theorem using restricted
means than if we merely know that it is true?” (cf. [Kre58]).

A second body of work aimed at results close to Hilbert’s original
program is concerned with predicativity and the reduction of non-
predicative systems to systems with predicative strength (cf. [Fef64]
and [Sch77], Chapter 8; and [BFPS81], [Poh09], and [Fef05]). A set is
“predicatively definable” if it is defined in terms of natural numbers, or
in terms of predicatively definable sets that have already been defined.
Sets defined by way of a collection of sets that includes the set to be
defined are thereby excluded, such as the ‘set’ of all sets that do not
contain themselves giving rise to Russell’s paradox. Hermann Weyl, a
student of Hilbert, helped focus attention on predicative reasoning (cf.
[Wey18]). Feferman has developed Weyl’s vision in a series of works,
arguing that classical and modern analysis can for the most part be
carried out in predicative theories that are conservative over PA. He
argues that as a result, the predicativist need not admit any transfinite
sets beyond the countably infinite, since, he maintains, commitment to
PA only entails commitment to at most the countably infinite. This
is valuable, Feferman says, because the uncountably infinite is more
problematic than the countable infinite. As he puts it:

[T]he continuum itself, or equivalently the power set of
the natural numbers, is not a definite mathematical ob-
ject. Rather, its a conception we have of the totality
of “arbitrary” subsets of the set of natural numbers, a
conception that is clear enough for us to ascribe many
evident properties to that supposed object (such as the
impredicative comprehension axiom scheme) but which
cannot be sharpened in any way to determine or fix that
object itself. On my view, it follows that the concep-
tion of the whole of the cumulative hierarchy, i.e., the
transfinitely cumulatively iterated power set operation,
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is even more so inherently vague, and that one cannot
in general speak of what is a fact of the matter under
that conception. (cf. [FFMS00], p. 405)

In addition, Feferman has argued that predicative analysis suffices for
proving all “scientifically applicable analysis”, and hence, by the Quine-
Putnam indispensability argument (cf. [Put79]), the ontological com-
mitments of science should include the objects of predicative analysis
but not necessarily the uncountable infinite (cf. [Fef93b]; also cf. Hell-
man’s [Hel04] and Feferman’s response [Fef04]).

A third body of work aimed at partially realizing Hilbert’s program
is concerned with subsystems of second-order arithmetic, that is, arith-
metic theories in which some of the quantifiers range over sets of natural
numbers. A great deal of mathematics can be developed in such the-
ories, including basic and advanced results in analysis, algebra, and
logic. A handful of such theories have been singled out for their math-
ematical fruitfulness; two will be mentioned here. Their characteriza-
tion uses the following syntactic notion: a sentence in the language
of arithmetic is Π0

1 (resp., Σ0
1) if it consists of finitely many first-order

universal (resp., existential) quantifiers followed by a formula with only
bounded first-order formulas. A key example of a Π0

1 sentence is the
sentence Con(PA) expressing the consistency of PA defined earlier as
∀p¬ProofPA(p, p0 = 1q). We may now turn to the theories. Firstly,
RCA0 is the subsystem of second-order arithmetic obtained by adding
to PRA a comprehension scheme for recursively definable sets (hence
the “R” in RCA0) , and replacing PRA’s induction scheme with an
induction schema for Σ0

1 formulas, possibly with set parameters. Sec-
ondly, WKL0 is the theory RCA0 augmented by weak König’s lemma,
which yields the existence of paths through infinite binary trees (more
precisely, {0, 1}-trees). Friedman observed that WKL0 is conservative
over PRA for Π0

1 sentences.1 Simpson has argued (cf. [Sim88], [Sim99],
pp. 381–382) that this conservation result permits the identification
of WKL0 with finitary reasoning, at least for Π0

1 sentences such as
Con(PA) that were of central importance to Hilbert’s goal. He thus
claims that this result provides a partial realization of Hilbert’s pro-
gram. More generally, to determine what part of Hilbert’s program

1In fact, the conservation result holds for Π0
2 sentences. The result is a conse-

quence of Harrington’s result that WKL0 is conservative over RCA0 for Π1
1 sen-

tences, and the result of Mints, Parsons and Takeuti (independently) that IΣ1

(which is PA with induction restricted to Σ0
1 formulas) is conservative over PRA

for Π0
2 sentences. This is sufficient since WKL0 and RCA0 have the same first-order

part, IΣ1. For proofs, cf. [Sim99], pp. 369–372.
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can be carried out, Simpson asks which subsystems of second-order
arithmetic are conservative over PRA for Π0

1 sentences.
Each of the three bodies of work just surveyed, in addition to bearing

on partial realizations of Hilbert’s program, bear on a less ideological
project; as Feferman has put it, they help answer the question “what
rests on what?” (cf. [Fef93a]). To answer this, one seeks to determine
the weakest assumptions sufficient for proving given theorems of ordi-
nary mathematics (e.g. number theory, analysis, algebra, topology).
“Weakest” here must be understood with respect to some ordering of
strength, for instance with respect to how much induction the assump-
tions include, or what types of sets the assumptions permit. Ordinal
analysis of theories, as discussed earlier, is one means of determining
this. Another means focuses on particular theorems rather than entire
theories. For example, consider the prime number theorem (PNT),
which states that the number of primes less than x is approximately
x

log x
in the limit. It was proved by Jacques Hadamard [Had96] and

Charles de la Vallée Poussin [dlVP96] using complex analysis in 1896.
Later Atle Selberg [Sel49] and Paul Erdős [Erd49] were able to prove it
without using complex analysis (but still using real analysis). Both of
these proofs have been found to carry over to weak arithmetic settings.
Takeuti [Tak78] found a conservative extension of PA in which elemen-
tary complex analysis can be carried out and which is sufficient for
formalizing the complex-analytic proof of the PNT; and Cornaros and
Dimitracopoulos [CD94] formalized Selberg’s proof in a theory with
even less induction known as elementary arithmetic (cf. [HP98] and
[Bus98] for more on weak arithmetics, and cf. [Avi03] for a philosoph-
ical discussion of this work).

This shows that the PNT is provable in quite weak theories of arith-
metic. By contrast, it can turn out that the weakest theory in which a
given result is provable is quite strong. An example of this is the work
of Friedman mentioned earlier exhibiting truths of finite mathematics
that are not provable in finite mathematics or even set theory as cur-
rently canonized (ZFC), but are provable in ZFC augmented by “large
cardinal” axioms.

Another approach to determining what rests on what is to seek in-
stead an answer to the question of exactly how strong a given the-
orem is. This is what is done in “reverse mathematics”, pioneered
by Friedman (cf. [Fri76], [Fri75]) and described in a definitive mono-
graph [Sim99] by Simpson. Starting with a mathematical theorem and
an interesting collection of set-theoretic theories, the goal of reverse
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mathematics is to determine which of these theories is logically equiv-
alent to that theorem (using as background a theory that is logically
weaker than the theorem and theories under consideration). It is called
“reverse mathematics” because in showing this logical equivalence, the
axioms of a theory are proved from a theorem, a reversal of usual math-
ematical methodology. When successfully carried out, this program
locates both necessary and sufficient conditions for a given theorem,
and thus locates the logically weakest theory (among a given set of set-
theoretic candidate theories) for proving a given theorem. The search
for reversals is made easier by the striking fact that a very small num-
ber of set-theoretic theories have turned out, in practice, to provide for
reversals for a wide variety of theorems in ordinary mathematics (over
the background theory RCA0).

2 The theory WKL0 mentioned earlier
is one of these; among the others is an extension of RCA0’s compre-
hension axiom to all arithmetically definable sets called ACA0; and a
theory known as ATR0 whose first-order part is the same as Feferman’s
predicative analysis (cf. [Sim99], p. 41). Two examples of theorems re-
versing to WKL0 are the completeness theorem for first-order logic, and
the theorem that every continuous function on 0 ≤ x ≤ 1 is bounded.

It is reasonable to wonder about the value of determining the weakest
theory in which a given result is provable. One answer is that these re-
sults help identify more precisely the minimal ontological commitments
of mathematics (as Feferman emphasizes in his work on predicativity).
Another is that, if weaker theories are thought to be more secure than
stronger theories, they help determine how much mathematics can be
proved securely. The work surveyed in this essay so far has been aimed
in these directions. Yet another answer is that this work helps engage
the mathematician in “the sport of seeing how little one can get away
with”, as Avigad has put it (cf. [Avi05]). Hilbert offered an answer of
a still different type. He seems to have understood this kind of project
as revealing a “grounding” of mathematical theorems:

By the axiomatic study of mathematical truth I under-
stand an investigation which does not aim to discover

2One reservation about reverse mathematics as presently carried out is that
RCA0 is too strong a base theory, because in RCA0 significant amounts of real
analysis can be coded. This can distort the meaning of reversals of theorems of
analysis over RCA0, because it is hard to tell how much of the reversal is a result of
the coding apparatus of RCA0 and how much is a result of the logical complexity of
the theorem being reversed. As a result, the complexity of some theorems of analysis
may be measured lower than it intuitively ought to be (on this issue, cf. [Avi03]).
For this reason, Friedman has been developing a “strict reverse mathematics” in
which the base theory is weakened to avoid these issues (cf. [Fric], [Frib]).
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new or more general theorems with the help of given
truths, but rather the position of a theorem within the
system of known truths and their logical connections in
a way that indicates clearly which conditions are nec-
essary and sufficient for the grounding [Begründung ] of
that truth. (cf. [Hil03], p. 50)

How “grounding” ought to be understood here is unclear (cf. [Ara08]),
though Hilbert may have been drawing on views on grounding of Bernard
Bolzano (cf. [Bol72] and [Bol99]; and [Tat02], [Tatng], and [Man99])
and Gottlob Frege (cf. [Fre80], §2, 3; and [Det88]). Along these lines,
Simpson has noted a connection between reversals in reverse mathe-
matics and “scientific demonstrations” in Aristotle’s sense (cf. [Sim99],
pp. 31–2, and [Sim00]).

As noted earlier, Hilbert thought ideal methods worth defending be-
cause of their efficiency in the discovery and proof of new theorems,
compared with real methods generally. For instance, he stressed the
“fecund” use of ideal elements in geometry, noting that they often re-
sulted in “simple and perspicuous” work (cf. [Hil25], p. 379). Proof
theorists have accordingly sought to determine what gains in efficiency
are purchased by moving from a theory to a conservative extension of
that theory, measuring the efficiency of proofs in terms of their syntac-
tic length. To measure efficiency a basic distinction is made between
“polynomial” and non-polynomial speed-up, with the former being re-
garded as relatively insignificant and the latter as relatively significant.
Somewhat more precisely, for T2 a conservative extension of T1, T1 is at
most a polynomial speed-up of T2 when for every ϕ provable in T2, the
length of the shortest proof (measured in terms of total number of sym-
bol occurrences) of ϕ in T2 is less than some fixed polynomial multiple
of the length of the shortest proof of ϕ in T1 (cf. [CI05]). A variety
of theories have been studied for speed-up. Solovay showed that set
theory with classes (Gödel-Bernays) has non-polynomial speed-up over
set theory without classes (ZF) (cf. [Pud98]); and Avigad and Hájek
showed, independently, that WKL0 has at most polynomial speed-up
over RCA0 (cf. [Avi96], [Háj93]).

These results might be thought to bear on Hilbert’s point that the
addition of ideal elements to a theory improves its efficiency. How-
ever, Detlefsen (cf. [Det96], p. 87, and [Det90], pp. 370, 376), Avigad
([Avi03], p. 276) and Potter ([Pot04], pp. 234–236) have counseled
care in interpreting these results, pointing out that length of proof is
only one measure of proof complexity, and a flawed one at that. Proofs
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in conservative extensions may provide for simplicity of other types un-
measured by the syntactic standard surveyed here (for instance, sim-
plicity of understanding).

Gödel’s work on intuitionistic logic also initiated provability logic,
which is closely connected with modal logic (for surveys, cf. [Boo93]
and [Art07]) and has been extensively used in formal epistemology
(cf. [FHMV95]). In [Göd33a] Gödel gave what he took to be basic
laws of provability (for instance, the law that if p is provable, then
p), noting that these laws were simply the axioms of the modal logic
known as S4. Gödel thus recognized a parallel between provability and
necessity. This parallel is natural in light of the fact that provability
and consistency are modal duals to one another, in the same way that
necessity and possibility are. Thus if we interpret �ϕ as ‘ϕ is provable’
and �ϕ as ‘ϕ is consistent,’ then the familiar equivalence �ϕ↔ ¬�¬ϕ
reads ‘ϕ is consistent if and only if it is not provably false,’ in line with
our informal understanding of these notions.

Gödel’s interest in this matter was to show how to interpret intuition-
istic propositional logic in a classical propositional theory augmented
by a provability operator. However, he noted that S4 are laws only of
informal provability, rather than provability in a formal system such as
PA, because in the latter case some theorems of S4 are false (they con-
tradict the second incompleteness theorem). This raises the question of
what exactly is the logic of formal provability in PA, i.e. of the formal
provability predicate ProofPA(x) defined earlier. Kripke conjectured
that a propositional modal logic known as GL answers this question
(cf. [BS91], pp. 9–10). To understand this conjecture, it is helpful to
return to Gödel’s work on the incompleteness theorems. The “G” of
GL comes from Gödel, and more specifically from the inclusion in GL
of modal analogues of the Hilbert-Bernays derivability conditions giv-
ing sufficient conditions for a formal provability predicate of a formal
theory to prove Gödel’s second incompleteness theorem (and hence cod-
ifying what it means for a theory to have “enough” arithmetic to prove
the second incompleteness theorem; cf. [Fef61]). The “L” comes from
the inclusion of a modal analogue of “Löb’s theorem” (cf. [Löb55]).
Gödel proved his first incompleteness theorem by obtaining, by diag-
onalization, a sentence G in the language of PA that “expresses” its
own unprovability in e.g. PA—that is, PA ` G↔ ¬ProvPA(pGq)—and
then showing that G is true but unprovable in PA. Leon Henkin noted
that diagonalization could be used to obtain a sentence L expressing its
own provability—that is, PA ` L↔ ProvPA(pLq)—and asked whether
L is provable in PA. Martin Löb showed that it is, demonstrating that
if PA ` ProvPA(pLq) → L, then PA ` L. GL, then, consists of modal
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versions of the Hilbert-Bernays derivability conditions and of Löb’s
theorem, in addition to basic axioms for classical propositional logic.

Solovay verified Kripke’s conjecture that GL is the logic of formal
provability in PA by using “translations” of sentences in the language
of propositional modal logic to sentences in the language of PA that re-
spect the Boolean connectives while sending sentences�A to ProvPA(pAq).
There are many such translations. Solovay [Sol76] showed that the sen-
tences of propositional modal logic for which each such translation is
a theorem of PA are exactly the theorems of GL. Hence, Solovay con-
cluded, the logic of formal provability in PA is GL.

This essay has touched on several projects in proof theory relevant
to the philosophy of mathematics, belonging mostly to what is known
as reductive proof theory. It is fitting to mention briefly other proof-
theoretical projects of philosophical interest. Chief among these are
proof-theoretic semantics and structural proof theory, both of which
originate in Gentzen’s [Gen35]. Gentzen showed how to formulate a
system of logical deduction in which the semantics of the logical con-
nectives are given by rules governing their introduction into and elimi-
nation from proofs, in contrast to “model-theoretic semantics” in which
the meanings of the logical connectives are given in terms of their truth
conditions. Gentzen’s idea has been developed by Prawitz [Pra65] and
Martin-Löf [ML96], among many others, and incorporated into a de-
fense of anti-realism by Dummett in [Dum91] (also cf. [Ten87] and
[Ten97]). In the same paper Gentzen also developed a formal system
that kept the natural deduction approach of using introduction and
elimination rules to describe the semantics of the logical connectives
and to give the rules of inference, while eliminating the use of non-
logical axioms in proofs. Instead, non-logical axioms were pushed into
the antecedents of conditionals that Gentzen called “sequents”. This
“sequent calculus” turned out to be mathematically elegant and con-
tinues to yield insights into the logical structure of proofs (cf. [NvP01],
[TS00]; and [Ara09] for a discussion of some philosophical issues arising
therein).

Proof theory remains a vibrant area of research with important philo-
sophical connections, and there is good reason to think this will con-
tinue to be the case. One reason for confidence is that there has been a
move in recent years toward a practice-based philosophy of mathemat-
ics, in which philosophical reflection is brought to bear on the work
actually done by mathematicians, historically through the present,
not just in logic but in algebra, analysis, and geometry as well (cf.
[Man08]). This essay has tried to shed light on how proof theory has
been concerned with ordinary mathematics since its inception. These
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recent developments in philosophy of mathematics suggest that proof
theory will continue to be philosophically critical.
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finitism, constructivity and Hilbert’s program. Dialectica, 62(2):179–
203, 2008.

[FFMS00] Solomon Feferman, Harvey M. Friedman, Penelope Maddy, and John R.
Steel. Does mathematics need new axioms? Bull. Symbolic Logic,
6(4):401–446, 2000.

[FHMV95] Ronald Fagin, Joseph Y. Halpern, Yoram Moses, and Moshe Y. Vardi.
Reasoning about knowledge. MIT Press, Cambridge, MA, 1995.
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[Löb55] M. H. Löb. Solution of a problem of Leon Henkin. Journal of Symbolic

Logic, 20:115–118, 1955.
[Man99] Paolo Mancosu. Bolzano and Cournot on Mathematical Explanation.

Revue d’Histoire des Sciences, 52:429–455, 1999.



PROOF THEORY IN PHILOSOPHY OF MATHEMATICS 17

[Man08] Paolo Mancosu, editor. The Philosophy of Mathematical Practice. Ox-
ford University Press, 2008.
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