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Abstract—This paper addresses the problem of data detection
for digital communications employing space diversity reception,
where the system model contains a single-input multiple-output
(SIMO) vector channel. The received vector corrupted by addi-
tive white Gaussian noise (AWGN) is modeled as the noisy output
of a finite state vector Markov source. Subsequently, a discretely
valued basis of minimal dimensionality is identified for the input
space. Estimation of the output labels associated with this basis
allows labeling of the state transition diagram. For this purpose,
certain identifiable characteristics of the output sequences of the
Markov source are used to classify its states and generate an
initial codebook for a vector quantizer used to restore the output
levels.

Index Terms—Blind equalization, channel estimation, cluster-
ing, fading.

I. NTRODUCTION

SPACE diversity reception is known to be an excellent
mean of combatting the detrimental effects of the mobile

radio channel in data transmission [1]. It is of great interest to
investigate the fruitfulness of this approach in blind sequence
detection (BSD) [2], [3]. Several key features of the mobile
radio channel that are of relevance in the paper are: 1) for
typical transmission rates and symbol periods the length of
the intersymbol interference (ISI) at the channel output is
relatively short (e.g., less than six symbol periods); 2) the
channel is rapidly time varying; and 3) the channel may
occasionally produce a null in the signal spectrum.

As pointed out by Sato in [2], the mobile radio channel
should not necessarily be equalized, rather, it should be iden-
tified. This is evident in light of feature 3) noted above. Given
feature 1), maximum-likelihood BSD is indeed plausible for
such channels. Feature 2) suggests that if channel estimation
is to be of any use, it must be accomplished in a short time.
Finally, note that, in general it is not even necessary to identify
the channel impulse response coefficients. All we really need
are to identify the noiseless channel outputlabels and label
the state transition diagram of the overall system [4].

System Model

Consider digital transmission over a frequency selective
slowly fading channel whereby several receiving antennas
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Fig. 1. Example of a one input two output vector channel. The state at time
k is defined bysk = (xk�2; xk�1).

are used. We assume that the received signal in different
channels undergo uncorrelated fading. We assume that the
carrier recovery loop generates a coherent carrier used for the
down conversion of the RF signal. Samples of the matched
filters outputs taken at the symbol rate generate the matrix of
sufficient statistics whereby each column is a vector whose
components are the samples of the filter outputs at the re-
ceiver. The overall complex baseband equivalent model of
the communication system can be modeled as a single input
multiple output system. As an example, Fig. 1 depicts a one-
input–two-output channel that will be used throughout the
paper.

In Fig. 1, the noise components are uncorrelated
white Gaussian and each component of the received vector

has an associated signal-to-noise ratio (SNR)
that we assume to be constant and equal to 10 dB. For
our example, both channels have a memory of two. The
upper channel (CH-1) has the impulse response coefficients

, and the lower channel
(CH-2) has the impulse response coefficients

(these coefficients were chosen arbitrar-
ily). With this setup, the overall system resembles a vector
Markov source whose state transition diagram is depicted in
Fig 2.

Simultaneous maximum-likelihood estimation of the input
vector and the channel coefficients reduces to one of obtaining
the values of this pair that minimizes the sum of the Euclidian
norms between the received and the estimated output vectors.
This can be done using a standard Viterbi algorithm provided
the trellis diagram of the underlying vector Markov source can
be labeledwith the noiseless channel outputs. Of course, such
noiseless labels are not directly available and must themselves
be estimated from the vector channel outputs. In [4], Seshardi
proposes the technique of labeling the trellis diagram of the
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Fig. 2. The state transition diagram of the overall system of Fig. 1.

Markov source in all the permissible ways. Unfortunately, with
this technique the number of trellises that must be searched
grows in a factorial manner with the size of the branch space.
In this letter, we propose a novel trellis labeling technique
that avoids this problem. The problem of identification of the
noiseless channel output labels is equivalent to designing a
vector quantizer (VQ) from a training set corresponding to the
observed noisy output vectors. For the trellis labeling problem,
we propose a novel classification of the states of the vector
Markov source based on the properties of its output sequences.

II. CODEBOOK INITIALIZATION AND DATA CLUSTERING

The fact that the input at a given symbol period comes
from a constellation carved out of a lattice, induces a rich
algebraic structure on the output labels. For a channel memory
of size , the components of the output vectors are of the type

where is the time index, and the value of
is assumed to be restricted to a given subset of a lattice (i.e.,
the signal constellation). Looking at the input in blocks of size

, the output labels are obtained via a generally one-to-one
mapping from the input -tuples. Identification of a discrete
and possiblyredundantbasis for the input space allows us to
identify a set of output labels, from which all the other output
labels may be derived via simple algebraic operations.

A standard technique for vector quantizer design is that of
the generalized Lloyd algorithm, also referred to as the k-
means or the LBG algorithm [5]. A typical distortion measure
for such designs is the Euclidian distance, which is indeed
appropriate in our problem. In our VQ designs we compute
the average distortion for simplicity. The LBG algorithm starts
with an initial codebook and at each iteration two steps are
performed: 1) the received vectors are classified using the
nearest neighbor (NN) search rule relative to the distortion
measure employed and 2) after all the members of the training
set have been classified, the centroid of each class (or cell) is
generated and used to form a new codebook that can be used
in the next iteration.

Two basic problems associated with the VQ design are
the selection of a suitable initial codebook, and the empty
cell problem. For the blind sequence detection problem we
generally have relatively high noise levelsanda small training
set dictated by the requirement imposed by a rapidly time
varying channel. For this problem, we would like to use as
many of the structural properties of the output vectors as
possible to eliminate or alleviate the problems noted above.

TABLE I
LENGTH TWO AND THREE PATHS IN THE STATE TRANSITION

DIAGRAM OF FIG. 2 AND THEIR RESPECTIVE PROPERTIES

Among the well-known initialization techniques, there are
the random coding, pruning, pairwise nearest neighbor, prod-
uct code, and splitting techniques [5]. None of these methods
explicitly use the dynamical structure of the vectors generated
at the output of the channels. In this paper, we propose to
use the dynamical structure of the output for both the VQ
codebook initialization and labeling of the trellis diagram
of the vector Markov channel. We demonstrate this for the
example used in the paper in order to present the key ideas
quickly. For this purpose, consider the labeled state transition
diagram of the Markov source depicted in Fig. 2. We assume
that the channel input is equiprobable binary and real. The
state of the system at time is the binary two tuple

. The branches of Fig. 2 are labeled by the input
that causes the transition, and the corresponding output vector
denoted . The following labeling is used:

and . Note that
.

The significant observations that can be made with regards
to Fig. 2 are: 1) there are really onlythree distinct branch
labels , since all the other branch labels can be
obtained from these via simplealgebraic operations and 2)
certain state transitions of this Markov source haveidentifiable
properties that can be checked from the observation of the
output sequencesonly.

To determine these properties, consider any starting state
and the corresponding paths of different lengths through the
state transition diagram starting from paths of length two.
Subsequently, we mark the output label sequences that have
specific algebraic properties. For instance, consider the length
two and length three paths. Table I lists the paths having
specific properties that can be checked.

Index in Table I is the starting time index of the noted
sequences, and the properties– are defined as:

, ,
, , and

.
The entries of Table I suggests that we may be able to detect

certain state transitions and consequentlycertain labelsof the
state transition diagram by using the noted properties as tests.
Certain tests may provideredundant informationthat may in
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fact be used to discard or accept certain labels obtained in
this manner. Note that there is always a sign ambiguity in
the labels of the state transition diagram even when all are
detected correctly.

In the presence of noise, the calculation of the norms sug-
gested by various tests for recognizable properties in Table I
produce nonzero results. However, the maximum-likelihood
detection rule suggests that we may use the minimum norm
criterion to rank the outcomes of the tests conducted at the
output.

Codebook Initialization

In our simulations, we used an observation length of 100
symbols and the following codebook initialization technique
was used: 1) properties of Table I were used as tests
of the output channel symbols and the corresponding vector of
test results were generated and 2) for each test vector, the index
producing the minimum element was used to identify the initial
codebook vectors. In particular, test for was used to obtain
an initial estimate of (the sign was assigned arbitrarily). Test
for was used to obtain the initial estimates of and ;
here, we not only have a sign ambiguity, but we also have an
order ambiguity. Test was used as a check on the results of
the previous two tests while simultaneously providing an initial
estimate of . Subsequently, vectors
were used to generate the initial VQ codebook. The
initial VQ codebook obtained from a sample simulation run
is

and .

Data Clustering

Using the initial codebook noted above, the partition of the
100 received vectors generates eight cells. The cells by design
contain different elements of the training set. The following
merges are performed at each iteration: 1) the cells containing
codevectors of differing in their signs are pairwise merged.
This process generates four cells and 2) the centroids of the
four cells obtained from step 1) are obtained.

As noted earlier, there are really only three codevectors
whose knowledge allows complete determination of all the
output labels. Hence, one more merging step is possible that
would reduce the total number of cells to three. More specifi-
cally . To eliminate therelativesign ambiguity
and the order ambiguity in and , the centroids of the
respective cells were examined. Subsequently, the elements of
the cell associated with vector (with the centroids of other
cells taken to be the true values of ) were distributed
among the remaining cells depending on which assignment
produced the least distortion. In almost all of our simulation
runs, three iterations of the LBG algorithm with this clustering
routine were sufficient for estimation of the noiseless output
labels. The results of a sample simulation run are depicted in
Fig. 3.

Fig. 3. The observed noisy outputs (marked by “�”), estimated noiseless
outputs (marked by “�”), and the actual noiseless outputs (marked by “+”)
of the vector quantizer after three iterations.

Trellis Labeling

In the process of data clustering and initial codebook design,
we explicitly labeled the state transition diagram. The problem
is that the resulting labeling may in fact be incorrect. If we
treat the vector quantizer so designed as a nonlinearity placed
at the receiver filters outputs to restore the noiseless output
vectors, we expect the output of this nonlinearity to maintain
the dynamical properties of the overall system. In particular,
the sequence of observed outputs of this nonlinearityshould
represent a valid trajectory in the trellis diagram of the
underlying Markov source. If in fact, excessive spurious and
disallowed state transitions are observed at the VQ output,
most likely the trellis labeling is incorrect. In our simulations
thus far, we have not encountered a labeling problem.

III. CONCLUSIONS

In this paper, we have presented a novel clustering algorithm
for blind estimation of the noiseless channel output labels in a
SIMO communication system model. The proposed approach
utilizes the dynamic properties of the output sequences of the
SIMO system which may be viewed as a vector Markov source
whose outputs are corrupted by noise.
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