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Abstract—For the uplink of the E–UTRA Long Term Evolution
(LTE) system, single–carrier frequency–division multiple access
(SC–FDMA) transmission has been selected. Frequency–domain
linear and decision–feedback equalizers have been already given
in the literature for an SC–FDMA transmission over a multiple–
input multiple–output (MIMO) intersymbol interference (ISI)
channel. In this paper, a soft–output trellis–based equalizer is
proposed, taking into account the cyclic ISI structure arising
in SC–FDMA, which is especially suited for turbo–encoded
transmission over channels with low–to–moderate signal–to–noise
ratios (SNRs). A preprocessing stage is necessary for the trellis–
based equalizer consisting of a minimum mean–squared error
(MMSE) MIMO linear equalizer and a MIMO prediction–error
filter, whose design is addressed. Simulation results for an LTE
scenario demonstrate that the novel receiver yields significant
gains compared to MMSE linear equalization in particular for
square MIMO systems.

I. I NTRODUCTION

For the uplink of the E–UTRA Long Term Evolution (LTE)
mobile communications system, single–carrier frequency–
division multiple access (SC–FDMA) transmission, also re-
ferred to as discrete Fourier transform (DFT) spread or-
thogonal frequency division multiplexing (OFDM), has been
selected in standardization [1]. A major advantage of SC–
FDMA compared to standard OFDM, which is employed in
the downlink of LTE, is its reduced peak–to–average power
ratio (PAPR) enabling a low–complexity implementation of the
mobile terminal and improved performance especially at the
cell edge [2], [3]. SC–FDMA will be used in conjunction with
multiple–input multiple–output (MIMO) transmission, which
plays an important role in LTE in order to improve coverage
and capacity [4]. In the receiver at the base station, frequency–
domain minimum mean–squared error (MMSE) linear equal-
ization [3], [5] or block–iterative decision–feedback equaliza-
tion (BI–DFE) [6]–[8] might be applied. In [8], it has been
shown that the uncoded bit error rate (BER) of BI–DFE can
approach the matched filter bound for increasing signal–to–
noise ratio (SNR).

In this paper, we introduce an alternative, noniterative re-
ceiver for SC–FDMA transmission over a frequency–selective
MIMO channel producing intersymbol interference (ISI). Our
approach is motivated by the fact that for a turbo–encoded
transmission as applied in LTE, also low–to–moderate SNRs
are relevant. In addition, the equalizer should deliver soft
output of high quality for subsequent channel decoding. In
order to achieve this, our receiver is an approximation to

optimum soft–output trellis–based multiuser equalization for
SC–FDMA. For this, the standard BCJR algorithm [9] has to
be modified due to the equivalent cyclic ISI channel arising
in SC–FDMA transmission, which can be done by invoking
results from [10] on decoding of tailbiting convolutional
codes. Furthermore, because the equivalent channel has a high
number of pre- and postcursor taps resulting from a rectan-
gular window in frequency domain in SC–FDMA, a suitable
prefiltering technique has to be applied together with state re-
duction approaches in order to limit the complexity of trellis–
based equalization. For prefiltering, we propose the cascade
of an MMSE MIMO linear equalizer and a suitably designed
MIMO prediction–error filter. Simulation results demonstrate
that the novel receiver performs significantly better than a
linear equalizer for a turbo–encoded LTE transmission with
moderate–to–high code rates at the expense of an increased
complexity, which, however, might be tolerable at the base
station.

The paper is organized as follows. In Section II, the
adopted system model for an SC–FDMA transmission over a
frequency–selective MIMO channel is introduced. In Section
III, MMSE linear equalization of MIMO channels is revis-
ited for SC–FDMA and some properties of error variances
and bias coefficients are highlighted. In Section IV, it is
shown that MMSE linear equalization in conjunction with
prediction–error filtering is a suitable preprocessing technique
for reduced–state trellis–based equalization. Furthermore, it is
demonstrated how the BCJR algorithm can be modified in
order to be able to cope with cyclic ISI. Sections V and VI
provide numerical results and conclusions, respectively.

Notation: E {·}, (·)T and(·)H stand for expectation, trans-
position and Hermitian transposition, respectively. Bold lower
case letters and bold upper case letters refer to column vec-
tors and matrices, respectively. An exception are frequency–
domain vectors for which also bold upper case letters are used.
|| · || is theL2–norm of a vector, and[A]m,n stands for the
element in themth row andnth column ofA. 0X×Y andIX

are the all–zero matrix of sizeX × Y and theX×X identity
matrix; ιm is a unit column vector with a one at themth posi-
tion. diag{x1, x2, . . . , xn} and bdiag{X1, X2, . . . , Xn}
denote a diagonal and a (square or nonsquare) block diagonal
matrix with elementsx1, x2, . . . , xn andX1, X2, . . . , Xn

on the main diagonal, respectively.Pr{·} (Pr{· | ·}) stands for
(conditional) probability.
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Fig. 1. SC–FDMA transmitter structure.
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II. SYSTEM MODEL

We consider a transmission with SC–FDMA modulation
over a frequency–selective fading MIMO channel. Transmitter
and receiver in discrete–time equivalent complex baseband
representation are depicted in Figs. 1 and 2, respectively.
Because our focus lies on uplink transmission in LTE where
the complexity of the transmitter is limited,NT = 2 transmit
antennas andNR receive antennas are assumed. Nevertheless,
the results can be easily generalized to an arbitrary number
NT . The system model in principle is valid for a single–user
MIMO transmission withNT = 2 transmitted data streams as
well as a (synchronous) multi–user transmission ofNT = 2
users equipped with a single antenna each. Both scenarios are
relevant for LTE [3]. Simulation results will be given only for
the single–user case, where the two transmitted data streams
are jointly encoded. After channel coding, interleaving and
Gray mapping to the points of a quadrature amplitude modu-
lation (QAM) signal constellation, where 4QAM and 16QAM
are the most relevant choices for LTE,NT = 2 sequences of
lengthM are obtained, where theith sequence,i ∈ {1, 2}, has
independent, identically distributed (i.i.d.) coefficientsai[k],
k ∈ {0, 1, . . . , M − 1} of varianceσ2

a = E {|ai[k]|2
}

. An
M–point DFT is applied to each sequenceai[k], resulting
in Ai � W ai, with Ai = [Ai[0]Ai[1] . . . Ai[M − 1]]T ,
ai � [ai[0] ai[1] . . . ai[M − 1]]T , and the unitaryM–point
DFT matrix W , [W ]µ,k = 1/

√
M e−j2πµk/M , µ, k ∈

{0, 1, . . . , M − 1}. In LTE, M is an integer multiple of 12,
which is the size of a basic block in frequency domain referred
to as resource block. Subsequent to the DFT, subcarrier assign-
ment is made according to the LTE standard [1], for which
the localized mode and the distributed mode [3] have been
proposed. We focus on the former because it is considered
as more relevant for LTE currently. In this case, subcarrier
assignment generates vectorsBi � K Ai, i ∈ {1, 2}, with
anN ×M assignment matrix

K �
[

0T
ν0×M IT

M 0T
(N−M−ν0)×M

]T
, (1)

where ν0 is the starting index of the contiguous discrete
frequency band of widthM which is assigned to the con-
sidered user. Further users are assigned different frequency
bands or slots in time domain by scheduling [2] and need

not to be taken into account. By anN–point inverse (I)DFT,
time–domain transmit vectorsbi with elementsbi[κ], κ ∈
{0, 1, . . . , N − 1} are calculated,bi � V H Bi (V : unitary
N–point DFT matrix). A cyclic prefix of lengthLc is added
to vectors bi and the sequencesbi,c[κ] corresponding to
bi,c � [bi[N − Lc] bi[N − Lc + 1] . . . bi[N − 1] bT

i ]
T form

the OFDM symbol to be transmitted. The signal at thelth
receive antenna,l ∈ {1, 2, . . . , NR}, can be written as

rl[κ] =
2∑

i=1

L−1∑
λ=0

hl,i[λ] bi,c[κ− λ] + nl[κ], (2)

where the discrete–time subchannel impulse responsehl,i[λ]
of length L characterizes transmission from theith transmit
antenna to thelth receive antenna including transmit and
receiver input filtering. The MIMO channel is assumed to be
constant for transmission of each slot consisting of several
vectors (OFDM symbols)bi,c but changes randomly from slot
to slot.nl[κ] denotes spatially and temporally white Gaussian
noise of varianceσ2

n. In the receiver, the cyclic prefix is first
removed, eliminating interference between adjacent OFDM
symbols if Lc ≥ L − 1, and after anN–point DFT which
can be applied without loss of generality as an input stage the
received vectorRl at antennal can be represented as

Rl =
2∑

i=1

H l,i Bi +N l, (3)

corresponding to a cyclic convolution, whereHl,i =
diag{Hl,i[0], Hl,i[1], . . . , Hl,i[N − 1]} with Hl,i[ν] �∑L−1

λ=0 hl,i[λ] e−j2πνλ/N , andN l is a frequency–domain noise
vector.

Further expansion of (3) yields

Rl =
2∑

i=1

H l,iK W ai +N l. (4)

Equalization based on vectorsRl delivers log–likelihood ratios
(LLRs) for the encoded bits and is followed by deinterleaving
and channel decoding.

III. MMSE L INEAR EQUALIZATION

For low–complexity equalization of SC–FDMA signals,
MMSE linear filtering can be applied, cf. e.g. [3], [5], which
will serve also as a preprocessing stage for the trellis–based
equalization scheme presented in Section IV. In this section,
we revisit MMSE linear equalization for MIMO SC–FDMA
transmission. In particular, we show how the linear equalizer
can be realized efficiently and derive some properties of
error variances and bias coefficients for SC–FDMA which are
needed for computation of LLRs.

For MMSE filtering, we rearrange the elementsRl[ν] of
Rl, l ∈ {1, 2, . . . , NR}, in a vector

R̃ � [R1[0]R2[0] . . . RNR [0]R1[1]R2[1] . . . RNR [N − 1]]T ,
(5)

with

R̃ = bdiag{H[0], H[1], . . . , H[N − 1]}E ·
bdiag{K W , K W } [aT

1 aT
2 ]

T + Ñ , (6)



where[H [ν]]l,i � Hl,i[ν], E is a (2N)× (2N) permutation
matrix containingιT

N(i−1)+ν in its (2 ν + (i − 1))th row,

i ∈ {1, 2}, ν ∈ {0, 1, . . . , N − 1}, andÑ is a corresponding
rearranged frequency–domain noise vector. It is straightfor-
ward to show that the MMSE equalizer matrixF producing
estimatesyi for vectorsai,

[yT
1 yT

2 ]
T � F R̃, (7)

can be calculated to
F = bdiag{W HKH , W HKH}EH ·
bdiag{(HH [0]H [0] + ζ I2)−1, (HH [1]H [1] + ζ I2)−1, . . .

(HH [N − 1]H [N − 1] + ζ I2)−1} ·
bdiag{HH [0], HH [1], . . . , HH [N − 1]}, (8)

with ζ � σ2
n/σ

2
a, applying e.g. results given in [11] to the

problem at hand.
Hence, MMSE equalization can be performed by the cas-

cade of frequency–domain MMSE MIMO filtering applied
independently to each frequency component, cf. [12], inverse
permutation yielding frequency–domain vectors for both user
signals (EH ), selection of the relevant frequency components
ν ∈ {ν0, . . . , ν0 +M − 1} and reversal of frequency shift
by ν0 (KH ), and IDFT operation, resulting in output vectors
yi = ai + ei, i ∈ {1, 2}, whereei is an error vector.

Using[
Σ2

11[ν] Σ2
12[ν]

Σ2
21[ν] Σ2

22[ν]

]
� σ2

n (H
H [ν]H [ν] + ζ I2)−1, (9)

the autocorrelation matrixΦeiei � E {
ei eH

i

}
of the error

vector can be expressed as
Φeiei = W H diag{Σ2

ii[ν0], . . . , Σ2
ii[ν0 +M − 1]}W .

(10)
Φeiei is a circulant matrix with first column given by
1/
√
M W H diag{Σ2

ii[ν0], . . . , Σ2
ii[ν0 + M − 1]}, cf. [13].

Hence, the error variance in sequenceyi[k] does not depend
on k and is

σ2
ei
=

1
M

M−1∑
µ=0

Σ2
ii[ν0 + µ]. (11)

It is well known that MMSE equalization results in a biased
output signal, i.e.,yi[k] = ai[k] + ei[k], whereai[k] andei[k]
are statistically dependent [14]. Equivalently, we can write
yi[k] = ci ai[k]+ ēi[k], whereēi[k] is statistically independent
of ai[k] andci = 1− σ2

ei
/σ2

a. Before calculation of bit LLRs
for channel decoding, the bias should be removed fromyi[k],
i.e.,

yi,u[k] �
1
ci

yi[k] = ai[k] + ei,u[k] (12)

is further processed, withσ2
ei,u

= σ2
ei
/ci.

Using (11), the bias coefficient can be calculated to

ci = 1− 1
σ2

a

1
M

M−1∑
µ=0

Σ2
ii[ν0 + µ]

=
1
M

M−1∑
µ=0

cF,i[ν0 + µ], (13)

with frequency–domain bias coefficients

cF,i[ν] = 1− Σ2
ii[ν]
σ2

a

. (14)

Thus, time–domain error variance and bias coefficient can be
expressed as the arithmetic mean of corresponding frequency–
domain error variances and bias coefficients, respectively,
cf. (11) and (13).1

IV. T RELLIS–BASED EQUALIZATION

MMSE linear equalization is attractive because it can be re-
alized with low complexity by frequency–domain processing.
However, its performance may be not sufficiently good for
dispersive channels and/or low number of receive antennas.
Several enhanced receivers have been already proposed such
as block–iterative decision–feedback equalizers [6], [7] which
are able to approach the single user matched filter bound
for the raw BER (before channel decoding) in the high SNR
regime [7] for large MIMO channels. However, for a coded
transmission, also low–to–moderate SNRs are relevant, and
soft output of high quality is needed for subsequent channel
decoding. Therefore, as a noniterative alternative to BI–DFE,
we consider reduced–complexity variants of optimum soft–
output trellis–based equalizers. For this, a suitable time–
domain representation of the received signal has to be intro-
duced.ul � W H KH Rl, l ∈ {1, 2, . . . , NR}, is a set of
sufficient statistics in time domain for optimum soft–output
equalization,

ul =
2∑

i=1

W H KH H l,i K W ai +wl, (15)

cf. (4). Here,W H KH H l,i K W is a circulant matrix related
to a circular convolution ofai[k] with the impulse response

gl,i[k] �
1
M

M−1∑
µ=0

Hl,i[ν0 + µ] ej2πµk/M , (16)

andwl is a white Gaussian noise vector,wl = W H KH N l.
According to (16),gl,i[k] has a frequency response obtained by
rectangular windowing ofHl,i[ν] and subcarrier reassignment
(reversal of frequency shift byν0). Due to this, additional pre-
and postcursor taps arise, and the effective length ofgl,i[k]
might be significantly larger than the original channel length
L. In this case, some preprocessing is required for trellis–based
equalization in order to condition the effective overall channel.

A. Prefiltering for Trellis–Based Equalization

For preprocessing, the MMSE MIMO linear equalizer of
Section III can be applied in a first stage, eliminating ISI,
but introducing spatial and temporal noise correlations. Be-
cause MIMO trellis–based equalization adopting the squared
Euclidean metric [15] requires a signal impaired by spatially
and temporally white Gaussian noise, a finite impulse re-
sponse (FIR) prediction–error filter of orderqp is employed
in a second stage for approximate removal of the temporal
noise correlations, reinserting ISI in a controlled manner.qp

should be chosen for a compromise between complexity and
performance of trellis–based equalization.

1The expression in (9) can be viewed as error autocorrelation matrix of
MMSE equalization ofH[ν].



Prediction–error filtering is applied to linear equalizer out-
put vectory[k] � [y1[k] y2[k]]T , y[k] = a[k] + e[k], with
similar definitions ofa[k] and e[k], resulting in an output
signal

up[k] = y[k]−
qp∑

ξ=1

P [ξ]y[k − ξ], k ∈ {0, 1, . . . , M − 1}

= a[k]−
qp∑

ξ=1

P [ξ]a[k − ξ] +wp[k], (17)

where the definitionsy[−ξ] � y[M − ξ], a[−ξ] � a[M − ξ],
ξ ∈ {1, . . . , qp} are used in order to establish cyclic con-
volution. For calculation of the optimum filter coefficient
matrices P [ξ] minimizing the variances of components of
error signalwp[k] after filtering, the (cyclic) autocorrelation
matrix sequenceA[ξ] � E {

e[k]eH [k − ξ]
}

of e[k] (with
corresponding periodical extension) is required,

A[ξ] =
σ2

n

M

M−1∑
µ=0

(HH [ν0 + µ]H [ν0 + µ] + ζ I2)−1 ej2πξk/M ,

(18)
cf. (9). Using (18), the optimum prediction–error filter results
from


A[0] A[1] . . . A[qp − 1]
A[−1] A[0] . . . A[qp − 2]

...
...

. . .
...

A[−qp + 1] A[−qp + 2] . . . A[0]


 ·




P H [1]
P H [2]

...
P H [qp]




=
[
AT [−1] AT [−2] . . . AT [−qp]

]T
, (19)

which is the multichannel extension of [16, Eqs. (30),(31)].
The error variances and spatial correlations after filter-
ing are given by Ap � E {

wp[k]wH
p [k]

}
= A[0] −∑qp

ξ=1 P [ξ]A[−ξ], cf. also [17]. Spatial correlations inwp[k]
can be removed by forminḡup[k] � G−1 up[k], whereG
results from Cholesky factorization ofAp, σ2

n G GH = Ap.
ūp[k] serves as input of trellis–based equalization.

B. Soft–Output Trellis–Based Equalization Algorithm

A BCJR algorithm [9] delivering soft output in contrast to
the standard Viterbi algorithm can be applied to signalūp[k],
running in a trellis diagram with states defined as

S̃[k]� [ãT [k − 1] . . . ãT [k − qp]]T , k ∈ {0, 1, . . . ,M − 1},
(20)

whereã[k−ξ] denote hypothesis vectors of trellis-based equal-
ization. The BCJR algorithm calculates a posteriori probabili-
tiesPr{ai[k] | {ūp[ξ], ξ ∈ {0, 1, . . . , M−1}} employing the
quantitiesαk(S̃[k]) � Pr{S̃[k], {ūp[ξ], ξ ∈ {0, 1, . . . , k}}
andβk(S̃[k]) � Pr{S̃[k] | {ūp[ξ], ξ ∈ {k+1, k+2, . . . , M−
1}} defined as usual for the BCJR algorithm [9]. Both quanti-
ties can be computed with a forward and backward recursion,
respectively, in which a branch factorλk(S̃[k − 1], S̃[k]) �
Pr{S̃[k], ūp[k] | S̃[k − 1]} is needed, where

λk(S̃[k − 1], S̃[k]) ∼ exp
(
−

∣∣∣∣∣∣ūp[k]− G−1 ã[k]

+
qp∑

ξ=1

G−1 P [ξ] ã[k − ξ]
∣∣∣
∣∣∣2/σ2

n

)
(21)

for all allowed transitions in the trellis diagram. A major
difference to standard soft–output equalization arises due to
the cyclic ISI in ūp[k]. Therefore,S[0] ≡ S[M ] holds,
imposing a cyclic structure on the trellis diagram which has
neither origin from nor termination in a definite state given
e.g. by tail symbols. A similar problem is known in soft–
output decoding of tailbiting convolutional codes [10]. The
main task to be solved is to find suitable initializations for
the forward and backward recursion, respectively, i.e., values
α0(S̃[0]) andβM (S̃[M ]). In [10], it is shown that vectorα0

containing all initialα’s is given by the eigenvector pertaining
to the largest eigenvalue of matrixΓ � ΓM−1 . . . Γ0, where
matricesΓk contain the branch factorsλk(S̃[k−1], S̃[k]) for
all state transitions at timek. In order to initialize the backward
recursion, a similar eigenvalue problem can be set up for vector
βN . These results of [10] for tailbiting convolutional codes can
be directly transferred to the problem at hand, using the branch
factors of (21) inΓk. In order to circumvent the computational
complexity associated with direct eigenvalue decomposition of
Γ, an alternative solution has been proposed in [10], which is
based on the fact that repeated multiplication of an arbitrary
(nonzero) vector with matrixΓ gives a vector that converges
to the eigenvector pertaining to the largest eigenvalue ofΓ.
On the other hand, becauseαM = Γα0, this recursion is
equivalent to several forward recursions through the trellis
diagram, where the (normalized) finalα vector of the current
run serves as initial vector for the next run. After convergence,
the result is taken for initialization of a final forward recursion.
A similar statement is valid forβN , which is initialized
by some preliminary backward recursions. Both recursions
converge quite fast, which can be exploited for the design of
a practical algorithm with limited additional complexity [10].
For this, the prefiltered signal block is augmented e.g. with
its second half to the left and its first half to the right. To the
resulting block, a BCJR algorithm is applied with arbitrary,
e.g. uniform initialization ofα’s and β’s, and a posteriori
probabilities of symbols and bit LLRs are calculated from the
α’s andβ’s of the middle part of the augmented block.

Even for moderate prediction orders, complexity of the
BCJR algorithm may become prohibitively high because the
number of trellis states is given byZ = 16qp andZ = 256qp

for 4QAM and 16QAM, respectively. Hence, a smallqp should
be selected (qp = 1 − 2) or a reduced–complexity BCJR al-
gorithm based on the principles of delayed decision–feedback
or reduced–state sequence estimation might be applied, which
can be specified in a straightforward manner via the principles
given e.g. in [18], [19], resulting in a modified computation of
branch factors involving decision feedback. It should be noted
that the proposed prefiltering approach results in a minimum–
phase overall MIMO channel [20] which is well suited for
state reduction.

C. Computational Complexity

The complexity of the proposed trellis–based equalizer is
mainly determined by that of calculation of the optimum
prediction–error filter and subsequent filtering, and complexity



of the used BCJR algorithm. For prediction–error filter cal-
culation, the block Levinson algorithm can be applied which
requiresO(q2

p) operations. Complexity of the BCJR algorithm
is basically twice that of a Viterbi algorithm because a forward
and a backward recursion is required, and is proportional to
the number of considered trellis branches per time step which
is 16qp+1 for NT = 2, 4QAM and a full–state algorithm. Also,
it should be noted that because augmented blocks have to be
processed in order to take into account cyclic ISI, complexity
is increased correspondingly compared to a standard BCJR al-
gorithm. The complexity of MMSE equalization, which is used
as a first stage in the proposed scheme, is mainly governed by
the inversion of2×2matrices in (8) and DFT/IDFT operations.
In summary, complexity of the novel scheme is considerably
higher than that of MMSE equalization. Nevertheless, a higher
receiver complexity might be tolerable in the uplink (i.e., at
the base station) if a noticeable performance gain results.

V. SIMULATION RESULTS

For simulations, the generic frame structure of the frequency
division duplex (FDD) mode of LTE [1] is considered. Here,
channel coding using a Turbo code according to the UMTS
standard [4] with code rateRc is done over a frame comprising
two slots, where each slot contains 7 OFDM symbols. Both
slots are transmitted in parallel over the two antennas. The
DFT sizes are selected toM = 300 and N = 512, and
ν0 = 0. The length of the cyclic prefix isLc = 144.
Different subchannels of the MIMO channel are assumed as
independent. A MIMO flat fading channel and two MIMO
ISI channels are considered, where each subchannel of the
ISI channels has a power delay profile which is a discrete
approximation of that of the 3GPP Pedestrian A and Pedestrian
B channel, respectively. In all cases,qp = 1 has been chosen
for prediction–error filtering, and a full–state BCJR algorithm
taking into account the cyclic ISI has been used. Perfect
channel knowledge has been assumed. Simulations have been
also performed forqp > 1 and a reduced–complexity BCJR
algorithm (results not shown). A worse performance is ob-
served in this case for coded transmission. This is because for
the considered scenarios, a significant part of the maximum
possible prediction gain can be already obtained forqp = 1 and
soft output of the reduced–complexity algorithm is degraded
due to error propagation.

In Fig. 3, the frame error rate (FER) after channel decoding
versusEb/N0 (Eb: average received bit energy per antenna,
N0: single–sided power spectral density of the underlying
continuous–time passband noise) is shown for the conventional
MMSE linear equalizer and the proposed equalizer, respec-
tively, where the flat fading channel, QPSK,Rc = 1/2, and
NR ∈ {2, 4} were used. The novel equalizer achieves a gain of
5 dB compared to the conventional equalizer atFER = 10−2

for NR = 2. In the flat fading case, the novel receiver in
principle is optimum, in contrast to the linear equalizer which
introduces noise enhancement by spatial filtering. ForNR = 4,
the gain of the novel receiver is reduced to 0.8 dB as in the case
of more receive than transmit antennas, linear equalization can
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Fig. 4. FER of novel trellis–based receiver and conventional linear equalizer,
respectively, versus 10 log10(Eb/N0). QPSK, Pedestrian A channel, Rc =
1/2, NR ∈ {2, 4}.

avoid excessive noise enhancement.
Fig. 4 is valid for the Pedestrian A channel. Otherwise, the

same scenario as for Fig. 3 has been selected. For NR = 2, the
novel receiver gains 1.8 dB at FER = 10−2 compared to the
conventional equalizer. For NR = 4, the gain is again reduced.
In general, the gains of the novel receiver are still significant
for ISI channels but not as high as for the flat fading channel,
because the linear equalizer can utilize temporal diversity of
the ISI channel. This is confirmed by Fig. 5, which is valid for
16QAM, the Pedestrian A channel, Rc = 1/2 and NR = 2.

Finally, the results shown in Fig. 6 for the more dispersive
Pedestrian B channel, QPSK transmission, NR = 2, and
Rc ∈ {1/3, 1/2} indicate that the novel receiver is mainly
beneficial if protection due to channel coding is not too strong,
i.e., if moderate–to–high code rates are used corresponding to
high bandwidth efficiency. For low code rates, the SNR at the
equalizer input is very low for FERs after channel decoding of
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Fig. 5. FER of novel trellis–based receiver and conventional linear equalizer,
respectively, versus 10 log10(Eb/N0). 16QAM, Pedestrian A channel, Rc =
1/2, NR = 2.
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Fig. 6. FER of novel trellis–based receiver and conventional linear equalizer,
respectively, versus 10 log10(Eb/N0). QPSK, Pedestrian B channel, NR =
2, Rc ∈ {1/2, 1/3}.

practical interest. It is well known that in this regime, MMSE
equalization in general has a performance close to that of the
optimum receiver.

VI. CONCLUSIONS

In this paper, we have proposed a novel soft–output trellis–
based equalization algorithm for an SC–FDMA transmission
over MIMO ISI channels which is an approximation to the
theoretically optimum receiver. In algorithm design, the cyclic
ISI and the unfavorable equivalent channel, which are both
due to SC–FDMA modulation, have been taken into account
by a tailbiting BCJR algorithm and a preprocessing stage with
cyclic filtering, respectively. For the latter, it has been shown
that the cascade of an MMSE equalizer and a prediction–error
filter is a good choice. The design of both filters for SC–
FDMA has been addressed, and interesting properties of the
MMSE filter have been unveiled. The novel receiver delivers

soft output of better quality than that of the MMSE MIMO
linear equalizer in particular for square (e.g. 2 × 2) MIMO
systems as demonstrated by simulation results for a typical
LTE transmission with turbo coding.
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