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a b s t r a c t

Similar to previous video coding standards, transform and quantization are employed in the most recent
video coding standard High Efficiency Video Coding (HEVC), and there exist a large number of transform
coefficients being quantized to zeros. In order to reduce the computations in transform and quantization,
a novel prediction algorithm is designed to early detect all-zero 4� 4 blocks prior to transform and quan-
tization. A theoretical analysis is performed on the 4� 4 Discrete Cosine Transform (DCT) and the related
quantization functions in HEVC; consequently, two sufficient conditions to early detect all-zero 4� 4
blocks are derived and the proposed prediction algorithm is developed while balancing the detection effi-
ciency and computational overheads. Experimental results demonstrate that the proposed algorithm is
able to efficiently predict all-zero 4� 4 blocks and reduce redundant DCT and quantization computations
while maintaining the same coding performance in terms of video quality and bit rates.

� 2014 Elsevier Inc. All rights reserved.
1. Introduction (CTU) which can be regarded as a generalization of a macroblock
Owing to the ever-increasing demand for multimedia entertain-
ment, the growing popularity of High Definition (HD) video and the
emergence of Ultra High Definition (UHD) video (such as the reso-
lution of 4 k � 2 k and 8 k � 4 k) are creating strong needs to better
video coding efficiency than that of the state-of-the-art video cod-
ing standard H.264/Advanced Video Coding (AVC) [1]. To this aim,
the Joint Collaborative Team on Video Coding (JCT-VC) designs a
new video coding standard known as High Efficiency Video Coding
(HEVC) [2,3] with one of the primary objectives being offering
about two times the compression efficiency of H.264/AVC under
the same video quality [4]. Besides the superior performance in
compression efficiency, the targets of HEVC reside in other multi-
ple-folds such as the implementability with parallel processing
techniques [5].

The elementary difference between HEVC and previous video
coding standards is that the quadtree structure [6] is employed
in HEVC, which is a flexible mechanism to split a picture into
different-size blocks not only for prediction but also for residual
coding. The basic processing unit in HEVC is a Coding Tree Unit
in H.264/AVC. A CTU can be set as one of the following block sizes:
64 � 64, 32 � 32 or 16 � 16, and it can be recursively subdivided
into smaller Coding Units (CU) according to the quadtree structure.
Each CU is further subdivided into Prediction Units (PU) for either
intra or inter prediction. After the prediction residual is generated,
transform is applied in HEVC with a nested Residual QuadTree
(RQT) being utilized for each CU, i.e., each CU is partitioned into
Transform Units (TU). According to the HEVC specification, the
TU transform size ranges from 4� 4 to 32 � 32 for luma and from
4� 4 to 16 � 16 for chroma. The determination of the block parti-
tioning size including that of CU, PU and TU is usually made in the
joint rate-distortion optimized manner [7]. In addition to the quad-
tree structure, HEVC adopts a number of other advanced coding
techniques, such as an enriched set of angular intra prediction
modes [8], sample adaptive offset processing [9], and in-loop filter
[10], to further improve the compression efficiency.

Although the compression efficiency has been greatly
improved, the computational complexity of HEVC is remarkably
increased with a detailed analysis shown in [11]. A comparison
of the encoding computations between H.264/AVC and HEVC is
presented in [12], which indicates that the required amount of
encoding computations of HEVC is much higher than that of
H.264/AVC and it is highly desired to design fast encoding tech-
niques to reduce the computational complexity of HEVC. To
achieve this, a number of research works have been proposed, such
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as early termination of CU splitting [13], fast intra mode decision
[14], fast motion estimation [15], fast PU size decision [16], early
TU size determination [17], cloud-based optimal reference frame
selection [18], parallelization of context-adaptive binary arithme-
tic coding [19], and single instruction multiple data-based encoder
implementation [20].

In this work, we investigate another kind of optimization
approaches, which is to early detect zero quantized transform
coefficients (i.e., the transform coefficients equal to zero after
quantization) before implementing transform and quantization.
As analyzed in [11], the transform and quantization in HEVC
account for about 10–25% of the total encoding computations with
different test configurations, therefore it is worth designing
effective techniques to trim redundant computations in these
two processes. To this aim, a novel prediction algorithm is pro-
posed in this work to early detect all-zero 4� 4 quantized blocks
ahead of transform as well as quantization, and thus all the corre-
sponding transform and quantization computations with these
4� 4 blocks can be saved. Experimental results demonstrate that
the proposed algorithm is able to efficiently predict all-zero 4� 4
blocks without introducing any loss in compression efficiency.

The rest of this paper is organized as follows. A number of
related works about predicting zero quantized transform coeffi-
cients are briefly described in Section 2, the HEVC transform and
quantization with block size 4� 4 are also introduced therein. In
Section 3, the sufficient conditions to early detect zero quantized
transform coefficients in HEVC are theoretically derived and the
proposed algorithm for early detection of all-zero 4� 4 blocks is
presented. Experimental results are provided in Section 4. Finally,
Section 5 concludes this paper.
Table 1
Multiplication factor m.

Qp%6 0 1 2 3 4 5

m 26,214 23,302 20,560 18,396 16,384 14,564
2. Related work and preparation

In video coding, it is quite common that a substantial number of
transform coefficients of the prediction residual are quantized to
zeros. Considerable computations can be saved if these zero quan-
tized transform coefficients can be predicted prior to transform
and quantization, and a number of research works [21–30] have
been proposed to early detect zero quantized Discrete Cosine
Transform (DCT) coefficients in previous video coding standards
MPEG-2/4, H.263, and H.264/AVC, including early detection of
all-zero blocks [21-23] and zero sub-blocks/individual coefficients
[24,25] for the 8 � 8 DCT-based video encoders such as MPEG-2/4
and H.263; early detection of all-zero blocks [26,27] and zero sub-
blocks/individual coefficients [28–30] for the 4� 4 DCT-based
video encoder H.264/AVC. In these methods, the energy informa-
tion of a residual block (such as the sum of absolute difference or
SAD in short between the original video signal and the predicted
video signal), which is available during intra/inter-prediction and
ahead of DCT and quantization, is utilized to derive threshold-
based conditions for early detecting zero coefficients or all-zero
blocks. The derivation of these thresholds is usually achieved with
theoretical analysis on the DCT and quantization functions.

In HEVC, the DCT with block sizes 4� 4, 8 � 8, 16 � 16, and
32 � 32 can be applied to encode a TU [6]. In addition, the Discrete
Sine Transform (DST) with block size 4� 4 can be alternatively
used to transform luma intra-prediction residuals [3]. In this work,
we focus on investigating early detection of all-zero 4� 4 DCT
blocks in HEVC, and it will be our future research efforts to explore
prediction methods to early detect zero quantized transform coef-
ficients with other transform types. The presented work is extend-
ing [27] by performing a detailed analysis on the 4� 4 DCT and
quantization in HEVC, which is different from that of H.264/AVC.
As a consequence, sufficient prediction conditions are derived to
early detect all-zero 4� 4 DCT blocks in HEVC. In the following,
the 4� 4 DCT and the related quantization functions employed
by HEVC are briefly described, which is useful to elicit the proposed
all-zero 4� 4 DCT block prediction algorithm.

For a residual 4� 4 block eðx; yÞ; 0 6 x; y 6 3, a two-dimen-
sional 4� 4 transform is applied by employing one-dimensional
transforms in the horizontal and vertical directions. The elements
of the transform matrix are derived by approximating scaled DCT
basis functions for the sake of limiting the necessary dynamic
range for transform computation and maximizing the precision
and closeness to orthogonality when the matrix entries are set to
integer values [3]. For computational efficiency, only multiplica-
tion, addition and shift operations in integer arithmetic are
involved in the transform as the following formula.

Fðu;vÞ¼
X3

x¼0

Cðu;xÞ �
X3

y¼0

eðx;yÞ �CTðy;vÞþ1

 !
�1

" #
þ27

( )
�8;

ð1Þ

where Fðu; vÞ; 0 6 u; v 6 3, is the transform coefficient block, C is
the two-dimensional transform matrix specified in [3] as below.

C ¼

64 64 64 64
83 36 �36 �83
64 �64 �64 64
36 �83 83 �36

2
6664

3
7775: ð2Þ

And CT is the transposed matrix of C; � indicates the operation of
binary shift right.

Given the transform coefficient Fðu;vÞ and a quantization
parameter Qp which ranges from 0 to 51 as defined in HEVC, the
quantized transform coefficient Zðu;vÞ; 0 6 u; v 6 3, is generated
as

Zðu;vÞ ¼ signðFðu;vÞÞ � ½ðjFðu; vÞj �mþ rÞ � qbits�; ð3Þ

where qbits ¼ 19þ floorðQp=6Þ. r ¼ t� ðqbits� 9Þ in which �
stands for the operation of binary shift left and t is an offset param-
eter for quantization which is 171 for intra coding and 85 for inter
coding, respectively. m is the multiplication factor depending on Qp

as given in Table 1. The rationale behind Eq. (3) is that a scaling
multiplication is integrated into the quantizer to avoid divisions
for quantization so as to reduce quantization computations.

3. Proposed all-zero 4� 4 block early detection algorithm

According to Eq. (3), the sufficient condition under which the
transform coefficient Fðu;vÞ is quantized to zero can be expressed
as

jFðu; vÞj < 2qbits � r
m

: ð4Þ

By inserting Fðu;vÞ as given in Eq. (1) into Eq. (4) and after manip-
ulations, we can obtain

X3

x¼0

Cðu; xÞ �
X3

y¼0

eðx; yÞ � CTðy; vÞ þ 1

 !
� 1

" #�����
����� < 2qbits � r

m
� 28 � 27:

ð5Þ

Considering the subadditivity property of absolute values, i.e.,
jaþ bj 6 jaj þ jbj, the following inequation can be derived from
Eq. (5).



Table 2
Sufficient conditions for early detecting zero quantized DCT coefficients within a 4� 4
block in HEVC.

Sufficient condition Position ðu; vÞ

SAD < /a (0, 0), (0, 2), (2, 0), (2, 2)
SAD < /b þ a � ðS1 þ S2Þ (0, 1), (2, 1)
SAD < /b þ a � ðS3 þ S4Þ (0, 3), (2, 3)
SAD < /b þ a � ðS1 þ S3Þ (1, 0), (1, 2)
SAD < /b þ a � ðS2 þ S4Þ (3, 0), (3, 2)
SAD < /c þ b � S1 � c � S4 (1, 1)
SAD < /c þ b � S3 � c � S2 (1, 3)
SAD < /c þ b � S2 � c � S3 (3, 1)
SAD < /c þ b � S4 � c � S1 (3, 3)

/a ¼ /
4096 ; /b ¼ /

5312, /c ¼ /
2988 ; a ¼ 3008

5312 ; b ¼ 1692
2988 ; c ¼ 3901

2988.
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X3

x¼0

Cðu; xÞ �
X3

y¼0

eðx; yÞ � CTðy; vÞ
 !�����

�����
<

2qbits � r
m

� 29 � 28 �
X3

x¼0

Cðu; xÞ
�����

�����: ð6Þ

From Eq. (6), we can further get

X3

x¼0

X3

y¼0

jCðu; xÞj � jeðx; yÞj � jCðv ; yÞj

<
2qbits � r

m
� 29 � 28 �

X3

x¼0

Cðu; xÞ
�����

�����: ð7Þ

In order to make Eq. (7) hold true at each ðu;vÞ position, the two
terms jCðu; xÞj and jCðv ; yÞj on the left side of Eq. (7) are replaced
with the element which has the largest absolute value in C and
the term

P3
x¼0Cðu; xÞ

��� ��� on the right side is set to Rmax which is
defined as

Rmax ¼ max
i2f0;1;2;3g

X3

x¼0

Cði; xÞ
�����

�����: ð8Þ

As a result, Eq. (7) can be reformulated as

X3

x¼0

X3

y¼0

jeðx; yÞj < /

C2
max

; ð9Þ

where / ¼ 2qbits�r
m � 29 � 28 � Rmax; Cmax is the largest element of C in

absolute value. According to Eq. (2), Cmax ¼ 83 and Rmax ¼ 256. Con-
sidering SAD ¼

P3
x¼0

P3
y¼0jeðx; yÞj, a sufficient condition to early

detect all-zero 4� 4 DCT blocks in HEVC is

SAD < TS1; TS1 ¼
/

C2
max

: ð10Þ

As the threshold TS1 can be pre-computed for each Qp and stored in
a lookup table, only one comparison operation is introduced to
apply Eq. (10).

For further improving the prediction efficiency, a thorough
analysis is performed to investigate the sufficient condition for
each individual DCT coefficient Fðu;vÞ to be quantized to zero. To
achieve this, the analysis is performed by studying the effects of
the two terms Cðu; xÞ and Cðv ; yÞ on the left side of Eq. (7) for each
ðu;vÞ position. To facilitate the following description, an interme-
diate 4� 4 matrix Cðu;vÞm is defined as

Cðu;vÞm ¼ jCTðu; :Þ � Cðv; :Þjabs; ð11Þ

where Cði; :Þ indicates the ith row vector of C, and the operand j � jabs

is applied to a matrix to replace each element with its correspond-
ing absolute value. According to Eqs. (7) and (11), we can derive

X3

x¼0

X3

y¼0

Cðu;vÞm ðx; yÞ � jeðx; yÞj < /: ð12Þ

The sufficient condition for each DCT coefficient Fðu;vÞ to be quan-
tized to zero can be obtained by studying the property of Cðu;vÞm as
indicated in Eq. (12).

In order to simplify the following discussion, we take the DCT
coefficient Fð1;3Þ, i.e., ðu;vÞ ¼ ð1;3Þ, as an example to illustrate
the derivation on the sufficient condition for Fð1;3Þ being quan-
tized to zero, which is expressed as

SAD <
/

2988
þ 1692

2988
� S3 �

3901
2988

� S2; ð13Þ

where the partial sum of absolute residuals Si is calculated as

Si ¼
X

x

X
y

jeðx; yÞj; 8ðx; yÞ 2 Ri; 1 6 i 6 4; ð14Þ
with four regions Ri; 1 6 i 6 4, within a 4� 4 block defined as

R1 ¼ fðx; yÞjx ¼ 1;2; y ¼ 1;2g;
R2 ¼ fðx; yÞjx ¼ 0;3; y ¼ 1;2g;
R3 ¼ fðx; yÞjx ¼ 1;2; y ¼ 0;3g;
R4 ¼ fðx; yÞjx ¼ 0;3; y ¼ 0;3g:

ð15Þ

The derivation of the sufficient condition given in Eq. (13) is
presented below. By inserting ðu;vÞ ¼ ð1;3Þ into Eq. (11), we can
obtain

Cð1;3Þm ¼

2988 6889 6889 2988
1296 2988 2988 1296
1296 2988 2988 1296
2988 6889 6889 2988

2
6664

3
7775: ð16Þ

Then, after inserting Eq. (16) into Eq. (12) and performing manipu-
lations with the consideration of Eq. (14), we can finally get Eq. (13)
to determine whether Fð1;3Þ is quantized to zero.

In a similar manner, the sufficient conditions for predicting zero
quantized DCT coefficients at other positions are derived and pre-
sented in Table 2. According to Table 2, three thresholds
Thi; 1 6 i 6 3, can be derived for early detecting zero quantized
DCT coefficients, which are

Th1¼/a; 8ðu;vÞ 2A1;

Th2¼/bþa �minfS1þS2;S3þS4;S1þS3;S2þS4g; 8ðu;vÞ 2A2;

Th3¼/cþminfb �S1�c �S4;b �S3�c �S2;

b �S2�c �S3;b �S4�c �S1g; 8ðu;vÞ 2A3;

ð17Þ

where three position sets Ai; 1 6 i 6 3, are defined as A1 ¼
fð0;0Þ; ð0;2Þ; ð2;0Þ; ð2;2Þg; A2 ¼ fð0;1Þ; ð2;1Þ; ð0;3Þ; ð2;3Þ; ð1;0Þ; ð1;2Þ;
ð3; 0Þ; ð3;2Þg and A3 ¼ fð1;1Þ; ð1;3Þ; ð3;1Þ; ð3;3Þg, respectively; the
other parameters are set as /a ¼ /

4096 ; /b ¼ /
5312, /c ¼ /

2988 ; a ¼ 3008
5312,

b ¼ 1692
2988 ; c ¼ 3901

2988. Therefore, if SAD < Thi, then all the DCT coeffi-
cients belonging to Ai will be quantized to zeros. As a result, the
sufficient condition to detect all-zero 4� 4 DCT blocks can be
summarized as

SAD < TS2; TS2 ¼minfTh1; Th2; Th3g: ð18Þ

It can be easily proved that Th1 > TS1 and Th2 > TS1 based on Eqs.
(10) and (17). Regarding Th3 in Eq. (17), it can be rewritten as

Th3 ¼ TS1 þminfg � ðS2 þ S3Þ þu � S1;g � ðS1 þ S4Þ
þu � S3;g � ðS1 þ S4Þ þu � S2;g � ðS2 þ S3Þ þu � S4g; ð19Þ

where g ¼ 3901
6889 and u ¼ 5593

6889. From Eq. (19), it can be seen that
Th3 P TS1. Therefore, based on the above analysis we can derive

TS2 P TS1; ð20Þ



Table 5
Results of DR; DTd and DTe on video sequences of Class A.

Seq Qp AM-1 AM-2

DR (%) DTd (%) DTe (%) DR (%) DTd (%) DTe (%)

a 24 31.47 10.49 1.97 44.43 13.53 2.31
28 37.94 13.96 2.10 46.87 16.28 2.41
32 42.96 16.81 2.17 48.22 18.39 2.44
36 45.19 18.52 2.25 48.60 19.64 2.48
40 46.84 20.75 2.70 48.78 21.05 2.52

Average 40.88 16.11 2.24 47.38 17.78 2.44

b 24 33.63 9.89 0.65 44.86 11.25 2.07
28 38.61 11.71 1.88 46.78 13.55 2.22
32 42.48 13.09 1.90 47.84 14.10 2.39
36 44.38 14.53 2.34 48.17 15.39 2.40
40 45.70 15.95 2.43 48.33 16.41 3.21

Average 40.96 13.03 1.84 47.20 14.14 2.46

c 24 7.87 2.91 0.72 32.99 4.76 1.14
28 16.48 5.00 1.09 36.23 7.05 1.42
32 24.17 8.13 1.41 38.66 10.18 1.74
36 30.90 11.50 1.53 44.96 15.29 1.76
40 40.69 16.26 1.55 48.11 18.73 2.26

Average 24.02 8.76 1.26 40.19 11.20 1.66

d 24 23.82 7.93 1.41 40.00 10.89 1.73
28 33.37 11.82 1.52 45.43 14.77 1.92
32 41.33 16.41 1.77 48.13 18.19 2.09
36 45.24 18.79 2.14 48.76 19.82 2.15
40 47.24 21.09 2.23 48.89 21.38 2.20

Average 38.20 15.21 1.81 46.24 17.01 2.02

Average 36.01 13.28 1.79 45.25 15.03 2.14

Table 4
Video sequences for test.

Class Seq Lowercase

A Traffic a
PeopleOnStreet b
Nebuta c
SteamLocomotive d

B Kimono e
ParkScene f
Cactus g
BasketballDrive h
BQTerrace i

C BasketballDrill j
BQMall k
PartyScene l
RaceHorses m

D BasketballPass n
BQSquare o
BlowingBubbles p
RaceHorses q

E FourPeople r
Johnny s
KristenAndSara t
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which indicates that it is more efficient to apply Eq. (18) than
Eq. (10) to detect all-zero DCT blocks in HEVC. However, as shown
in Eqs. (17) and (18), a number of computational overheads are
introduced to employ TS2, including 10 addition operations, 9
comparison operations and 9 multiplication operations.

In order to balance the detection efficiency against the addi-
tional overheads about applying Eq. (18), a prediction algorithm
is proposed with the following two steps.

Step 1. For a 4� 4 block, if SAD < TS1, this block is an all-zero
quantized DCT block and the computations of DCT, Quan-
tization (Q), Inverse Q (IQ) and Inverse DCT (IDCT) can be
totally skipped; otherwise, i.e., SAD P TS1, go to Step 2.

Step 2. Computing TS2 according to Eq. (18). If SAD < TS2, this
block is an all-zero quantized DCT block and the computa-
tions of DCT, Q, IQ and IDCT are totally skipped; otherwise,
DCT, Q, IQ and IDCT are performed to all the coefficients.

In the following, we also make a discussion about why the pro-
posed prediction algorithm is not applied for the other three types
of DCT and quantization, including 8 � 8, 16 � 16 and 32 � 32.

In a similar manner to the 4� 4 type of DCT and quantization,
the transform coefficient and quantized transform coefficient for
the other three types can be calculated and the following formulae
can be generalized to represent transform coefficients Fðu;vÞ and
quantized transform coefficients Zðu;vÞ for all of the four types
of DCT and quantization.

Fiðu;vÞ ¼
X2iþ2�1

x¼0

Ciðu; xÞ �
X2iþ2�1

y¼0

eðx; yÞ � CT
i ðy;vÞ þ 2i

 !
� ðiþ 1Þ

" #
þ 27þi

( )

� ð8þ iÞ;
ð21Þ

Ziðu;vÞ ¼ signðFiðu; vÞÞ � ½ðjFiðu;vÞj �mþ riÞ � qbitsi�; ð22Þ

where i ¼ 0;1;2;3 correspond to the 4� 4, 8 � 8, 16 � 16, and
32 � 32, respectively; 0 6 u; v 6 2iþ2 � 1; qbitsi ¼ 19� iþ floor
ðQp=6Þ; ri ¼ t� ðqbitsi � 9Þ. Considering the transform matrices
Ci, they are specified in [3], e.g., C0 is shown in Eq. (2).

Similar to the sufficient condition derived in Eq. (10) which is
used at the first step of the proposed algorithm, we can obtain
the following general form to early detect the ith-type all-zero
blocks.

SADi
< TSi

1; ð23Þ

where

TSi
1 ¼

2qbitsi�ri
m � 29þ2i � 28þ2i � 2i � Ri

max

Ci
max

� �2 ; ð24Þ

in which Ci
max is the largest element of transform matrix Ci in abso-

lute value, and Ri
max is defined as

Ri
max ¼ max

06k62iþ2�1

X2iþ2�1

x¼0

Ciðk; xÞ
�����

�����: ð25Þ
Table 3
Threshold ratio TSi

1

TS0
1
.

Inter coding Intra coding

TS1
1

TS0
1

TS2
1

TS0
1

TS3
1

TS0
1

TS1
1

TS0
1

TS2
1

TS0
1

TS3
1

TS0
1

1.6–1.7 2.8–3.4 3.8–6.8 1.6–1.7 2.6–3.4 2.9–6.8
According to Eq. (24), we can study the threshold ratio TSi
1

TS0
1

given

all Q p values (i.e., Qp 2 ½0;51�). Based on the analysis, we find the
following relation as shown in Table 3.

However, we believe the ideal threshold ratio should be propor-

tional to the corresponding block size, i.e., TS1
1

TS0
1
¼ 4, TS2

1

TS0
1
¼ 16 and

TS3
1

TS0
1
¼ 64. As compared with the ideal threshold ratio, the corre-

sponding actual threshold ratio in Table 3 is much smaller. This
indicates that it is not as efficient as for the 4� 4 type to apply
Eq. (23) to early detect all-zero 8 � 8, 16 � 16 and 32 � 32 blocks.



1788 H. Wang et al. / J. Vis. Commun. Image R. 25 (2014) 1784–1790
Furthermore, as aforementioned, regarding the second step of
the proposed prediction algorithm, a number of computational
overheads are introduced to employ TS2 in Eq. (18) to early detect
all-zero 4� 4 blocks. When considering the other three types of
DCT and quantization (i.e., 8 � 8, 16 � 16 and 32 � 32), we need
to consider more cases than that of 4� 4 type (as shown in Table 2).
As a result, much more computational overheads will be required
to derive Eq. (18)-alike conditions for the 8� 8, 16� 16 and
32� 32 types than that of 4� 4 type, which will noticeably
increase the encoding time.

Based on the above analysis, in this work we only employ the
proposed prediction algorithm to early detect all-zero 4� 4 blocks
to reduce redundant DCT and quantization computations.
4. Experimental results

The HEVC software test model version HM8.0 [31] is used to
evaluate the proposed early detection algorithm. The configuration
of Random Access (RA) is employed in the experiment with the size
of Group Of Pictures (GOP) equal to 8. The CTU size, minimum CU
size, maximum TU size, minimum TU size and both maximum
depths of transform trees of intra-coded CU and inter-coded
CU are set equal to 64� 64, 8� 8, 32� 32, 4� 4, 3 and 3, respec-
tively. A total of twenty HEVC benchmark video sequences are
applied for evaluation. For the presentation convenience, the lower-
case letters ‘a’–‘t’ are used to represent these twenty sequences as
shown in Table 4, where the video resolutions of Class A, B, C, D
and E are 2560� 1600; 1920� 1080; 832� 480; 416� 240 and
Table 6
Results of DR; DTd and DTe on video sequences of Class B.

Seq Qp AM-1 AM-2

DR (%) DTd (%) DTe (%) DR (%) DTd (%) DTe (%)

e 24 30.29 9.65 1.82 43.05 11.87 2.23
28 37.86 11.98 1.88 45.74 13.64 2.30
32 42.49 14.34 2.19 47.34 15.57 2.51
36 44.78 16.73 2.23 48.10 17.45 2.60
40 46.47 18.65 2.49 48.57 19.04 2.62

Average 40.38 14.27 2.12 46.56 15.51 2.45

f 24 26.41 8.53 1.16 43.26 12.30 1.82
28 35.09 12.58 1.72 46.16 15.52 1.89
32 41.10 15.70 1.74 47.73 17.43 2.23
36 44.14 18.15 1.83 48.32 19.57 2.30
40 46.38 20.25 1.89 48.66 20.98 2.31

Average 38.62 15.04 1.67 46.83 17.16 2.11

g 24 20.50 6.45 1.16 38.71 10.12 1.73
28 31.60 11.17 1.70 44.76 14.14 2.04
32 40.00 14.68 1.92 47.10 16.58 2.17
36 43.33 17.10 1.95 47.87 17.96 2.22
40 45.46 18.66 2.28 48.32 19.45 2.30

Average 36.18 13.61 1.80 45.35 15.65 2.09

h 24 30.45 8.59 1.59 42.81 11.42 1.93
28 38.76 13.56 1.97 45.69 14.02 2.09
32 43.00 14.97 2.00 47.16 15.93 2.19
36 44.82 16.62 2.09 47.72 16.98 2.24
40 45.95 18.18 2.20 48.04 18.41 2.28

Average 40.60 14.38 1.97 46.28 15.35 2.15

i 24 27.77 8.49 1.37 41.02 10.58 1.65
28 33.93 12.12 1.47 44.50 14.84 1.76
32 40.14 16.42 1.54 47.33 18.54 1.84
36 43.77 19.22 1.78 48.42 20.70 1.94
40 46.29 21.25 1.80 48.80 21.94 2.01

Average 38.38 15.50 1.59 46.01 17.32 1.84

Average 38.83 14.56 1.83 46.21 16.20 2.13
1280� 720, respectively. For each of the sequences, a total of 32
frames (i.e., 4 GOPs) are encoded for test. In order to examine the
prediction performance at different bit rates, five Q p values includ-
ing 24, 28, 32, 36, and 40 are utilized in the experiments. All the
experiments are running on a PC with Intel i3-2120 3.3 GHz CPU
and 2 GB RAM. The operating system is Windows XP SP3 and the
software platform is Visual Studio 2008 and only the C/C++ code
is applied for experiments.

In order to evaluate the proposed prediction algorithm, two test
conditions are used. Under the first condition, only the first step of
the proposed algorithm is enabled to early detect all-zero 4� 4
DCT blocks, i.e., only Eq. (10) is enabled for prediction; and we
denote this algorithm as AM-1. Under the second condition, both
of the two steps of the proposed algorithm are applied as denoted
as AM-2. Because sufficient conditions are provided by AM-1 and
AM-2 to predict all-zero 4� 4 DCT blocks, the performances of
video quality and compression efficiency in terms of bit rates are
kept the same as that of the original encoder, which are also veri-
fied by the experimental results. Therefore, it is not necessary to
present the performances of video quality and compression effi-
ciency achieved by AM-1 and AM2. Instead, for real-time perfor-
mance evaluation, three criteria are applied in this work
including Detection Rate (DR), computation reduction in the DCT/
Q/IQ/IDCT procedures (DTd) and entire computation reduction
(DTe), which are defined as

DR ¼ Ndec

Nall
� 100%;

DTd ¼
Torg

d � Td

Torg
d

� 100%;

DTe ¼
Torg

e � Te

Torg
e

� 100%;

ð26Þ

where Ndec is the number of all-zero 4� 4 DCT blocks detected by
AM-1 or AM-2, Nall is the total number of all-zero 4� 4 DCT blocks
Table 7
Results of DR; DTd and DTe on video sequences of Class C.

Seq Qp AM-1 AM-2

DR (%) DTd (%) DTe (%) DR (%) DTd (%) DTe (%)

j 24 29.36 8.84 1.84 43.10 11.17 2.07
28 34.43 11.00 1.98 45.01 13.17 2.17
32 38.99 13.23 2.07 46.61 14.58 2.29
36 41.50 14.75 2.17 47.25 16.29 2.42
40 43.57 17.09 2.56 47.73 17.49 2.59

Average 37.57 12.98 2.12 45.94 14.54 2.31

k 24 29.44 8.90 1.48 43.62 11.30 1.62
28 35.52 11.64 1.90 45.97 13.81 2.06
32 40.23 14.03 1.91 47.31 15.61 2.09
36 42.57 15.70 1.94 47.87 17.02 2.23
40 44.55 17.52 2.01 48.21 18.57 2.25

Average 38.46 13.56 1.85 46.60 15.26 2.05

l 24 19.06 5.24 1.06 37.14 7.44 1.45
28 23.61 6.97 1.25 40.69 9.63 1.62
32 29.93 9.65 1.38 44.09 12.18 1.65
36 34.02 11.71 1.57 45.67 15.04 2.03
40 38.10 14.36 1.58 46.91 16.97 2.25

Average 28.94 9.59 1.37 42.90 12.25 1.80

m 24 24.61 6.09 1.25 39.39 7.51 1.57
28 29.62 7.89 1.44 42.33 9.93 2.08
32 34.58 10.20 1.87 44.71 11.84 2.17
36 37.51 11.94 1.94 45.84 13.59 2.20
40 40.46 13.73 1.96 46.76 15.16 2.30

Average 33.36 9.97 1.69 43.81 11.61 2.06

Average 34.58 11.53 1.76 44.81 13.41 2.05



Table 8
Results of DR; DTd and DTe on video sequences of Class D.

Seq Qp AM-1 AM-2

DR (%) DTd (%) DTe (%) DR (%) DTd (%) DTe (%)

n 24 35.00 10.98 1.33 45.72 13.62 1.66
28 38.22 13.74 1.80 46.63 15.80 1.93
32 41.89 15.92 1.81 47.47 17.54 2.21
36 43.65 18.05 2.02 47.87 19.36 2.28
40 45.17 19.48 2.22 48.21 20.04 2.51

Average 40.79 15.63 1.84 47.18 17.27 2.12

o 24 27.69 8.66 1.16 43.01 11.87 1.79
28 32.91 11.83 1.38 44.99 14.66 1.95
32 38.36 15.52 1.72 46.49 17.60 2.05
36 41.26 17.08 2.18 47.58 19.38 2.27
40 43.61 20.06 2.23 48.32 21.55 2.31

Average 36.77 14.63 1.73 46.08 17.01 2.07

p 24 20.64 6.55 0.71 38.46 9.47 1.76
28 26.02 7.86 0.76 42.01 11.43 1.80
32 33.16 11.52 1.35 45.08 14.48 1.95
36 37.31 13.05 1.43 46.64 16.41 2.16
40 41.40 16.43 1.51 47.67 18.64 2.18

Average 31.71 11.08 1.15 43.97 14.09 1.97

q 24 23.86 6.09 1.31 39.63 7.46 1.46
28 27.69 7.91 1.68 42.10 9.92 1.96
32 32.28 9.59 1.71 44.10 11.74 2.19
36 35.34 11.60 1.76 45.44 13.52 2.21
40 38.99 13.38 1.90 46.53 15.09 2.23

Average 31.63 9.71 1.67 43.56 11.55 2.01

Average 35.22 12.76 1.60 45.20 14.98 2.04
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generated during video encoding; Torg
d is the encoding time con-

sumed by DCT/Q/IQ/IDCT of the original encoder including that of
TU size of 4� 4, 8 � 8, 16 � 16 and 32 � 32, Td is the encoding time
consumed by DCT/Q/IQ/IDCT of the modified encoder with AM-1 or
AM-2 including that of TU size of 4� 4, 8 � 8, 16 � 16 and 32 � 32;
Torg

e is the entire encoding time of the original encoder, and Te is the
entire encoding time of the modified encoder with AM-1 or AM-2.
Table 9
Results of DR; DTd and DTe on video sequences of Class E.

Seq Qp AM-1 AM-2

DR (%) DTd (%) DTe (%) DR (%) DTd (%) DTe (%)

r 24 41.21 16.24 2.02 47.69 18.24 2.16
28 44.66 18.76 2.20 48.50 19.96 2.34
32 46.70 20.77 2.21 48.78 21.47 2.41
36 47.53 21.38 2.58 48.86 21.64 2.49
40 48.09 22.56 2.60 48.88 22.42 2.82

Average 45.64 19.94 2.32 48.54 20.75 2.44

s 24 42.34 17.16 1.87 47.58 18.37 2.11
28 45.55 19.62 2.06 48.57 20.68 2.16
32 47.51 21.55 2.20 48.87 21.87 2.34
36 48.18 22.53 2.31 48.92 22.70 2.42
40 48.52 22.59 2.52 48.91 22.60 2.64

Average 46.42 20.69 2.19 48.57 21.24 2.33

t 24 42.66 17.10 2.27 47.61 18.60 2.41
28 45.23 19.11 2.41 48.42 20.20 2.43
32 46.99 20.80 2.42 48.77 21.18 2.58
36 47.79 21.74 2.44 48.88 21.89 2.73
40 48.32 22.68 2.62 48.91 22.63 2.78

Average 46.20 20.29 2.43 48.52 20.90 2.59

Average 46.09 20.31 2.31 48.54 20.96 2.45
From the definition, it can be seen that the larger the DR is, the more
efficient the prediction algorithm can early detect all-zero 4� 4
DCT blocks. The experimental results are shown in Tables 5–9 for
the five classes of test video sequences, respectively.

From the results, several observations can be made. Firstly, both
of the two algorithms AM-1 and AM-2 are able to early detect
all-zero 4� 4 DCT blocks and thus reduce redundant DCT and Q
computations. Secondly, along with the increase of Qp values, the
performances of both of the two algorithms AM-1 and AM-2 have
been improved. This is because the detection thresholds TS1 and
TS2 as given in Eqs. (10) and (18) become larger with the increment
of Q p and hence more all-zero 4� 4 DCT blocks can be detected
leading to more encoding computations being reduced. Thirdly,
by comparing the performances between AM-1 and AM-2, it can
be easily seen that AM-2 is more effective than AM-1 to reduce
redundant encoding computations, which indicates that it is worth
utilizing the second step of the proposed AM-2 algorithm for early
detection of all-zero 4� 4 DCT blocks although a number of com-
putational overheads are introduced to apply Eq. (18).
5. Conclusion and future works

In this work, a prediction algorithm is proposed to early detect
all-zero 4� 4 DCT blocks in HEVC. Theoretical analyses are
performed to investigate the dynamic range of quantized DCT coef-
ficients when the TU size is 4� 4. As a consequence, two sufficient
prediction conditions are mathematically deduced and the pro-
posed prediction algorithm is developed while considering both
the prediction efficiency and the computational overheads resulted
from employing the two prediction conditions. Extensive experi-
ments are implemented on HEVC benchmark video sequences
and it is verified that the proposed algorithm is able to effectively
detect all-zero 4� 4 blocks and thus redundant DCT and Q compu-
tations are saved while introducing no loss in video quality and
compression efficiency.

From the results, it can be observed that there is still much
room to improve the all-zero block detection rate, especially when
Qp is small. To achieve this, it is worth investigating other tech-
niques to further enhance the prediction efficiency, such as
employing statistical models [24,28] to derive more efficient pre-
diction conditions and to early detect zero quantized coefficients
at individual coefficient level. Moreover, we will study efficient
detection algorithms for other TU block sizes, including 8 � 8,
16 � 16, and 32 � 32 to further reduce the HEVC encoding compu-
tational complexity.
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