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Abstract

We study the k-wise independent relaxation of the usual
model G(N, p) of random graphs where, as in this model, N
labeled vertices are fixed and each edge is drawn with prob-
ability p, however, it is only required that the distribution of
any subset of k edges is independent. This relaxation can
be relevant in modeling phenomena where only k-wise in-
dependence is assumed to hold, and is also useful when the
relevant graphs are so huge that handling G(N,p) graphs
becomes infeasible, and cheaper random-looking distribu-
tions (such as k-wise independent ones) must be used in-
stead. Unfortunately, many well-known properties of ran-
dom graphs in G(N, p) are global, and it is thus not clear if
they are guaranteed to hold in the k-wise independent case.
We explore the properties of k-wise independent graphs by
providing upper-bounds and lower-bounds on the amount of
independence, k, required for maintaining the main prop-
erties of G(N,p) graphs: connectivity, Hamiltonicity, the
connectivity-number, clique-number and chromatic-number
and the appearance of fixed subgraphs. Most of these prop-
erties are shown to be captured by either constant k or by
some k = poly(log(N)) for a wide range of values of p,
implying that random looking graphs on N vertices can be
generated by a seed of size poly(log(N)). The proofs com-
bine combinatorial, probabilistic and spectral techniques.

*Research supported in part by the Israel Science Foundation and by a
USA-Israeli BSF grant.
TPartly supported by a grant from the Israel Science Foundation.

1. Introduction

We study the k-wise independent relaxation of the usual
model G(N, p) of random graphs where, as in this model,
N labeled vertices are fixed and each edge is drawn with
probability (w.p., for short) p = p(NN), however, it is only
required that the distribution of any subset of k edges is in-
dependent (in G(N, p) all edges are mutually independent).
These k-wise independent graphs are natural combinatorial
objects that may prove to be useful in modeling scientific
phenomena where only k-wise independence is assumed to
hold. Moreover, they can be used when the relevant graphs
are so huge that handling G(N, p) graphs is infeasible, and
cheaper random-looking distributions must be used instead.
However, what happens when the application that uses these
graphs (or the analysis conducted on them) critically relies
on the fact that random graphs are, say, almost surely con-
nected? After all, k-wise independence is defined via ‘lo-
cal’ conditions, so isn’t it possible that k-wise independent
graphs will fail to meet ‘global’ qualities like connectivity?
This motivates studying which global attributes of random
graphs are captured by their k-wise independent counter-
parts.

Before elaborating on properties of k-wise independent
graphs we provide some background on k-wise indepen-
dence, on properties of random graphs, and on the emula-
tion of huge random graphs.

1.1. Emulation of Huge Random Graphs
Suppose that one wishes to test the execution of

some graph algorithm on random input graphs. Utilizing
G(N,p) graphs requires resources polynomial in N, which



is infeasible when N is huge (for example, exponential in
the input length, n, of the relevant algorithms). A plau-
sible solution is to replace G(NN,p) by a cheaper ‘random
looking’ distribution Gy. To this end, each graph G in the
support of Gy is represented by a very short binary string
(called seed) s(G), s.t. evaluating edge queries on G can
be done efficiently when s(G) is known; then, sampling a
graph from Gy is done by picking the seed uniformly at
random.

Goldreich, Goldwasser and the second author were the
first to address this scenario in [24, 37]. They studied
emulation by computationally pseudorandom graphs that
are indistinguishable from G(N,p) from the view of any
poly(log(IN))-time algorithm that inspects graphs via edge-
queries of its choice. They considered several prominent
properties of G(V, p) graphs, and constructed computation-
ally pseudorandom graphs that preserve many, tough not all,
of those properties (see the final paragraph of Section 2).

We consider replacing random graphs by k-wise inde-
pendent ones. The latter can be sampled and accessed using
only poly(klog(N))-bounded resources. This is achieved
thanks to efficient constructions of discrete k-wise inde-
pendent variables by Joffe [27], see also Alon, Babai and
Itai [1]: the appearance of any potential edge in the graph
is simply decided by a single random bit (that has prob-
ability p to attain the value 1). Such k-wise independent
graphs were used by Naor, Tromer and the second author
[36] to efficiently capture arbitrary first-order properties of
huge G(N, p) graphs (see Section 3.6), and by [24, 37] as a
building block for their main construction.

1.2. k-Wise Independent Random Variables

Distributions of discrete k-wise independent variables
play an important role in computer science. Such dis-
tributions are mainly used for de-randomizing algorithms
(and for some cryptographic applications). In addition,
the randomness complexity of constructing k-wise inde-
pendent variables was studied in depth, and in particular,
the aforementioned constructions [27, 1] (based on degree
k polynomials over finite fields) are known to provide es-
sentially the smallest possible sample spaces. Our work is,
however, the first systematic study of combinatorial prop-
erties of k-wise independent objects. Properties of various
other k-wise independent objects (mainly percolation on Z¢
and on Galton-Watson trees) were subsequently explored by
Benjamini, Gurel-Gurevich and Peled [7].

1.3. The Combinatorial Structure of Ran-
dom Graphs

What are the principal attributes of random graphs that
k-wise independent ones should maintain? Most theo-

rems that manifest the remarkable structure of random
graphs state that certain properties occur either almost
surely (a.s. for short), or alternatively hardly ever, (namely,
with probability tending either to 1 or to 0 as N grows to
00). These results typically fall into one of the following
categories.

Tight concentration of measure. A variety of promi-
nent random variables (regarding random graphs) a.s. at-
tain only values that are extremely close to their expecta-
tion. For instance, random graphs (with, say, constant p)
a.s. have connectivity number x = (14 o(1))pN, clique

number ¢ = (1 + o(1)) 32570 (Bollobds and Erdos [11],
Matula [35], Frieze [23]) and chromatic number y =

(1 + 0(1)) 55U (Bollobis [10], Euczak [34]).

Thresholds for monotone properties. For a given mono-
tone increasing' graph property 7', how large should p(IV)
be for the property to hold a.s.? This question has been
settled for many prominent properties such as connectiv-
ity (Erdos and Rényi [15]), containing a perfect matching
(Erdés and Rényi [17, 18, 19]), Hamiltonicity (Pésa [38],
KorSunov [30], Komlés and Szemerédi [31]), and the prop-
erty of containing copies of some fixed graph H (Erdos and
Rényi [16], Bollobas [9]). For these (and other) graph prop-
erties the sufficient density (for obtaining the property) is
surprisingly small, and moreover, a threshold phenomenon
occurs when by ‘slightly’ increasing the density from p(N)
to H(V), the probability that T' holds dramatically changes
from o(1) to 1 — o(1).? Thus, good emulation requires the
property T' to be guaranteed at densities as close as possible
to the true G(NV, p) threshold.

Zero-one laws. These well known theorems reveal that
any first-order property holds either a.s. or hardly ever for
G(N,p). A first-order property is any graph property that
can be expressed by a single formula in the canonical lan-
guage where variables stand for vertices and the only rela-
tions are equality and adjacency (e.g. “having an isolated
vertex” is specified by JxVy—EDGE(z,y)). These Zero-
one laws hold for any fixed p (Fagin [20], Glebskii, Kogan,
Liagonkii and Talanov [25]), and whenever p(N) = N—¢
for a fixed irrational v (Shelah and Spencer [40]).

'Namely, any property closed under graph isomorphism and under ad-
dition of edges.

2Thresholds for prominent properties are often so sharp that p = (1 +
o(1))p. Somewhat coarser thresholds were (later) established for arbitrary
monotone properties by Bollobds and Thomason [12], and by Friedgut and
Kalai [22].



2. Our Contribution

We investigate the properties of k-wise independent
graphs by providing upper bounds and lower bounds on
the ‘minimal’ amount of independence, k7, required for
maintaining the main properties 7' of random graphs. The
properties considered are: connectivity, perfect matchings,
Hamiltonicity, the connectivity-number, clique-number and
chromatic-number and the appearance of copies of a fixed
subgraph H. We mainly establish upper bounds on kp
(where arbitrary k-wise independent graphs are shown to
exhibit the property 7") but also lower bounds (that provide
specific constructions of k-wise independent graphs that fail
to preserve 1'). Our precise results per each of these prop-
erties are discussed in Section 3, and proved in Section
5 (and the appendices of the complete version of this pa-
per [5]). Interestingly, our results reveal a deep difference
between k-wise independence and almost k-wise indepen-
dence (a.k.a. (k,¢)-wise independence?®). All aforemen-
tioned graph properties are guaranteed by k-wise indepen-
dence (even for small k& = poly(log(N))), but are strongly
violated by some almost k-wise independent graphs - even
when k = N9 is huge and e = N~ is tiny. For some
properties of random graphs, T, our results demonstrate for
the first time how to efficiently construct random-looking
distributions on huge graphs that satisfy 7'

Our Techniques & Relations to Combinatorial Pseudo-
randomness. For positive results (upper bounding kr),
we note that the original proofs that establish properties of
G(N,p) graphs often fail for k-wise independent graphs.
These proofs use a union bound over M = 2°(V) un-
desired events, by giving a 2~?®) upper-bound on the
probability of each of these events.* Unfortunately, there
exist poly(log(IV))-wise independent graphs where any
event that occurs with positive probability, has probability
> 27°(N) Therefore, directly ‘de-randomizing’ the orig-
inal proof fails, and alternative arguments (suitable for the
k-wise independent case) are provided.

In particular, many properties are inferred via a variant of
Thomason’s notion of ‘jumbledness’ [42] (mostly known in
its weaker form as quasirandomness or pseudorandomness,
as defined by Chung, Graham and Wilson [14], and related
to the so called Expander Mixing Lemma and the pseudo-
random properties of graphs that follow from their spec-
tral properties, see [2]). For our purposes, a-jumbledness
means that (as expected in G(V, p) graphs) for all vertex-
sets U, V, the number of edges that pass from U to V

3(k, €)-wise independence means that the joint distribution of any &
potential edges is only required to be within small statistical distance €
from the corresponding distribution in the G(N, p) case.

4For instance w.r.t. connectivity, M is the number of choices for parti-
tioning the vertices into 2 disconnected components.

should be p|U||V| & a+/|U||V|. Jumbledness and quasir-
andomness have been studied extensively (see [32] and its
many references), and serve in Graph Theory as the com-
mon notion of resemblance to random graphs. In partic-
ular, G(N, p) graphs are known to exhibit (the best possi-
ble) jumbledness parameter, « = O(y/pN). One of our
main results (Theorem 1) demonstrates that k-wise inde-
pendence for k = ©(log(V)) is stronger than jumbledness,
in the sense that it guarantees the optimal o = ©(y/pN)
even for tiny densities p = @(%) Therefore, prominent
properties of k-wise independent graphs can be directly de-
duced from properties of jumbled graphs.

Proving Theorem 1 exploits a known connection be-
tween jumbledness and the eigenvalues of (a shifted vari-
ant of) the adjacency matrix of graphs, following the ap-
proach of Alon and Chung [2]. In particular, the analysis
of Vu ([43], extending [21]) regarding the eigenvalues of
random graphs is strengthened, in order to achieve optimal
eigenvalues even for smaller densities p than those captured
by [43]. This improvement implies, among other results,
the remarkable fact that k-wise independent graphs for
k = ©O(log(N)) preserve (up to constant factors) the
G(N, p) sufficient density for connectivity.

More on Techniques & Relations to Almost k-Wise
Independence. For negative results (producing random-
looking graphs that defy a given property 7' of random
graphs), the [24, 37] approach is to first construct some
random-looking graph G, and later to ‘mildly’ modify G
s.t. T is defied. This is done w.r.t. all graph properties
considered here. For instance, the modification of choos-
ing a random vertex and then deleting all its edges vio-
lates connectivity while preserving computational pseudo-
randomness. Unfortunately, such modifications fail to pre-
serve k-wise independence (the resulting graphs are only
almost k-wise independent). In contrast, most of our neg-
ative results exploit the fact that some constructions of k-
wise independent bits produce strings with significantly
larger probability than in the completely independent case.
This is translated (by the construction in Lemma 5) to the
unexpected appearance of some subgraphs (in k-wise inde-
pendent graphs): either huge independent sets inside dense
graphs or fixed subgraphs inside sparse graphs.

Comparison with Computational Pseudorandomness.
Finally, k-wise independence guarantees all random
graphs’ properties that were met by the (specific) compu-
tationally pseudorandom graphs of [24, 37]. In addition,
only k-wise independence is known to capture (i) arbitrary
first-order properties of G(N, p) graphs, (ii) high connectiv-
ity, (iii) strongest possible parameters of jumbledness, and
(iv) almost regular (1+£0(1))pN degree for all vertices, and
(14 0(1))p?N co-degrees for all vertex pairs. A single ex-



ception is that in [24, 37] the chromatic number of random
graphs is achieved precisely, while here it is met only up
to a constant factor. Importantly, our results hold for any k-
wise independent graphs, (and in particular for the very sim-
ple and efficiently constructable ones derived from [27, 1]),
whereas the approach of [24, 37] requires non-trivial modi-
fications of the construction per each new property.

3. Combinatorial Properties of k-Wise Inde-
pendent Graphs

We now survey our main results per each of the afore-
mentioned graph properties T'. Typically our arguments es-
tablish the following tradeoff: the smaller p is, the larger
k should be to maintain 7. Given this tradeoff we high-
light minimizing k or, alternatively, minimizing p. The lat-
ter is motivated by the fact that the G(NV, p) threshold for
many central properties occurs at some p* < 1. Minimiz-
ing p is subject to some reasonable choice of k, which is
k < poly(log(N)). Indeed, as the complexity of imple-
menting k-wise independent graphs is poly(klog(N)), we
get efficient implementations whenever k£ < poly(log(N))
even when the graphs are huge and N = 2ro(n) 3

3.1. Connectivity, Hamiltonicity and Per-
fect Matchings (see Section 5.2)

The well known sufficient G(N, p) density for all these
properties is ~ % For connectivity, this sufficient den-
sity is captured (up to constant factors) by all log(N)-wise
independent graphs. Even k = 4 suffices for larger densities
p>N —3. Based on Hefetz, Krivelevich and Szabo’s [26],
Hamiltonicity (and hence perfect matchings) are guaranteed
atp > ) ywith | > 4log(N), and at p > N~3+o()
with k£ > 4. On the other hand, some pair-wise independent
graphs are provided that despite having constant density, are
still a.s. disconnected and fail to contain any perfect match-

ing.
3.2. High Connectivity (see Section 5.3)

The connectivity number, x(G), is the largest inte-
ger, ¢, s.t. any pair of vertices is connected in G by at
least ¢ internally vertex-disjoint paths. Since a typical de-
gree in a random graph is (1 £ o(1))pN, it is remark-
able that G(NV, p) graphs a.s. achieve k = (1 £ o(1))pN.
Surprisingly, such optimal connectivity is guarantee(d )by

log(N

O(log(N))-wise independence whenever p > O(=5),

and alternatively, by & > 4 whenever p > N -3,

5 Accessing the graphs via edge-queries is adequate only when p >
n~=®@ _ otherwise a.s. no edges are detected by the poly(n) inspecting
algorithm. For smaller densities our study has thus mostly a combinatorial
flavor.

3.3. Cliques and independent sets (see Ap-
pendix 7 in [5])

For N—°(1) < p<1-—N o(1) the independence number,
I, of random graphs has a.s. only two possible values: ei-
ther S* or S* + 1 for some S* = (1 — 0(1))%.
This remarkable phenomenon is observed to hold by virtue
of clog?(N)-wise independence whenever p is bounded
away from O and c is sufficiently large. On the other
hand, k-wise independent graphs are provided with &k =

@(%) where I > (5*)1+Q(1) as. (for k = ©(1),

even huge N*(1) independent sets may appear). For smaller
densities, random graphs a.s. have I < O(p~!log(N)),
while ¢’ log(N)-wise independence (for sufficiently large

¢’) gives a weaker, yet useful, I < O(y/N/p) bound when-

everp > Q(%) By symmetry (replacing p with 1 — p),

analogous results to all the above hold for the clique number
as well. Discussing the clique- and independence-number
is deferred to the appendices in [5], since the main relevant
techniques are demonstrated elsewhere in the paper.

3.4. Coloring (see Section 5.5)

For 1/N <« p < 1 — Q(1), the chromatic number

of random graphs is a.s. (1 + 0(1))%. Given

any p > (log(N))~4, this G(N,p) lower-bound on yx
is observed to hold for any (log(IN))°-wise independent
graphs for some sufficiently large ¢. More surprisingly,
some k = ¢’ log(N) suffices to capture a similar upper-
bound even for tiny densities p = ¢”log(N)/N. Such
upper-bounds are also implied by k£ = 12 for some larger
densities p = N~ whereas for k = 2 a huge y =
O(N) might a.s. occur for constant ps (Theorem 4). The
k-wise independent upper-bounds on x are based on results
of Alon, Krivelevich and Sudakov [3], [4] and of Johansson
[28].

3.5. Thresholds for the Appearance of Sub-
graphs (see Section 5.4)

For a fixed (non-empty) graph H, consider the appear-
ance of H-copies (not necessarily as an induced subgraph)
in either a random or a k-wise independent graph. The

G(N,p) threshold for the occurrence of H sub-graphs lies

£ i i
at p; def N~°, where the constant p = p(H) is the min-

imum, taken over all subgraphs H' of H (including H it-

self), of the ratio Z%g:; (here, v(H') and e(H") respectively
denote the number of vertices and edges in H'). Thus, no
H-copies are found when p < p*, while for any p > p*,
copies of H abound (Erdos and Rényi [16], Bollobas [9]).

For any graph H, this G(N,p) threshold holds whenever




k > cv*(H) (for some constant c), but as k is decreased to
L%J, the G(N, p) threshold is defied: much sparser graphs
exist where p < p7; and yet copies of H are a.s. found. In
particular, when e(H) > Q(v?(H)), the threshold violation
occurs at k = Q(v(H)).

3.6. First Order Zero-One Laws (Previous
Results)

A recent study (of Naor, Tromer and the second author
[36]) considered capturing arbitrary depth-D(N) proper-
ties of random graphs. These are graph properties express-
ible by a sequence of first-order formulas ® = {¢n} nen,
with quantifier depth depth(¢pn) < D(N) (e.g. “hav-
ing a clique of size ¢(IN)” can be specified by ¢y =
Jx1... 34Ny Niz; (EDGE(zs, ). A ‘threshold” depth

l(ljogg((lzyg) was identified s.t. a graph sam-
pled from any k-wise independent distribution simultane-
ously agrees with a random G(N,p) graph on all depth
(1 — o(1))D* properties whenever k£ > (D*)2. In con-
trast, any efficiently computable graphs are strongly sep-
arated from G(N, p) by properties of only slightly higher
depth (1 + o(1))D*. These results are incomparable to the
ones in the current paper, since most of the graph properties
studied here require larger depth than D*.

function D* =

4. Preliminaries

Asymptotics. Invariably, & : N — N, while p, ¢,d,~v, A :
N — (0,1). We often use k,p,¢,0,7,A instead of
E(N),p(N),e(N),0(N),v(N),A(N). Asymptotics are
taken as N — oo, and some inequalities hold only for suffi-
ciently large N. The |-] and [-] operators are ignored when-
ever insignificant for the asymptotic results. Constants ¢, ¢
are not optimized in expressions of the form k = clog(N)
or p = (log(N))¢/N®, whereas the constant A is typically
optimized.

Subgraphs. For a graph H, let v(H ) and e(H ) denote the
number of vertices and edges in H. For vertex sets U, V let
e(U, V') denote the number of edges that pass from U to V'
(if S = UV # 0, then any internal edge of S is counted
twice). Similarly, we let e(U) = e(U, U).

Random and k-Wise Independent Graphs. Through-
out, graphs are simple, labeled and undirected. Given
N, k,p as above then GF(N)(N,p(N)) (or GF(N,p) for
short) denotes some distribution over the set of graphs with
vertex set {1, ..., N}, where each edge appears w.p. p(IV),
and the random variables that indicate the appearance of any
k(N) potential edges are mutually independent. We use the

term ‘k-wise independent graphs’ for a sequence of distri-
butions {G*(N,p)} yen indexed by N.

Almost Sure Graph Properties. A graph property 7, is
any property closed under graph isomorphism. We say that
“T holds a.s. (almost surely) for G¥(N, p)’ or that (abused
notation) “T" holds for G¥(N,p)’ whenever Prgr(y ) [T]

N—o0

— 1. Similar terminology is used for G(N, p) graphs.

Monotonicity in (k,p). Since k—wise independence im-
plies k-wise independence for all k& > k we may state
claims for arbitrary & > k’ but prove them only for k = k’.
When establishing monotone increasing properties we of-
ten state claims for arbitrary p > p’ but prove them only
for p = p’. The latter is valid since for any N, k,p > p/,
the process of sampling from any (independent) G* (N, p),
G*(N, p'/p) distributions and defining the final graph with
edge-set being the intersection of the edge-sets of the two
sampled graphs, clearly results in a G¥ (N, p’) distribution.

k-Wise Independent Random Variables. The term
‘(M, k, p)-variables’ stands for any M binary variables that
are k-wise independent with each variable having probabil-
ity p of attaining value 1. Lemma 1 (proved in Section 6.2
in [5]) adjusts the known construction of discrete k-wise in-
dependent variables of [27],[13], [1] to provide (M, k, p)-
variables that induce some predetermined values with rela-
tively high probability. Throughout, e; and eq resp. denote
the number of edges and non-edges in a graph H.

Lemmal Given 0 < p < 1 with binary representation
p = 0.by...by, and natural numbers ey, ey, M satisfying
eo +e1 < M, let F = max{2'°82M1 20} Then there
exists (M, k,p)-variables s.t. Pr[A] = F~%, where A de-
notes the event that the first ey variables receive value 0
while the next ey variables receive value 1.

Tail Bounds for k-Wise Independent Random Variables.
The following strengthened version of standard tail bounds
(proved in Section 6.2 in [5]) translates into smaller densi-
ties p for which monotone graph properties are established
for k-wise independent graphs. After submission of this
paper it came to our knowledge that similar bounds were
already obtained by Schmidt, Siegel and Srinivasan [41].

Lemma2 Let X = Z;L; X be the sum of k-wise inde-
pendent binary variables where Pr[X; = 1] = p holds for
all j. Let § > 0, and let k be even s.t. %u(l —u) > 1
Then

Pr[|X — E(X)| > 0E(X)] < {W} ’



5. The properties of k-wise independent graphs
5.1. Degrees, Co-Degrees and Jumbledness

Lemma 3 (Achieving almost regular degrees) In all k-
wise independent graphs {G¥(N,p)}nen it a.s. holds
that all vertices have degree p(N — 1)(1 £ €) whenever

k/2
N[y

— 0, and in particular when either

Lk>4 NV <p<1-2F andl > e >
p’l/QN’l/‘L; or

2. k > 4log(N), %g(l\/) <p< 1—51%(]\]), and

25log(N)
1>e> /=28

Proof. Fix a vertex v, and let X,, be the random vari-
able that indicates the appearance of the edge {v,w} in the
graph. Thus, the degree of v is X = Zw#} Xw. Since
X is the sum of (N — 1,k,p)-variables, Lemma 2 im-
plies that the probability that v has an unexpected degree

X # p(N — 1)(1 + € is bounded by [ 211/ Apply-
ing a union-bound over the NV possible vertices v, gives that
the probability of having some vertex with unexpected de-
: 3k 1Lk/2]
gree is bounded by N[ 7]

parameters in items 1 and 2. B

, which vanishes for the

Lemma 4 (Achieving almost regular co-degrees) In all
k-wise independent graphs {G*(N,p)}nen it a.s. holds
that all vertex pairs have co-degree p?(N —2)(1+7) when-
ever either

Lk>12 N5 <p<1-8 andl >~y >

“1pn—1
p IN~%; or

2.k > 12log(N), \/%W < p < 1~
131015(1\7) andlZVZ\/W-

Proof. The proof is completely analogous to that of Lemma
3. Here the union-bound is over all (1;] ) vertex pairs
{u,v}, and the co-degree of each {u,v} is the sum of
(N —2,| %], p*)-variables. B

The following definition is a modified version of the one

in [42, 14], see also [2] and [6], Chapter 9.

Definition 1 (Jumbledness) For vertex sets U,V, let
e(U,V) denote the number of edges that pass from U to
V (internal edges of U [\ V are counted twice). A graph is
(p, a)-jumbled if e(U, V') = p|U||V | £ a+/|U||V| holds for
allU, V.

Theorem 1 (Achieving optimal jumbledness) There ex-
ist absolute constants cy, ca, c3 s.t. all k-wise independent
graphs {GF(N,p)Ynen are as. (p, a)-jumbled whenever
either:

1. k>4,p> Q%) and o> /pN3/4; or

2. k> log(N), los) <y < q _ czlog’(N)

N =P>= N
c3v/pN.

Proof. The proof is based on spectral techniques and com-
bines some refined versions of ideas from [2], [21] and [43],
using the fact that traces of the k-th power of the adjacency
matrix of a graph are identical in the k-wise independent
case and in the totally random one. The details are lengthy
and are thus deferred to Appendix 8 in [5].

and o >

5.2. Connectivity, Hamiltonicity and Per-
fect Matchings

Theorem 2 (Achieving connectivity) There exists a con-
stant c s.t. the following holds. All k-wise independent
graphs {G¥(N,p)}nen are a.s. connected whenever ei-
ther:

o k>4 andp>>Tlﬁ; or
e k>4log(N) andpzclnT(N).

Proof. Let U be a vertex-set that induces a connected com-
ponent. Connectivity follows from having |U| > 0.5N for
all such U. The following holds a.s. for G*(N,p). By
Lemma 3, all vertices have degree > 0.9pN, so e(U) >
0.9pN|U|. By Theorem 1, all sets U satisfy e(U) <
p|lU? + a|U| with o = O(y/pN) = o(pN). Re-arranging
gives (0.9 —o(1))N < |U]. &

Theorem 3 (Achieving Hamiltonicity) All k-wise inde-
pendent graphs {G*(N,p)}nen are a.s. Hamiltonian (and
for even N contain a perfect matching) whenever either:

e k>4 and p > 7103\;%\[); or

e k>4log(N) and p > mé%'

Proof. Let ['(V) denote the set of vertices v ¢ V that
are adjacent to some vertex in the vertex-set V. By The-
orem 1.1 in Hefetz, Krivelevich and Szabo’s [26], Hamil-
tonicity follows from the existence of constants b, ¢ such
that a.s. (i) [T(V)| > 12|V] holds for all sets V of size
< bN, and (ii) e(U, V') > 1 holds for all disjoint sets U, V'
of size % We remark that (unlike other asymptotic ar-
guments in this paper), the sufficiency of (i) and (ii) might
hold only for very large N. For (i), let b = L and con-
sider an arbitrary set V. By Theorem 1, a.s. all vertex-sets
T have e(T) < p|T|?> + o(pN)|T|. By Lemma 3 a.s. all
the degrees are (1 & o(1))pN, so exactly (1 & o(1))pN|V|
edges touch V' (where internal edges are counted twice). Let

T = VJT(V), and assume that [T'(V)| < 12|V|. We get



(1= o(1)pN|V]| < e(T) < p(13|V])? + o(pN)|V]. Re-
arranging gives |V| > 1%. Condition (i) follows. For (ii),
by Theorem 1, a.s. all (equal-sized and disjoint) vertex-sets
U,V have e(U,V) > p|U||V| — O(v/pN)|U|. If there is
no edge between U and V, then e(U, V') = 0. Re-arranging
gives |U| < O(/N/p) < O(p(xy)- Condition (i) fol-
lows. H

Theorem 4 (Failing to preserve connectivity) There ex-
ist pair-wise independent graphs {G*(N,p)}nen where
p = 1/2 that (i) are a.s. disconnected (and contain no
Hamiltonian cycles), (ii) contain no perfect matchings with
probability 1, and (iii) a.s. have clique number and chro-
matic number (1/2 &+ o(1))N and independence number 2.

Proof. Consider the graphs defined by partitioning all ver-
tices into 2 disjoint sets Vp, V; where each V; induces a
clique, no edges connect V|, to V3, and V; is chosen ran-
domly and uniformly among all subsets of odd cardinality
of the vertex set. Note that for every set of 4 vertices, there
are 16 ways to split its vertices among Vj and V1, and it is
not difficult to check that if V > 5, then each of these 16
possibilities is equally likely. Therefore, any edge appears
w.p. %, and any pair of edges (whether they share a common
vertex or not) appears w.p. %. Still the graph is connected iff
all the vertices belong to the same V; which happens only
w.p. 27N+ (and only if N is odd). Since |V7| is odd, the
graph contains no perfect matching. It is easy to verify that
as. |Vol, [Vi| = (1/2 £ o(1)) N implying the last item. W

5.3. High-connectivity

Theorem 5 (Achieving optimal connectivity) There ex-
ists an absolute constant c, s.t. for all k-wise indepen-
dent graphs {G*(N,p)}nen the connectivity number is
a.s. (1 £ 0(1))pN when either

e k>4 and p> N~3; or

o k>1log(N) and p > cw.

Proof. The connectivity is certainly not larger than (1 +
o(1))pN, as it is upper-bounded by the minimum degree.
By Theorem 2.5 in Thomason’s [42] k > d — «/p holds
for any (p,«)-jumbled graph with minimal degree > d.
Thus, achieving k 2 pN, reduces to obtaining (i) d =
(1 £ 0o(1))pN, and (ii)) @ < pd. Condition (i) a.s. holds
by Lemma 3. By Theorem 1, we a.s. achieve (c34/pN)-
jumbledness for some constant c3, so condition (ii) becomes
p?>N > \/pN. This proves the first part of the theorem. To
prove the second we note, first, that we may assume that
p < 1 (since otherwise 4-wise independence suffices). Let
S be a smallest separating set of vertices, assume that |.S|
is smaller than (1 — o(1))pN, let U be the smallest con-
nected component of G — S and let W be the set of all

vertices but those in U U S. Clearly [W| > (1 — o(1))N.
Note that e(U, W) = 0, but by jumbledness e(U, W) >
p|U||W| — e3y/pN|U||W]|. This implies, using the fact
a2
that || > N/3, that |U| < % Using jumbledness again,
e(U, S) < p|U||S|+¢3+/pN|U||S| but as all degrees are at
least (1 — o(1))pN, e(U, S) = (1 — o(1))pN|S| —e(U) >
(1=o(L)pN[U|=p|U[* —c3vpN|U| > |[U|(1~0(1))pN,
where here we used the fact that [U| < O(1/p) and that
VPN = o(pN). This implies that either p|U||S| >
1|U|pN, implying that |S| > N/2 > pN, as needed, or
c3y/pN|U||S| > |U|pN, implying that |S| > 55 |U|pN
3

which is bigger than pN provided |U| > 9¢c2. However, if
|U| is smaller, then surely |S| > (1 — o(1))pN, since all
degrees are at least (1 — o(1))pN and every vertex in U has
all its neighborsin U U S.

5.4. Thresholds for the Appearance of Sub-
graphs

For a fixed non-empty graph H, let p(H) and pj; be as
in Section 3.5.

Observation 1 (Preserving the threshold for ap-
pearance of sub-graphs) There exists a function
D(v) = (1i0(1))% s.t. for any graph H with
at most v vertices, and for all k-wise independent
graphs {G*(N,p)}nen with k > D(v) the follow-
ing holds. Let A denote the event that H appears in
G*(N,p) (not necessarily as an induced sub-graph). Then

o Ifp(N) < p5;(N) then (~A) a.s. holds.

o Ifp(N) > p5(N) then A a.s. holds.

Proof. The proof (given in Appendix 6.3 in [5]) applies
Rucinski and Vince’s [39] to specify a sufficiently large k
for the original G(N, p) argument to hold. W

Theorem 6 (Defying the threshold for appearance
of sub-graphs) For any (fixed) graph H that sat-
isfies® p(H) < 2, there exists k-wise independent
graphs {GF(N,p)}nen where k = (ﬁ—ﬂ and
p(N) < p3(N) s.t. H a.s. appears in G¥(N,p) as an in-
duced sub-graph.

Proof. Theorem 6 relies on Lemma 5. This lemma consid-
ers the appearance of the sub-graph Hy in G* (N, p) where
{HN}nen is any sequence of graphs (possibly) with un-
bounded order.

6This condition rules out only graphs H that are a collection of disjoint
edges. For such graphs p(H) = 2, so clearly no H-copies can be produced
(evenif k = 1) when p(N) < p3(N) = N2,



Lemma 5 (k-wise independent graphs with unexpected
appearance of sub-graphs) Let { Hy } nen be a sequence
of graphs where Hy has exactly S(N) < /N vertices,
e1(N) edges and eq(N) none-edges. Assume that for each
N there exists ((S(QN)), k(N),p(N))-variables s.t. with
probability A(N) > (S(N)/N)? it holds that the first
eo(N) variables attain value 0 and the next e (N) vari-
ables attain value 1. Then there exist k-wise independent
graphs {G*(N,p)}nen that a.s. contain H y-copies as in-
duced sub-graphs.

Proof (Lemma 5). Fix N,so H = Hy,S = S(N),e; =
e;(N),k = k(N),p = p(N),A = A(N). We construct
graphs G¥ (NN, p) that a.s. contain H copies. Given the N
vertices, let {V;}2, be any maximal collection of edge-
disjoint vertex-sets, each of size |V;| = S. For each j, de-
cide the internal edges of V; by some ((g ), k, p)-variables
s.t. H is induced by V; with probability A. This can be
done by appropriately defining which specific edge in V
is decided by which specific variable. Critically, the con-
structions for distinct sets V; are totally independent. The
R={)-M (‘g ) remaining edges can be decided by any
(R, k, p)-variables. The resulting graph is clearly k-wise in-
dependent.

The main point is that (i) the events of avoiding H -copies
on the various sets V; are totally independent (by the edge-
disjointness of the V;-s), and that (ii) in our k-wise inde-
pendent case A is rather large (compared with the totally
independent case). Thus, avoiding H-copies on any of the
V;-s is unlikely. Indeed, let B denote the event that no H-
copies appear in the resulting graph, while B’ only denotes
the event that none of the Vj-s induces H. By Wilson’s [45]
and Kuzjurin’s [33] we have M = ©(N?/5?), so

Pr(B] < Pr[B] = (1— A)M < ¢ ©(%),

which vanishes by our requirement that A > (S/N)2.
B (Lemma 5)

Completing the proof of Theorem 6. Forv = v(H),p =
p(H),p* = pi, and some 1 < f(N) < N°(V) define p
s.t. p~1 is the minimal power of 2 that is larger than %.
As desired p < p*. Let e; and eq respectively denote the
number of edges and non-edges in H. With M = (;)
and F = 1/p, we apply Lemma 1 to produce (M, k, p)-
variables s.t. with probability > F—F the first e variables
have value 0, and the remaining e; variables have value 1.
By Lemma 5, the latter immediately implies the existence
of k-wise independent graphs that a.s. contain H-copies as
long as F* < (N/v)2. As F = 1/p = Nr+o(D this <«
requirement translates to kp < 2. l (Theorem 6)

5.5. The Chromatic Number

Observation 2 (Preserving the chromatic number lower
bound) For any ¢ > O there exists some d > 0,
s.t. all k-wise independent graphs {G*(N,p)}nen with
(log(N))™¢ < p <1—N—°U and k > d(log(N))c+?

Nlog(1/(1—p))
2log(pN)

a.s. have chromatic number x >
Proof. Let I(G) denote the independence number of (a sin-
gle) N-vertex graph G. Clearly, x(G) > %, so observa-

21og(PN)__ \which

tion 2 follows from the fact that a.s. I < Toa(1/ (1=p))

is precisely observation 3 in [5].

Theorem 7 (Preserving the chromatic number upper
bound) There exists an absolute constant c s.t. the following

holds. All k-wise independent graphs {G* (N, p)} nen with
cN log(1/(1—p))

p < 1/2 a.s. have chromatic number x < Toz(pN) R

whenever either:
1. k>12andp > N~%; or

log(N)
2. k>1og(N)andp > c25-.
Remark. No special effort was made to optimize the con-
stants % and %

Proof (sketch). Since p is bounded from above and

log(1/(1—p)) ama p/ In(2), it suffices to show thata.s. x <
O(log”TN)). Item 1 is based on Alon, Krivelevich and Su-
dakov’s [3]. Specifically, choose § = 1/25, s.t. by item 1 in
Lemma 3 (with € = (log(N))p~'/2N~3/%) and by item 1
in Lemma 4 (with v = (log(N))p~*N—1/6), a.s. all the de-
grees are lower bounded by pN (1 — p~1/2N—3/8+0(1)) >
pN — N'=%9 and all co-degrees are upper bounded by
p?N(1 4+ p tN—V/6+o()y < p2N — N1=%9 By Theorem
1.2 in [3], these conditions (with § < 1/4 and p > N_%)
imply that y < 541’;1]\]7\, < O(log’_’(];]N) ).

Item 2 follows from jumbledness and the main result of
Alon, Krivelevich and Sudakov in [4] (which is based on
Johansson’s [28]), by which any graph with maximum de-
gree d in which every neighborhood of a vertex contains at
most d>—7 edges (for some constant () has chromatic num-

ber x < O(ﬁ). ]
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