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ABSTRACT

Despitethearchitecturakeparatiorbetweerintradomairandinter-
domainroutingin the Internet,intradomainprotocolsdo influence
the path-selectioprocessn the Border Gatavay Protocol(BGP).
Whenchoosingoetweermultiple equally-gpodBGProutes arouter
selectshe onewith the closestegresspoint, basedon the intrado-
main path cost. Under such hot-potatorouting, an intradomain
event cantrigger BGP routing changes.To characterizehe influ-
enceof hot-potatarouting, we conductcontrolledexperimentswith
acommercialrouter Then,we proposeatechnique for associating
BGP routing changeswith eventsvisible in the intradomainpro-
tocol, andapply our algorithmto AT&T’ s backbae network. We
shaw that(i) hot-potatorouting canbe a significantsourceof BGP
updaes, (i) BGP updatescanlag 60 second or morebehindthe
intradomainevent, (iii) the numberof BGP pathchangstriggered
by hot-potatorouting hasa nearlyuniform distribution acrossdes-
tination prefixes,and (iv) the fraction of BGP messagetriggered
by intradomainchangsvariessignificantlyacrosstime androuter
locations. We shav thathot-potatorouting changedeadto longer
delaysin forwardingplaneconvergence shiftsin theflow of traffic
to neighboringdomains extra externally-visibleBGP updatemes-
sagesandinaccuraciesn Internetperformanceneasuremes.

Categoriesand Subject Descriptors

C.2.2[Network Protocolg: RoutingProtocols,C.2.6[Computer-
Communication Networks]: Internetworking

General Terms
Algorithms, Managment,PerformanceMeasuremen
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1. INTRODUCTION

End-to-endinternetperformane depend on the stability and
efficiengy of the undelying routing protocols. A large portion
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Figure 1: Hot-potato routing changefrom egressC' to B

of Internettraffic traversesamultiple Autonomaus SystemqASes),
making performarte depementon the routing behaior in multi-
ple domains.In the large ASesat the core of the Internet,routers
forward paclets basedon information from both the intradomain
and interdomainrouting protocols. Thesenetworks usethe Bor-
der Gatevay Protocol(BGP)[1] to exchargerouteadwertisements
with neighbaing domainsand propagateeachabilityinformation
within the AS. The routersinsidethe AS usean Interior Gatavay
Protocol(IGP) to learnhow to reacheachother In large IP net-
works, the two mostcommonIGPs are OSPF[2] and IS-IS [3],
which computeshortestpathsbasedon configurableink weights.
A router combinesthe BGP and IGP information to construt¢ a
forwardingtablethatmapsdestinatiorprefixesto outgoinglinks.

Thetwo-tieredrouting architectureshoud isolatethe global In-
ternetfrom routing changes within anindividual AS. However, in
practice theinteractionbetweerintradomairandinterdomairrout-
ing is morecomgicatedthanthis. The examplein Figurel shavs
anAS with two externalBGP (eBGP)sessionsvith a neighboring
AS that adwertisesroutesto a destinationprefix. The two routers
B and C propagatetheir eBGP-learnedoutesvia internal BGP
(iBGP) sessionsvith router A. This leaves A with the dilemmaof
choosimg betweentwo BGP routesthatlook “equally good’ (e.g.,
with thesamenumberof AS hops). Underthe commonpracticeof
hot-potatorouting, A directstraffic to the closeskegresspoint—the
routerwith the smallestintradomainpathcost(i.e.,routerC). This
tendsto limit the bandwidthresourcexonsumedy the traffic by
moving pacletsto a next-hop AS atthe nearesbpporturity. How-
ever, supposahelGP costto C changedrom 9 to 11, in response
to alink failure alongthe original pathor anintentionalchangen
alink weightfor traffic engineering or plannedmaintenance. Al-
thoughthe BGP route through C' is still available, the IGP cost
change would causeA to selectthe routethroughegresspoint B.
We referto this asa hot-pdato routing chance.

Hot-potatorouting changes can have a significantperformance
impact: (i) transientpaclet delay and loss while the routersre-
computetheir forwardingtables (ii) shiftsin traffic thatmaycause



congestionon the new pathsthroughthe network, and (iiy BGP
routing changesvisible to neighbaing domairs. The frequeny

andimportanceof theseeffectsdeper on a variety of factors. A

tier-1 ISP network conrectsto mary neighboringdomairsin mary

geogaphiclocations.In practice,an ISP typically learns‘equally

good’ BGP routesat eachpeeringpoint with a neighloring AS,

whichincreaseshelik elihoodthatroutingdecisionsgdependn the
IGP costto the egresspoints. In addition, the routershave BGP
routesfor morethan100,000prefixes,andasinglelGP costchang
may causemary of theseroutesto changeatthesametime. If these
prefixesreceve alarge volumeof traffic, theinfluenceon the flow

of traffic within the AS and on its downstreamneighbas canbe
quitesignificant.In this paperwe quantifytheseeffectsby analyz-
ing the IGP-triggeredBGP upddesin AT&T’ s backhonenetwork

(AS 7018.

On the surface,we shouldbe able to study hot-potatorouting
changes in an analytical or simulation model basedon the pro-
tocol specifications.However, the interactionbetweenthe proto-
cols depems on detailsnot capturedin the IETF standardsiocu-
ments asdiscussedn moredetailin Section2. Vendorimplemen-
tation decisionshave a significantimpact on the timing of mes-
sageswithin eachprotocol. The designof the network, suchasthe
numker andlocationof BGP sessionsmay alsoplay animportant
role. In addition, the behaior of the routing protocolsdepend
on the kinds of low-level events—Ahilures,traffic engineeringand
plannal maintenane—thattriggerlGP pathchangs, andtheprop-
ertiesof theseeventsarenot well-understod. In light of theseis-
suespurstudytakesanempiricalapproachof controlled,bladk box
experimerns attherouterlevel coupledwith ajoint analysisof IGP
andBGP measuremess collectedfrom alarge ISP network.

Although previous studieshave characterizedGP link-statead-
vertisementg4, 5, 6, 7] or BGP updatemessage§?, 8, 9, 10] in
isolation,we believe this is thefirst paperto presenta joint analy-
sisof the IGP andBGP data. Thework in [9] evaluaeshow BGP
routingchangesffecttheflow of traffic insideanISPbacklonebut
doesnot differentiatebetweenrouting changesausedy internal
andexternalevents. The maincontributionsof this paperare:

e Evaluating hot-potato changesat the router level: We de-
scribehow to evaluate hot-potatorouting changs on a single
router We performexperimentswith a Ciscorouterto illustrate
thetiming of theprotocolmessagem acontrolledenvironment.

e Identifying hot-potato BGP routing changes: Our algorithm
for correlatingthe IGP and BGP data(i) generates sequene
of pathcostchargesthatmay affect BGP routing decisions (i)
classifiesBGProutingchangesin termsof possiblelGP causes,
and (iii) matchesBGP routing changeswith relatedpath cost
changsthatoccurclosein time.

e Evaluation in an operational network: We apply our algo-
rithm to routing datacollectedfrom a large ISP network, and
identify suitablevaluesfor the parametersf the algorithm. Our
study demorstratesthat hot-potatorouting is sometimesa sig-
nificantsourceof BGPupdatemessageandcancauseelatively
largedelaysin forwarding-ganecorvergerce.

e Exploring the performanceimplications: We discusshow hot-
potatoroutingchangesanleadto (i) paclet lossdueto forward-
ing loops, (ii) significantshiftsin routesandthe correspading
traffic, and(iii) inaccuraciesn measurerantsof theroutingsys-
tem. We describehow certainoperatioral practicescanprevent
unnecssaryhot-potatoroutingchanges.

Thesecontrihutions are presentedn Sections3-6, followed by a
summaryof our resultsin Section?.
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Table 1: Stepsin the BGP decisionprocess

2. MODELING HOT-POTATO ROUTING

In this section,we presenta precisedefinition of a “hot potato
routingchang” andexplain why identifying theseroutingchangs
in anoperation&network is surprisinglydifficult.

2.1 Hot-Potato BGP Routing Changes

The BGP decisionprocesq1] on a router selectsa single best
route for eachdestinationprefix by comparingattribute valuesas
shavn in Table1. Two of the stepsdependon the IGP informa-
tion. First, arouteis excludedif the BGP next-hop addresss not
reachableFor example,in Figurel, therouter A doesnotconsicer
the BGP routefrom C if A’s forwarding table doesnot have an
entry that matchesC’s IP address Then, after the next five steps
in thedecisionprocesstheroutercompares$GP pathcostsassoci-
atedwith theBGPnext-hop addresseandselectgheroutewith the
smallesttost—theclosestegresspoint. If multiple routeshave the
samelGP pathcost,therouterappliesadditionalstepsto breakthe
tie. Whenthe BGP decisionprocesscomesdown to the IGP path
cost,we referto the BGP decisionashot potatorouting. Whena
change in anIGP pathcostleadsa routerto selecta differentbest
BGProute,we referto this asa hot potatorouting changg.

To guideour characterizatiomf hot-potatorouting, we propose
a simplemodelthat captureshe pathselectionprocessat a single
router(which we denoteasa vantage point):

e Costvector (per vantage point): The vantag point hasa cost
vectorthatrepresentshe costof the shortesiGP pathto every
routerin the AS. The costvectoris a conciserepresentatiomf
theaspect®f the IGP thatcanaffect BGProuting decisions.

e Egressset (per prefix): The network hasa setof routersthat
have eBGP-learnedoutesthat arethe “best” through step4 in
the BGP decisionprocess. Theseroutescan be propagatedo
otherroutersin the AS via iBGP.

For eachprefix, the vantag point selectsthe egresspoint (from

the egressset) with the smallestpath cost (from the costvector).
A hot-potatorouting chang occurswhena vantagepoint selectsa
differentegresspoint becase of a changein the path costvector
(i.e.,thatmakes the new egresspoint closerthanthe old one). For
example,initially routerA in Figurel hasanegresssetof { B, C'},

pathcostsof 10 and9, anda bestegresspoint of C'; then,whenthe
pathcostto C changedo 11, A selectsgresspoint B. Ourgoalin

this paperis to determinewhatfractionof the BGProutingchanges
are hot-potatorouting changesin an opemtiona network

2.2 Characterizing Hot-Potato Routing

Onthesurface,measuringhe hot-potatorouting changsseems
relatively simple: collectBGP andIGP measuremes from anop-
erationakouteranddeterminevhichBGPmessageweretriggered
by IGProutingchanges. However, severalfactorsconspre to make
the problemextremelychallenging

Incomplete measurement data: In a large operation& network,



Figure2: Router A changeshestroutewithout path costchange

fully instrumentingall of the routersis not possible;instead,we
mustwork with datafrom a limited numberof vantagepoints. In
addition,commerciaroutersoffer limited opportunitiesor collect-
ing detailedroutingdata—wecanonly collectmeasuremetsof the
routingprotocolmessagethattheroutersexchang amongsthem-
seles. IGP measuremats are difficult to collect sincethey often
requireaphysicalconnectiorto arouterlocatedin asecuréacility.
Fortunatelyin link-stateprotocds like OSPFandIS-IS, therouters
flood thelink-stateadwertisement§L SAs) throughaut the network,
allowing usto usedatacollectedat onelocationto reconstructhe
path costchangesseenat otherroutersin the network. However,
this reconstructionis not perfectbecausef delaysin propagting
the LSA from the point of alink failure or weightchange to other
routersin the network. CollectingBGP datafrom multiple routers
is easierbecausBGP sessionsun over TCP connetionsthatdo
notrequireaphysicaladjaceng. However, BGPmessageom the
operatioral routermusttraversethe network to reachthe collection
machinewhich introducedateng; thesedelaysmayincreasepre-
cisely whenthe IGP routesare changing. In addition, sinceBGP
is a path-\ectorprotocd, the routersendsonly its bestrouteto its
BGP neightors, making it difficult to know the completeset of
routing choicesthatareavailableatary giventime.

Complex routing protocol dynamics: IGP routing changesstem
fromtopologychangegi.e.,equipmengoingup or down) andcon-
figurationchanges(i.e., adjustmentso thelink weights).Monitor-
ing the IGP messageshaws only the effectsof theseeverts. In
practice,multiple LSAs may occurclosetogetherin time (e.g.,the
failure of asinglerouteror anopticalamplifiercould causeseveral
IP links to fail). If oneLSA follows closeon the heelsof anothey
the routing systemdoesnot have time to corvermge after the first
LSA beforethe next one occurs. Similarly, a prefix may experi-
encemultiple BGP routing changesn a shortperiodof time (e.g.,
a neighbaing AS may sendmultiple updatesaspart of exploring
alternatepaths).Similarly, a hot-potatorouting charge might trig-
ger multiple iBGP routing changes asthe network corverges. In
addition, the global routing systemgenerates constantchurn of
BGP updatesdueto failures, policy changs, and (perhaps)yer
sistentoscillations. Continuotsly receving several updaesa sec-
ond is not uncomman. This makesit difficult to identify which
BGP routing changes are causedby hot-potatorouting inside the
AS. The Multiple Exit Discriminator(MED) attribute introduces
additionalcompleity becasethe BGPdecisionprocessompares
MED valuesonly acrosgoutedearnedrom thesamenext-hopAS,
resultingin scenariosvherea routers local ranking of two routes
may dependon the presencer abseie of athird route[11].

Hierar chy of iBGP sessionsnside the AS: Large networks often
employ routereflectos to reducethe overhead of distributing BGP
information throughaut the AS [12]. However, route reflectors
malke the dynamics of network-wide routing changesextremely
complicated In theexamplein Figure2, router D is aroutereflec-

System Under Test (SUT)

Experiment
controller

LAN 1 LAN 2

BGP ann(pi, L)  BGP ann(pi, Ri OSPF LSAs OSPF LSAs| BGP Updates
BGP Generator g OSPF Generaloﬂ

! generate OSPF change
! OSPF BGP
BGP Generator Monitor | Monitor

observe hot-potato effects

Figure 3: Experimental testbedfor router-level testing

tor with clients A, B, andC'. Both A andD have shortellGP paths
to C' than B. Whenthe C-D link fails, router D shiftsits routes
from egressC' to egressB. However, sinceA is aclientof D, it too
would changeits routesto useegressB eventhoughits own cost
vectorhasnotchangd! DeterminingwhichBGProutesfrom A are
causedby IGP changsrequiresknowing the route-reflectorcon-
figurationof the network andwhich BGProuting change from D
were causedy the IGP. Someundercounting of hot-potatorout-
ing changesis inevitable,thoughfocusingthe analysison the“top-
level” routereflectorsin the network helpslimit theseeffects.

Vendor implementation details: Although the routing protocols
have beenstandardizedy the[ETF, mary low-level detailsdepend
onimplementatiordecisionsandconfigurationchoices.For exam-
ple,thefinal tie-breaksn theBGPdecisionprocesssary from ven-
dor to venda. Thevendorimplementationdave numerougimers
that controlwhenthe routerrecompuesthe IGP paths,rerunsthe
BGP decisionprocessand sendsupdatemessage$o BGP neigh-
bors. The router operatingsystemmay have complex techniqus
for schedulingand preemptingtaskswhen multiple eventsoccur
closetogetherin time. Theserouterlevel detailscan have a first-
orderimpacton the network-wide dynamicsof hot-potatorouting.

Togethertheseissuessuggest that computingan exact measure
of hot-potatorouting changess extremely difficult, and that we
shouldseekapproximatenumbersasedon reasonabldeuristics.

3. CONTROLLED EXPERIMENTS

In this section,we evaluatethe dynamicsof hot-potatochangs
onarouterin acontrolledervironmentto setthe stagefor our study
of routersin anISPnetwork. After adescriptionof our testbedwe
presenamethodolog for characterizinghetime-averagebehavior
of therouters responseo pathcostcharges. We thenpresenthe
resultsof applyingthis methodolog to a CiscoGSRrouter

3.1 Router Testbed

The testbedin Figure 3 enablesus to perform black box ex-
perimentson a single router—the SystemUnder Test (SUT)—in
a controlledfashion. The OSPFgeneator forms an OSPFadja-
ceng with the SUT andsendsLSAs to emulatea synthetictopol-
ogy andto triggerhot-potataroutingchangsby modifying thelink
weights.Thetwo BGP genertors areusedto sendBGPupdateso
the SUT. By sendirg BGP messagewith differentnext-hop IP ad-
dressesthe generatorganemulatea pair of egresspoints(Z; and
R;) for eachprefix (p;). The OSPFmonitor [13] formsan OSPF
adjaceng with the SUT to log thereceiptof LSAs. TheBGPmon-
itor hasan iBGP sessionwith the SUT to obsene BGP routing
changes. The monitorsare software routersthat log the protocol
messagesentby the SUT. The useof a separatdl AN segment
isolatestheseprotocd messagefrom thosesentby the OSPFand
BGPgeneratorsandallows thetwo OSPFadjacemiesto co-exist.
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The experimentcontmwoller initializes the other machineswith
the appropiate configuration(e.g., OSPFadjaceies, OSPFlink
weights,andiBGP sessions)The controllermodifiesthe configu-
ration over time to trigger hot-potatorouting changeson the SUT.
In practice,we run the OSPFmonitor, BGP monitor, and OSPF
generato as three processe®n the samemachine. This ensures
that the logging of intradomaintopology charges,LSA flooding,
andBGProutingchangesll shareacommontime base Although
the timestampon the OSPFmonitor hasmicrosecod resolution,
the BGP monitorlogsupdatemessageatthe one-secad level.

3.2 Experiment Methodology

Our experimert is designedo forcethe SUT to choosebetween
two BGP-learnedoutesfor thesameprefixbasednthe OSPFpath
costto the egresspoint. As shawvn in Figure4, the syntheticnet-
work hastwo egressroutersa“left” router L; anda“right” router
R;, adwertisinga BGP routefor eachprefix p;. The syntheticnet-
work hasa separateair of egressroutersfor eachprefix to allow
multiple experimensto proceedndependently Thetwo BGPgen-
eratorssendiBGP updatemessagesnnourting two BGP routes
that differ only in the next-hop attribute—setto the IP addresof
the corresporing egressrouter The OSPFgeneratoractsasthe
router G andsendsLSAs to corvince the SUT thatthe restof the
topology exists. Thelinks from G to theleft andright routershave
differentOSPFlink weights—0 and 20, respectrely—to control
how the SUT selectsan egresspoint'. After the BGP sessionsnd
OSPFadjaceniesareestablishedthe SUT recevesthe necessey
BGP adwertisementsaind OSPFLSAs to construt the view of the
network seenin Figure4. At the beginning, the SUT selectsthe
routelearnedfrom L; for eachprefix p;, sincethe pathcostof 12
to L; is smallerthanthe pathof cost22 to R;.

After establishingthe adjacenciesand sendingthe initial rout-
ing messageswe wait for 100 secona beforeinitiating routing
changes,to ensurethatthe SUT hasreachedh steadystate.In the-
ory, our testcould focuson a single destinationprefix, triggering
repeatechot-potatorouting changesover time. However, this ap-
proachis problematicfor several reasonsFirst, we would have to
ensurethat the effectsof eachOSPFrouting changeare complete
beforetriggering the next routing change This would requirea

Yncreasingthe numberof prefixes and egressrouterswould cre-
ate a problemfor router G becauseof the way OSPFgenerates
LSAs. Wheneer alink weightchangesthe adjacentoutersends
an LSA with weightsof all its links, and this LSA mustfit in a
single paclet whosesize is constrainedby the Maximum Trans-
missionUnit (MTU). Conneting a large numbe of egressrouters
directly to G would resultin extremelylarge LSAs thatwould not
fit into asinglepaclet. By having oneor morelayersof intermedi-
aterouters,we keepthefan-outat G (andall otherrouters)within
thelimits imposedby the 1500-byte EthernetMTU.
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tight couding betweerthe OSPFgeneratoandthe two routemon-
itors, or long delaysbetweensuccessie experiments.Secondwe
would have difficulty condicting truly indeperently experiments.
For example, startingone experimentafter the completionof the
previous one would not necessarilyjuncover the time-averagebe-
havior of the system. In fact, suchan approachmight repeatedly
obsere the systemin a particularmodeof operation(e.g.,a partic-
ular partof thetimerintervals).
Insteadpurtestproceed®neprefixatatime. Theweightonthe
link to L; is increasedrom 10 to 30, fori = 1,2,...,n. Using
multiple prefixesobviatesthe needto estimatean uppe bourd on
thetime for ary oneexperimert to completebeforestartingthenext
experiment. Instead,we allow for the possibility that the experi-
mentfor prefix p; hasnotcompletedeforetheexperimert for pre-
fix pi+1 begins. Using multiple prefixesalsoallows usto evaluate
scenariosvheremultiple OSPFweightchangegaffectingdifferent
prefixes)occurclosetogetherin time. To obsere thetime-average
behaior of thesystem[14], we imposeaninterarrival time chosen
from anexporentialdistribution from oneprefix to the next. In ad-
dition to thetestwherethelink weightschangefrom 10 to 30, we
alsocondud a testwherethe link weightsdecreasdérom 30 back
to 10. Throughou, the OSPFandBGP monitorslog the LSAsand
BGP updatessentby the SUT. Sinceeachprefix p; hasits own
egressroutersL; and R;, matchingan OSPFLSA with therelated
BGPupdatemessageés trivial in this controlledervironmert.

3.3 Results

Our testsevaluatea CiscoGSR12012running10S 12.0(2)S4
as the SUT. The GSR hasa 200 MHz GRP (R5000) CPU and
128 MB of RAM. Although this routerhasmary tunableconfigu-
rationoptions including OSPFandBGPtimers,we do notchange
the valuesof ary tunableparameterandinsteadfocuson the de-
fault configurationof the router Thetime betweenthe LSA sent
by the OSPFgeneratoandthe LSA recevedby the OSPFmonitor
is lessthan30 msec.

Figure5 shavs the cumulatve distribution of the time between
the OSPH_SA andtheBGPupdae messageThe curve markedby
“100 prefixes” shavs the resultsfor n = 100 prefixesandamean
interarrival time of 20 seconls betweensuccessie OSPFweight
changes acrossthe prefixes. Eachrun of the testresultsin 200
experiments—aweight increaseand decreasdor eachof the 100
prefixes—thatrequireabout2.2 hoursto complete;the curve rep-
resentgesultsfor atotal of five runs. Thecurwve is almostperfectly
linearin the rangeof 5 to 65 secondsdueto the influenceof two
timers. First, the routerimposesa 5-seconddelay after receving



anLSA beforeperformingthe shortest-patitompuation, to avoid

multiple compuationswhenseveral LSAs arrive in a shortperiod
of time [15]. A secondLSA thatarrivesduring this interval does
not incur the entire five-secod delay as evidenced by the small
fraction of LSAs that experiencedessthanfive second of delay
Secondtherouterhasa 60-secom scantimerthatrunsperiodically
to sequene throughthe BGP routing tableandrun the BGP deci-
sionprocesdor eachprefix [16]. The BGP changedoesnot occur
until the scanprocessruns and revisits the BGP routing decision
for this prefix. As such thedelayin theBGProutingchange is uni-

formin [5, 65], asevidencedby the straightline in thegraph The
Poissorarrival processwe useto triggerthe OSPFweightchangs
allows ourtestto explorethefull rangeof theuniform distribution.
A routeralsoimposesa 10-semnd interval betweentwo consec-
tive shortest-patlealculationswhich explainsdelaysin the[65, 70]

range.

The secoml curve (“90,000 prefixes”) in Figure5 shaws there-
sultsfor 90, 000 prefixes. Unlike the“100 prefixes” case we asso-
ciate multiple prefixeswith every egressrouterpair. Specifically
we use 100 egressrouter pairs, and associate900 prefixes with
eachpair. Upon aweightchange for a given egresspair, the SUT
changesthe next-hop for all the associate®00 prefixes,andsends
outupdatedor them.The curve plotstheresultsof runningthetest
five timeswith a meaninterarrival time of 20 seconds Although
the“90,000prefixes” curve looksvery similarto the“100 prefixes”
curve, themaximumx-axisvaluefor two curvesis different—71.34
second and 69.78 secondgespectiely. This occursbecausehe
scanprocessis schediled after the previous scanhascompleted.
Thismalestheinterarrival time of thescanprocesslepermlentupon
thetime it takesto runthescanprocesonthe GSR.

Determiningwhich of the mary BGP prefixesmight be affected
by an OSPFpath costchangeis challengirg, which explainswhy
router vendorsmight choosea timer-driven solution. In practice,
mary of thetimerson the routersare configuable,makingit pos-
sible to selectsmallervaluesthat decreasehe delay in reacting
to hot-potatorouting changesat the experse of higher CPU load.
Also, ourexperimentgdo notcapturethedelayfor updatingthefor-
wardingtablewith the new bestroutes;this delay may vary from
onerouterto another In generalthebestchoiceof arouterproduct
andtimer settingsdepenms on a variety of complex factorsthatare
beyond the scopeof this paper Still, understanihg therouterlevel
timing detailsis extremelyvaluablein studyingthe network-level
dynamicsof hot-potatorouting,aswe seein the next two sections.

4. MEASUREMENT METHODOLOG Y

In this section,we presenour methodolog for measuringhot-
potatochangesexperiencel by operationarouters.Figure6 presents
thestepso correlateBGPupdatesrom avantagegpointwith OSPF
LSAs. (Eachdottedbox representstepsdescribedn a particular
subsetion.) Section4.1 presentghe measurerantinfrastructure
usedto collectBGP updatesandOSPFLSAs. We describehow to
compue the pathcostvectorfrom the OSPFLSAs in Section4.2.
Section4.3 explainsthe classificationof BGP routing changsin
termsof the possiblecausesThis setsthe stagefor the discussion
in Section4.4 abou how to associateBGP routing changes with
relatedpathcostchangeghatoccurclosein time.

4.1 Measurement Infrastructu re

We have deployed route monitorsrunningthe samesoftware as
the monitorsdescribedn Section3.1in AT&T’s tier-1 backbore
network (AS 7018). Figure 7 depictsour measuremerninfrastruc-
ture. The OSPFmonitoris locatedat a Pointof PresencéPoP)and
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hasa direct physicalconnectionto a routerin the networlé. The
monitortimestampsandarchivesall LSAs. The BGP monitor has
iBGP sessiongrunningover TCP)to severaltop-level routereflec-
tors. Using aniBGP sessiorallows the monitor to seechangesn
the “egresspoint” of BGP routes. The BGP monitor alsodumps
a snapshoof its routesfour timesa day to provide aninitial view
of the bestroutefor eachprefix for eachvantagepoint. The OSPF
and BGP monitorsrun on two distinct seners andtimestampthe
routing messagewith their own local clocks;to minimize timing
discrepanies,bothmonitorsareNTP synchrorized.
Ouranalysisfocuseson 176 daysof datacollectedfrom January
2003to July 2003. Becausaletailsof network topology peering
connetivity, andtheabsolutenumber of routingmessaggarepro-
prietary we omitrouterlocationsandnormalizemostof ournumer
ical results.We studydatacollectedfrom threevantagepoints—all
Ciscoroutersthat are top-level routereflectorsin different PoPs.
To explorethe effectsof routerlocationandconnectvity, we select
threevantagepointsin PoPswith differentpropeties. Rich peer
ing is arouterin a PoPthat connectgto a large numberof peers,
including mostmajor ISPs. Somepeeringis arouterin a PoPthat
connests to somebut not all major peers. No peeringis a router
in a PoPwith no peeringconnectios. Most traffic is directedto

2An OSPFnetwork canconsistof multiple areaswherearea0 is
the “backbone area’thathasa completeview of the pathcoststo
reacheachrouter We connectour monitorto arouterin area0.
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egresspointsin two nearbyPoPs.ThethreePoPsarelocatedin the
easterrpartof the United Statesyelatively closeto thelocationof
thetwo routemonitors.

Resetof themonitoringsessiomwould affecttheaccurag of our
results,especiallyif IGP routingchangesarecorrelatedwith iBGP
sessiomesets Eachof theBGP monitoringsessiongxperienedat
mostfive resetgper month,perhapdueto temporarydisruptionof
the monitor's connectionto the restof the network. Theseresults
suggetthatIGP eventswerenot a significantcontributor to iBGP
sessionresetsin the network. In fact, the defaut keep-alve and
hold timers for BGP sessiong60 and 180 secondsrespectiely)
male it unlikely thattransiendisruptionsduring IGP corvergene
would affect iBGP reachability Before conductingour analysis,
we eliminateall destinationprefixeswherethe BGP routing deci-
sionsdependon MEDSs; to be conserative, we excludeary prefix
thathadany BGPupdatewith anon-zeroMED attributeduringthe
period of the datacollection,which represehapproximately1 3%
of thetotal numberof prefixes.

4.2 Computing CostVector Changes

OSPFis a link-staterouting protocd whereeachunidirectional
link is assignec&anadministratve weightthatis floodedthroughaut
the network in areliablefashion[2]. Our algorithmprocesseshe
LSAs asthey arrive to continuotsly track the OSPFtopologyand
compue the costvector changsfrom eachvantagepoint. First,
our algorithmdisreggardsany LSAs thatdo not reflecta changein
the OSPFtopology;this processxcludesOSPFs periodicrefresh
LSAs aswell asary duplicateLSAs sentin the reliableflooding
process.For the remainingLSAs, we emulatethe OSPFshortest-
pathcompuation[2] to determinethe pathcostfrom eachvantag
pointto every otherrouteratthe boundary of the network (i.e.,any
routerthatcould sene asanegresspointfor oneor moreprefixes).

SomeOSPFopologychangsdo not trigger pathcostcharges.
For example,somelinks with high OSPFRweightsdo notappeaon
ary shortestpath (e.g.,links undermaintenane or provisioning);
anincreasdn theweightor thefailure of thelink would not affect
ary of the shortestpaths. Also, somelinks always appearas part
of multiple shortespathsalongwith otherlinks (e.g.,parallellinks
betweentwo routers). OtherLSAs may change the path costsfor
onevantag point but notanother When&er an LSA changsone
or more path costsfor a given vantagepoint, our algorithm pro-
ducesa new costvectorfor thatvantagepoint. If the vantagepoint
cannd reachanotherrouter (e.g.,dueto afailure or network par
tition), we representhe pathcostasoo. Our studyfocuseson the
commoncaseof costchangedrom onefinite valueto anothe.

Number of BGP Updates
Number of OSPF Changes

0 10 20 30 40 50 60
minutes

Figure9: Time seriesof BGP updatesand costchanges

In practice,multiple LSAs may occur close togetherin time.
Even if theseLSAs stem from different events (e.g., two inde-
pendat failures),the delaysin propagatingthe LSAs andin con-
verging to new routesmalke it impossibleto analyzetheseLSAs
separately Instead,we group path-costchangeghat occurwithin
a smalltime window into a single costvector change. We select
theintenal durationbasedn analysisof our OSPFmeasurerants,
shavn by the“path costchangs” curvein Figure8. To generatéhe
curwe, we considerthe interarrival timesof the pathcostchangs
betweereachvantagepoint andall possibleegressroutersandplot
the resultingcumulatve distribution. About 5% of the path cost
changesoccurwithin tensecoms of eachother Thesemay corre-
spondto LSAs causedy asinglephysicalevent,suchasrebooting
arouter Otherwisethecureincreasegradudly overtherangeof
values. Half of the path costchangesave an interarrival time of
morethan3400secondsand10% aremorethan252,000second
(almosta month). In the next Section,we apply a time interval of
10 secomisfor grougng pathcostchangs; additionalexperiments
shaved that the resultswere not sensitve to small changesn the
sizeof theintenval.

4.3 Classifying BGP Routing Changes

TheglobalBGProutingsystemgeneratea continuots streamof
updatemessagessshavn by theexamplein Figure9. Thisgraph
plotsthenumberof BGPupdategleft y-axis)andpathcostchangs
(right y-axis) seenby the“rich peering”routerover onehour, with
one-minutebins. In thisexample theroutersometimesnakesser-
eral hundredBGP routing changesn a minute. In contrast,very
few intenals have morethana handfd of pathcostchangs, and
thesechangesdo not necessdly causethe routerto switch from
oneegresspointto anotherfor ary prefix. Thelargevolumeof BGP
updatesstems,in part, from the exploration of multiple alternate
routeswhen a router switchesfrom one bestpathto another[17,
8]. Theseshort-lved BGP routesdo not correspod to stablepath
changesbut ratherthe transitionfrom one stablerouteto another
The detailsof pathexplorationdependon timing detailsat routers
throughout the Internet. Instead,in our study we areinterestedn
how IGP costchangscausearouterinsidethe AS to switchfrom
onestablerouteto anothemith a differentegresspoint.

To focuson changsfrom onestablerouteto anotherwe group
BGPupdaesatthesamerouterfor thesameprefix thatoccurclose
togetherin time,basednthe“BGP updates’curve in Figure8. To
generatehe curve, we considerthe interarrival timesof the BGP
updatedrom eachvantage pointfor eachprefix andplot theresult-
ing cumulative distribution. More than 30% of the BGP updaes
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have aninterarrival time of five second or less. This stemsfrom

the 5-secondminimum-routeadwertisementtimer usedby Cisco
routersto pacethe updatemessage on iBGP sessions.Previous
studieshave shavn that interarrival times of arourd 30 second
arequitecommonfor externalroutingchangessinceCiscorouters
usea 30-secand minimum-routeadwertisementimerfor eBGPses-
sions[17]. In Figure 8 abouttwo-thirdsof the BGP updaeshave

a spacingof lessthan70 secondslIn the next Section,we apply a
timeinterval of 70 seconddor groupingBGPmessaget combine
mary of the transientupddes occurring during path exploration.
Additional experimentsshaved that the resultswere not sensitve

to smallchangesn thesizeof the groupinginterval.

Many BGProutingchangeshave no relationshipto the costvec-
tor changesdn the interior of the network. Drawing on the BGP
decisionprocesspur algorithmclassifiesBGP routing changesn
termsof their possiblecausesStartingwith aninitial BGProuting
table, we considera streamof changesn the bestroute for each
prefix. Figure10 illustrateshow we classifya BGProutingchang
from router to route s for a prefix at a particularvantagepoint.
Hot-potatorouting changeausearouterto switchfrom oneBGP
routeto another As such,changingfrom or to anull routedoesnot
represena hot-potataroutingchange However, hot-potatorouting
changescancauses to replacer. In thiscasefurtheranalysishelps
narrav down the possiblecauseslf r and s have the sameegress
point,achange in the costvectorcannotberesponsible.

Having differentegresspointsr.egress ands.egress doesnot
necessaly imply that hot-potatorouting is resporsible. The new
route s might be “better” thanthe old oneat someearlierstagein
the decisionprocessfor example,s might have a shorterAS path
or alargerlocal-preferene. Alternatively, the router might have
beenwithdravn; becauseour monitor seesonly the bestroute at
eachvantag point, we canonly infer thatr waswithdrawvn if s is
“worse”thanr. Hence,if » ands arenot “equally good” through
steps0-5 of the BGP decisionprocesswe candismisshot-potato
routing as a possiblecause. If the routesare equally good, hot-
potatoroutingmightberesponsibléf therelative “closeness” of the
two egresspoints haschanged—makingthe egresspoint s closer
thanegresspointr.

4.4 Matching Cost Changeswith BGP

To furtherrefineourinferencehatan|GP routingchang caused
the vantag point to selects, we inspectthe streamof costvec-
tors for this vantagepoint to seeif s.egress becamecloserthan
r.egress within somesmalltime interval. We verifiedthe correct-
nessof this algorithmusingthe testbedpresentedn Section3. In

this scenario,all BGP routesare stableandthe only change are
relatedto pathcostchangs; our algorithmcorrectlyidentifiedthe
OSPH_SA thatcausedachBGPupdate However, BGProutesare
not stablein the operationahetwork. Hence,our algorithmmight
mistalenly matcha BGP routing changewith an unrelated cost
vectorchang. The BGProutingchangemight have beentriggered
by anexternalevent,suchasapolicy chang or afailurein another
AS, that causedr to be withdravn or replacedby a less attrac-
tive route. Yet, aseemingly-relatedostvectorcharge could occur
nearbyin time thatis consistenwith the vantagepoint's decision
to switchto routes. In this situation,our algorithmwould mistak-
enly associateéhe replacemendf r by s with the costchange (In
practice,the IGP event might have causeda similar BGP routing
change aryway if the externaleventhadnothappenedfirst!)

Although thesekinds of mismatchesaredifficult to avoid com-
pletely, threeaspect®f ouralgorithmreducethelik elihoodof false
matches{i) preprocasingthe costvectorchangsandBGPupdate
messageasdiscussedn Section4.2 and4.3, (ii) thefine-grained
classificationin Figure 10 which eliminatesmary of the external
BGProutingchange,and(iii) thecarefulselectiorof thetimewin-
dow for correlatingthe two datasetsTo find the appropriateime
window, we first considercost vector changesthat occur within
ten minutesbheforeor afterthe BGProutingchange. Although our
algorithm did find occasioal matchesover the entire 20-minute
interval, the vastmajority of hot-potatoBGP routing chargesoc-
curredwithin three minutesof the costvectorchang, for reasons
we explorein moredetailin the next section.In experimenswhere
we did not preprocesthe OSPFandBGP data,we tendedto seea
largernumberof (presumablyalse)matchesn thelargetimeinter
vals, suggesting that our prepraessings helpful for reducingthe
likelihoodof falsematches.

Ouralgorithmfindssomematchesvherethe BGProutingchang
appearso happen 1-2 second befoe the costvectorchange. Al-
thoughthis seemscounterintuitive, this canoccurin practicefor
two reasons.First, the OSPFLSA may take longerto reachour
OSPFmonitor thanfor the relatedBGP updateto reachthe BGP
monitor The reliable flooding of OSPFLSAs is typically imple-
mentedin software on the router which may subjectthesemes-
sagedo higherdelays.In contrastBGP updatemessaggaresent
via a TCP connetion betweentwo routers;the IP paclets carry-
ing thesemessagetraversethe hardwareforwarding paththrough
therouters.Secondthe BGP monitorhasa coarsettimestampes-
olution thanthe OSPFmonitor. To accouwnt for thesetwo issues,
we allow a small nggativetime differencebetweenthe costvector
chang andthe BGP change Thereforewe believe atime window
of (—2,180) is areasonablevay to avoid falsematcheswhile still
capturingthe bulk of the real hot-potatorouting changs. We use
thiswindow for theanalysisin therestof the paper

5. HOT POTATOESIN THE WILD

This sectionpresents casestudyof hot-potatorouting changs
in an operationahetwork. Our goalis to identify andunderstand
the main propertiesof hot-potatorouting changes, ratherthanto
highlight specificnumericalvaluesthat might vary from one net-
work to another Although mosthot-paato routing changsoccur
within 60 secomls, extra delaysof 1-2 minutessometimesarise
dueto theiBGP hierarchyandthetransferof updatemessagesThe
frequeng of hot-potatorouting changesariessignificantlyacross
time androuterlocation. Interestingly the hot-potatoBGP updaes
have amuchmoreeven spreadacrosshe destinatiorprefixesthan
theremainingupdatemessages.
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5.1 BGP ReactionTime to CostChanges

Figure 11 presentghe cumulatie distribution of the delay be-
tweena costvectorchang and a correlatedBGP routing chang
for the “no peering”routerfrom January2003to July 2003. The
graphshaws a significantgap betweenthe resultsfor the lab ex-
perimentsandthe curve for all hot-potatochangesentby the “no
peering”router Uponreceving anew LSA, theroutermust(i) re-
runthelGP shortest-patitomputation(ii) applythe BGPdecision
procesgo selecthebestroutefor eachprefix,and(iii) sendupdate
messageto BGP neightorsfor the routesthathave charged. The
first two stepsrepresenthe time requiredto reactto a costvector
chang, andthethird stepdepens on the numbe of BGP routing
changes. Our lab experimentsn Section3 evaluatedonly the first
two stepsin a controlledenvironment. In orderto have a fair com-
parison,we measurehe delaybetweenrnthe costvectorcharge and
thefirst prefix experiencinga hot-potatorouting change.

The graph shawvs that most hot-potatorouting changesoccur
within 80 secoms of the cost vector change which is closerto
the 70 second upperlimit of our controlledexperiments.The ex-
tra 10 second are explainedby the rate of LSA arrivals and the
numker of routesin anoperationarouter Whentherateof LSAs
is higher thelikelihoodof incurring the 10-secoml delaybetween
conseative shortest-patttalculationsas explainedin Section3.3
is increased.The scanprocessnay requireseveral secondsn an
operatioral routerbecawseof thelargenumberof BGProutes.The
60-secand timer restartsafter the completionof the previous scan;
hencetheBGPreactiontime alsoincludesthetimefor therunning
time of thescanprocessThesetwo factorscontrituteto longerre-
actiontimesin theoperatioral router We discusshereactiontimes
longerthan80 secondsn the next subsection.

5.2 Transfer Delay for Multiple Prefixes

Thedifferencebetweerthe cune for all hot-potatochangs and
theonefor thefirstchangecorrespondto thedelayto transfeBGP
updaesfor multiple prefixes. Whena costvectorchangeaffectsa
large numberof prefixes,thetransmissiorof the BGPupdatemes-
sagedo iBGP andeBGPneightorsintroducesadditionad delay as
shavn in Figure12. This graphhighlightstwo specificcostvec-
tor changesthataffectedthe largestnumberof prefixesfor the“no
peering”and“some peering”routersduring June2003. Although
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Figure 12: BGP transfers causedby onecostvectar change

Figure 13: Router A waits for B’sdecision.

theBGPupdatefor thefirst prefix appearsvithin 80 second of the
path vector charge, someupdatesappea much later For exam-
ple,in the“no peering”cure, asinglecostvectorchangeaffected
the BGProutesfor morethang80, 000 prefixes. Althoughthe BGP
change for thefirst prefix occurs66 secondsafter the costvector
change, the routing changefor the last prefix occurreds83 second
later, 149 second afterthe OSPFchange.

The shapeof this curve is mainly determinedby the volume of
dataandthe TCPtransmissiomate betweerthe vantagepoint and
the BGP monitor. In our experimentsthe BGP monitoris within a
few hundredmilesof the“no peering”routerandthe updatepack-
etstravel justafew hopsthroughthenetwork. Longerdelaysmight
bepossibleoveriBGP sessiondetweemairsof routerswith longer
round-triptimes,which may alsocontritute to longerdelaysin re-
actingto hot-pdato routing changs. The “no peering”curve has
somegapsthatare3 to 4 second long. Thesegapsarecausecby
the minimum-routeadwertisemen timer, which limits the rate of
BGPupdatesn asessionThesmallersteps(onesecondong) are
dueto theone-seondgranuarity of the BGP monitortimestamp.

The transferdelay may also be resporsible for the instancesn
Figure 11 in which the reactiontime exceeds80 secondsor the
“first change”curve. Thesekinds of delaysmay be causedy the
propagationof hot-potatoBGP routing chargesfrom onerouterto
anotherasshowvn in Figure13. In the example,routersA and B
areroutereflectorsandroutersC, D, and E areegresspoints; C
isaclientof A, and D and E areclientsof B. Initially, A and B
selectegresspoint D, with pathcostsof 18 and8, respectiely. A
is unaware of the routevia E becauseB only adwertisesits best
routeto A. Whenthe B-D costincreaseso 11:

1. TheLSAisfloodedthroughaitthenetwork andeachroutercom-
putesnew pathcoststo D. For example,A and B compue nev
pathcostsof 21 and11, respectiely.

2. After their scantimerselapse A and B rerunthe BGP decision
processlf A runsfirst, A selectgheegresspoint C' with apath
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costof 20, sincethisis smallerthan21. Sometimeafterwards,
B selectsgresspoint E.

3. B sendshenew route(with egresspoint E) to A, and A selects
egresspoint E with a pathcostof 19.

Supposea costvectorchang triggersa large numberof BGP up-
datesfrom B, but someof theseupdatesdo not trigger hot-potato
changesin A. Then, A may have to wait for the transferof a num-
berof BGP updateseforeexperiencimg a hot-potatochange This
explainssomeof thereactiontimeslongerthan80 secomlsin Fig-

urel1l. Otherinstancesvith longerreactiontimesmayalsobedue
to falsematchesn associatinga BGP routing changs with a cost
vector changes. Costvector changes for which BGP takes more
than80 seconls to reacttrigger 807 BGP routing changeon av-

erage whereaghosethathave smallerreactiontimestrigger 3398

BGPupdaeson average.

Combiningthe resultsof the “first charge” curwve in Figure 11
andthetransferdelaysin Figure12,aroutersreactionto costvec-
tor changs may take 0-80 secomls for the first prefix andan ad-
ditional 80 second (in extremecases)or the remainingprefixes.
Combiningtheseeffects, the vast majority of hot-potatochanges
take place within three minutesof the cost vector change,as is
shavn in the“all changesturwein Figurell.

5.3 Temporal and Spatial Variability

The influence of hot-potatorouting varies significantly across
time. Figure 14 presentshe numbe? of hot-potatoupdates For
easeof presentationthe graphplotsthedaysin increasingorderof
the number of hot-potatoBGP routing changesandwe only shav
the 46 dayswith highernumberof hot-potatochanges.The plot
shaws that on mostdaysthe routersdid not experienceany hot-
potatorouting changes Still, on afew daysthe numberwasmuch
higher For the“no peering’router onedayhadanunusuallylarge
numker of hot-potatorouting changesthat were responsiblefor
82%of theBGProutingchange®nthatday Thevariability across
thedaysmay stemfrom naturaldifferencesn thetime andlocation
of IGP weightchangs and maintenane actiity. Thelarge varia-
tion acrosdaysmalesit difficult to definearepresentatie statistic
for thefrequeng of hot-potatoroutingchanges.

Comparinghethreecurvesin Figurel14 highlightstheinfluence
of thelocationof therouteron thelik elihoodof hot-pdatorouting
changes. Over the period of our study the “rich peering”router

3 Althoughthegraphomitsthevaluesonthey-axis,thethreecurves
areplottedin propation startingaty = 0.
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Figure 15: CDF of BGP updatesacrossdestination prefixes

wasalwaysthe leastaffectedby pathcostchangs,asseenby the
bottomcurwve lying very closeto the z-axisin Figure14. Thelike-
lihood thata pathcostchangeaffectsthe selectionof the BGP best
route depenls on the proximity of the routerto eachof its nearby
egresspoints. For the “rich peering”routetr mary of the prefixes
have an egresspoint at the samePoP Very few pathcostchangs
would causethe routerto selecta differentegresspoint for these
prefixes. This suggess thata naturalway to reducethe numter of
hot-potatorouting changeswould be to have rich peeringat every
PoP However, having rich peeringat all locationsis infeasiblein
practice dueto costandgeogaphicconstraints A serviceprovider
is bourd to have routersin someremotelocationsthatarenot close
to PoPsof the otherlarge providers.

5.4 Hot-Potato Variation AcrossPrefixes

Previous studieshave shown that a small fraction of unstable
prefixesarerespongble for mostof theBGProuteupdated7, 8, 9]
TheBGProutesfor theremainingprefixesstaythe samefor daysor
weeksatatime. Figurel5 plotsthecumulative distribution of BGP
updatemessagesacrossthe destinationprefixes for the “no peer
ing” routerfor June2003 To compae our resultswith previous
work, the graphplots the numberof BGP updatemessges rather
thanthe numberof BGP routing changs. The prefixesare sorted
accordingto their contrikution to the numberof BGP messages.
The middle curve correspondto all of the BGP messagesAbout
20% of theprefixescontribute 65% of the BGPupdatesconsistent
with previous findings. However, the bottomcurve shows thatthe
distribution of BGP updatescausedy hot-potatorouting changes
hasa muchmoreevenspreadacrosshe prefixes.

Thebroadedistribution acrosgrefixesoccursbecauseostvec-
tor changesanaffectthe pathcoststo reachthe egresspointsfor a
wide variety of prefixes. Still, someprefixesdo not experienceany
hot-potatoBGP updates as seenin the flat portion in the upper
right part of the graph. This correspmdsto prefixeswith a very
small numberof egresspoints, including the prefixesthat have a
single egresspoint. Every router in the network would always
pick this single egresspoint as the bestegresspoint for the pre-
fix. Still, the relatively uniform distribution acrossthe remaining
prefixes may have importantimplications. For prefixesthat gen-
erally have stableeBGRlearnedroutes,internalpathcostchangs
couldbea primary causeof the BGProutingchangeobseredin-
sidean AS. Sincesomeof theseprefixesmay be responsibldor a
large volume of traffic, limiting the frequeny of hot-paato rout-
ing changs may be usefulto avoid largetraffic shiftsandtransient
performanceisruptions.
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6. IMPLICA TIONS OF HOT POTATOES

Hot-potatochangesin BGP routing influencenetwork perfor
manceby causingshiftsin the flow of traffic to neighloring do-
mainsandextra delaysin the cornvergenceof theforwardingplane.
In addition, hot-potatochangescanintroduceinaccuray in active
measuremats of the forwarding planeand externalmonitoring of
BGP updatemessagesCertainoperation& practicesfor network
designandengineeringcanlimit theseeffects.

6.1 PerformanceDegradation

6.1.1 RoutingandTraffic Shifts

Hot-potatorouting can sometimescausea routerto changethe
egresspoints for multiple destinationprefixes, which could lead
to significantcongestioron certainpathsthroughthe Internet. In
Figurel6,we explorehow mary destinatiorprefixesareaffectedat
asinglerouterwhena path-costhang occurs.More than99% of
the path-costthangeslo not affect the egresspoint for ary prefix.
The vastmajority of intradomaineventsoccurfar away from the
router andas suchdo not affect the path costsfor nearbyegress
points. Even whenchangs occurcloserto the router they might
not affecttherouterslocal rankingof the two closestegresspoints
for a given prefix. However, when hot-potatorouting changesio
occur the effectscanbe dramatic. For the “no peering”routerin
thetop curve in Figure16,0.1%of the path-costhangesffectthe
BGProutefor morethan40% of the prefixes.

Thesekinds of routing changes canleadto suddcenincreasesn
traffic at the new egresspoints and along the downstreampaths.
For an estimateof theseeffects, we compued the averagetraffic
volume for eachdestinationprefix using Netflov measuremats
from the peripheryof the network. The prefixes affectedby the
hot-potatorouting changesn Figure 16 accountfor 5-35% of the
traffic in thenetwork. Thisgivesapreliminaryindicationthatsome
hot-potataroutingchangscausesignificantshiftsin traffic, though
a more detailedstudy is necessaryo understad the relationship
betweerhot-potatorouting changesandtraffic volumes.

6.1.2 SlowForwarding-PlaneCorvemence

Comparedto other kinds of routing changs, hot-potatorout-
ing change causdongerdelaysin forwarding-plar corvergerce,
sinceeachroutermustrecompteits IGP routesandrerunthe BGP
decisionprocesseforeupdatingthe forwardingtable. Differences
in whentheroutersrevisit their BGP decisionscanleadto transient
forwardingloops, asillustratedin Figure17. In this example,the
AS hasfour routersandtwo egresspointsto prefix d. The num-
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Figure 17: Transient forwarding loop for packetsdestinedto d

berson the edgesrepresenthe IGP link weights,andwe omit the
full-meshof iIBGP sessiondor simplicity. At first, routersB and
C bothidentify router A asthe closestegresspoint, causingC' to

directtraffic to d through B. Whenthe weightof the B—A link in-

creasedo 111, bothrouterseventually switch to the routelearned
atD. However, if B runsits BGPdecisionprocesdirstandupdaes
its forwardingtable, B startsforwardingtraffic destinedo d toward
D while C continwesto forwardthetraffic toward A—resultingin

aforwardingloop.

During the internval before C' runsits decisionprocessand up-
datesits forwarding-talbe entry for d, all paclets destinedto d
are caughtin a forwarding loop betweenB and C'. The paclets
would repeatedlytraversetheloop until the IP Time-to-Live (TTL)
field expires,causingoneof the routersto discardthe paclet. The
forwarding loop causesaclet loss for the hostscommunicating
with d, and increasedcongestionfor other traffic traversingthe
B-C'link. Dependng on the alignmentof the BGP scantimers
on the two routers,this problemcan persistfor up to 60 secomls,
even thoughthe intradomainrouting protocol hascorverged. If
TCPtransferlateny or theiBGP hierarchycausédargerdelaysin
forwarding-ganecornvergene, theloopscanpersistevenlonger

Accordingto a previous study of paclet-level measuremes in
alargelSPbackbame[18], mostforwardingloopslastfor lessthan
10 second. This is consistenwith typical delaysfor IGP corver-
gence[6, 19]. However, the study alsofound that, for one of the
links, about35% of the loopspersistedor 10-60 secoms. Based
on our results we speclatethattheseforwardingloopscanbe ex-
plainedby hot-potatorouting changes.

6.2 Measuremert Inaccuracies

6.2.1 ActiveProbesof the Forwarding Plane

The effects of slow forwarding-planecorvergencemay be dif-
ficult to captureusingtraditional actve measuremat techniques.
Serviceproviders andthird-party measurementompares deploy
probemachinesn variouspartsof the network in orderto exercise
the pathsbetweenpairsof hosts. Referringto Figure 17, suppose
the provider connetedoneprobemachineto router A andanother
to router D. Probepacletssentfrom A to D would traversethe
path A—-B—-C—-D. Whenthe IGP weightof the B—A link changs,
theseprobes might experiencaemporanjosswhile thelGPrecon-
verges. However, the forwarding path of the probepaclets would
not be affectedby the 60-secom scantimer sincetherewould be
no changen the egresspoint usedto reachthe destinatioraddress
of theprobepaclets;both B andC continueto usetheegresspoint

“Note that the extra corvergence delay for hot-potato routing
changsdoesnot affect the stability of the forwardingpathfor the
iBGP sessionshemseles. TheP pacletssentoveriBGP sessions
travel betweenrouterswithin the backbor andthe forwarding of
traffic betweertheseroutersdepermsonly onthelGP! Thedelivery
of BGPupdatego ourroutemonitoris notaffectedeither, sincethe
network hasa singleegresspoint to reachthe monitor.



D to reachthe destinationprobe machine. This is true, in gen-
eral, for probe machinesthat connect to a single location inside
an AS. As such,measurementsetweenthesekinds of probema-
chineswould only capturethetransieneffectsof IGP corvergerce,
andnot the combinal IGP-BGP corvergene process.Accurately
capturingthe performarte impact of hot-potatorouting changs
would requirea more comple active measuremeninfrastructure
with probemachinegeachablehrough multiple egresspoints.

6.2.2 Externd Analysisof BGP Updates

A hot-potatorouting changedoesnot necessarilycausean AS
to adwertisenev BGP routesto neightoring ASes. First, the ex-
port policy for the eBGPsessiommight filter the route. This de-
cision depend on the commercialrelationshipwith the neightor
(e.g.,aroutelearnedfrom one peerwould not be exported to an-
other) and on whetherroute aggreation is performed. Second,
the router might declineto forward the new route if it doesnot
differ significantly from the old route. For example, routerstyp-
ically performnon-transitiveattribute filtering to avoid propagat-
ing routesthatdiffer only in local attributes(like BGP next-hop or
local-preferene) ratherthanglobalones(suchasAS path). Third,
the routermight not propagtethe route dueto BGP timers, such
asthe minimum-roue adwertisemen timer, that are usedto pace
the rate of updaesto neighboringASes. If the routerchangsits
bestBGProutefor the prefix multiple timesduringtheinterval, the
intermediateBGP routeswould not bevisible to the neighbor

For aroughestimateof the externally-visibleupdateswe look at
BGP routing changeghat affect the AS path attribute, sincethese
would be propagtedto neighboringdomairs subjectto the ex-
port policy and the BGP timers. Referringback to the example
in Figurel, A switchesegresspointswithout a change in the AS
path; we would not classifythis routing chang asexternally vis-
ible. However, if router B conneted to a different next-hop AS
with a pathto the destinationthe AS pathwould change;router
A would propagatehe new routeto its eBGPneighbors.Looking
over the month of June,we estimatethat around14% of the hot-
potatorouting changes seenat the “no peering” router would be
sentto its neightors; this would accoun for 5% of the externally-
visible BGP routing changesFor the “some peering”router these
two numbersare 5% and 2%, respectiely—about60% smaller
thanfor the “no peering”’router Although theseaveragenumbers
arerelatively small, the valuesvary substatially from dayto day;
on oneday all hot-potatoupdatesat all threeroutershad changes
in the AS path.

Theseexternally-visible BGP updatesnay affect the resultsof
researchstudiesbasedon public BGP routing data[20, 21] col-
lectedfrom eBGPsessionsvith routersin large ASesthroughait
the Internet. Dependingon which routerin an ISP network con-
nectsto thesepublic seners,the contrikution of hot-potatorouting
changsto the datamay vary significantly! For example,a hot-
potatorouting changethataffectsalarge numberof prefixesin one
network may beindistinguishdle from a BGP sessiorresetat an-
othernearbylocation,whenviewed from outsidethe AS.

6.3 Recommencakd Operational Practices

Avoiding hot-potatorouting changshelpsprevert shiftsin traf-
fic, extra delaysin forwarding-plar corvergene, and externally-
visible BGPupdaes. Thiscanimprove theend-to-engerformane
of Internettraffic flowing throughthe AS.

6.3.1 Selectiorof IGP Path Coststo Egress Points

Comparingthe resultsfor the “rich peering”and“no peering”
routersshavs how muchthedesignof thenetwork affectsthepreva-

(a) Router A closer to B than C (b) Router A with two shortest patht

Figure 18: Preventing hot-potato routing changes

Figure 19: A still picks egressB during maintenance

lenceof hot-potatorouting changes. This suggestswo mainways
to reducethe likelihood of thesekinds of routing changes.First,

eachroutershouldhave a single neaest egresspoint for reaching
mostdestinationprefixes. As shawvn in Figure18(a),router A has
a small IGP path costof 10 to reachegresspoint B and a much
largerIGP pathcostof 100 to reachC'. Thisreduceghelikelihood

that small variationsin IGP path costswould trigger a hot-paato

routing changeat A. Only a very dramaticinternalnetwork event
would causeA to chocseegresspoint C' over egresspoint B. Sec-
ond, eachroutershouldhave two or more shortesiGP pathsto the

nearbyegresspoint. As shawvn in Figure 18(b), router A hastwo

shortespaths(with anIGP pathcostof 10) to egresspoint B. This

decreasethe likelihoodthata singleinternaleventwould change
thelGP pathcostto reachB and,assuch,would tendto avoid hot-

potatochangesin the BGP routes. Having multiple shortestpaths
betweenpairs of routersis also useful to reducethe lateng for

forwarding-gane corvergencefor IGP routing changs[22], even

whenno BGP-level chang occus.

6.3.2 Traffic Engineeing andPlannedMaintenane

Operatorgunethe IGP link weightsto adaptthe flow of traffic
throughthenetwork in responséo network congestionandplanned
maintenane [23]. For example,supposehe operatorseedto up-
gradethe operatingsystemon arouter Beforedisablingtherouter
the operatoranay adjustthe IGP weightson otherlinks in thenet-
work to prevent congestion during the maintenace period. Oper
atorscantake the effects of hot-potatorouting into accountwhen
making changsto the IGP configuratio. For example,in Fig-
ure 19 the router A selectsegresspoint B with an IGP pathcost
of 10 over egressC with a cost20. However, if theleft link from
A needsto be disabledfor upgrading the path costto B would
increaseto 25, making C' the closeregresspoint. The hot-paato
routing changecanbe avoidedby changingthe weight of the mid-
dle link from 10 to 4 beforethe maintenancectuity; this ensures
thatthepathto B hascost19—smallerthanthecostto C.

Despitethe mary benefits completelyavoiding hot-potatorout-

5A route emulationtool can be usedto modelthe effects of IGP
changes on the flow of traffic [23]. Avoiding hot-potatorouting
changesobviatestheneedto collectdetailedperprefixtraffic statis-
tics asinput to the tool; in the absere of egress-pint changesa
simplerouterto-routertraffic matrix would sufice.



ing changesnay beimpossible,or conflict with otherengineering
goals.Still, operatorgantry to avoid violating theguiddineswhen
designirg the network topology andselectinglGP weights.

7. CONCLUSIONS

Theinterplaybetweernintradomainandinterdomainrouting has
importantimplications on the stability and efficiency of Internet
routing and,in turn, on end-to-endperformanceln this paper we
presented methodolay for joint analysisof OSPFandBGPmea-
surementdataand a characterizatiorof the interplay betweenthe
protocds in an operationahetwork. Our resultssuggestthathot-
potatoroutingmay play animportantrolein BGProutingcharges,
andthat BGP updatescanlag 60 secondgor more!) behindthe
relatedIGP events. This canleadto surprisinglylong delaysin
forwardingplanecornvergerce that greatly exceedthe typical de-
lays for IGP corvergerce [6, 19]. We alsoshaw thatthe number
of hot-potatorouting changs variessignificantly acrosstime and
routerlocation,suggestingneedfor furtheranalysisandmodeling
of how the protocolsinteract.Our ongdng work focuseson:

Performanceimplications: To betterunderstandhe significance
of hot-potatorouting changeswe planto performa detailedanaly-
sisof shiftsin traffic, forwardingloops,andexternally-visibleBGP
upddes.We arealsocondicting additionallab experimentgo eval-
uatethe trade-of betweenfastcorvergenceandrouter CPU load.
Finally, we areexploring protocolextensionsandoperatioral prac-
ticesthatdecreas¢hesensitvity of BGPdecisiongo IGP charges.

Extensionsto matching algorithm: We arestudyingrefinements
to our heuristicfor identifying hot-potatochangesOneheuristicis
to checkthatthe first BGP updatecausedby a costvectorchang
occurswithin the first 80 second, evenif the remainingupdates
take longerto appear Anotherheuristicis to checkfor hot-potato
changesin all the prefixesthathave the samesetof egresspoints.

Consewative algorithm: We aredevelopinga conserative algo-

rithm for identifying hot-potatorouting changes. The mainideais

to collectiBGP routingdatafrom a muchlargernumbe of vantag

pointsto track the evolution of (part of) the egresssetover time.

Whenarouterswitchesfrom oneegresspointto anothe, we check
if the new routehasexistedfor awhile andthe old routecontinues
to exist. This provides a consevative way to identify hot-potato
routing changeswithoutrequiringa separatdeedof IGP data.

Detailed hot-potato model: We areworking on a detailedmodel
of hot-potataroutingchangesthatcapturesiow theiBGP hierarchy
affectstherouting choicesavailableto eachrouter We planto for-

malizethe insightsfrom our measuremerresultsaboutthe influ-

enceof routerlocation,peeringconrectivity, andnetwork topology,

on the likelihood of hot-potatorouting changesandthe influence
of routing protocoltimerson corvergencedelay
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