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In many practical applications of machine vision, a small number of samples are labeled and therefore,
classification accuracy is low. On the other hand, labeling by humans is a very time consuming process,
which requires a degree of proficiency. Semi-supervised learning algorithms may be used as a proper
solution in these situations, where ¢-neighborhood or k nearest neighborhood graphs are employed to
build a similarity graph. These graphs, on one hand, have a high degree of sensitivity to noise. On the
other hand, optimal determination of ¢ and k parameters is a complex task. In some classification
algorithms, sparse representation (SR) is employed in order to overcome these obstacles. Although SR
has its own advantages, SR theory in its coding stage does not reflect local information and it requires a
time consuming and heavy optimization process. Locality-constrained Linear Coding (LLC) addresses
these problems and regards the local information in the coding process. In this paper we examine the
effectiveness of using local information in form of label propagation algorithm and present three new
label propagation modifications. Experimental results on three UCI datasets, two face databases and a
biometric database show that our proposed algorithms have higher classification rates compared to
other competitive algorithms.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Data classification is of interest to machine learning researchers.
Many classification algorithms are offered and developed by the
researchers. Usually, in these classification algorithms for test or
unlabeled samples, we use training or labeled samples. Unfortu-
nately, when the number of training samples is far less than the test
samples, these methods perform poorly. In many practical applica-
tions in machine learning, the number of labeled samples is quite
low, while a large number of samples are unlabeled. Therefore, a
large number of samples must be labeled and used as training
samples. Labeling process by human is a time consuming task, which
requires skilled hand work. In this condition an appropriate approach
is to employ both labeled and unlabeled samples for data classifica-
tion. In semi-supervised learning, which is an active topic in machine
vision [1-10], labeled and unlabeled samples are both employed.
Since many unlabeled samples can be gathered only by measuring
them without interpretation, semi-supervised learning methods are
very useful. These methods are divided into two main groups. In the
first group, we only estimate labels of unlabeled samples [11,12].
These methods are known as “transductive algorithms”. In the second
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group of methods, known as “inductive algorithms” [13], a decision
function with very low error-rate for all samples (labeled and
unlabeled) is sought. Another semi-supervised learning method,
which has been studied widely, is graph-based semi-supervised
learning. In these algorithms, the knowledge of the mutual data
similarity is represented by graphs. In this regard, graph G=(VE) in
which vertex set V includes all labeled and unlabeled samples and
edge set E which contains similarity between data corresponding to
vertex set of that edge set is considered. The graph is called similarity
graph. Different types of graph-based methods by defining different
similarity graphs can be introduced all of which have the same goal
of modeling the relationship between sample point and its neigh-
bors. Two conventional similarity graphs are e-neighborhood graph
and k nearest neighborhood graph. In e-neighborhood graph, vertices
of each pair of samples that have distance less than ¢ are connected
to each other. In k nearest neighborhood graph, corresponding vertex
of samples that belong to one of k nearest neighborhood are
connected to each other. A semi-supervised learning method can
be defined as a mincut problem [14].

Label propagation methods, which propagate labels of the training
samples to test samples [15-20], are among semi- supervised learning
methods. In consistency method [15] Gaussian kernel is employed to
determine edge weights. In fact, in this algorithm, edge weights are
determined using e; =exp(—||x;—xj|[>/26%), i#j ande;=0. In
[16,17] k nearest neighborhood graph is used as similarity graph.
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After determining k nearest neighbors for each sample, that sample is
expressed as a linear combination of its neighbors and the weight
vector obtained by this method is considered as edge weights. Usu-
ally, in semi-supervised learning methods, center of attention is on
graph structure and weights of edges are defined separately. e-
neighborhood and k nearest neighbors' graphs, which are usually
used in these methods, have the following disadvantages: 1- These
graphs are constructed using pair-wise Euclidean distance which is
very sensitive to noise. 2- Considering different sample distributions,
to determine proper neighbors for each sample, ¢ and k must be
defined adaptively for each sample, but in e-neighborhood and k
nearest neighbors' graphs, a fixed parameter is considered for all
samples so the accuracies of these graphs are very low.

Recently sparse representation (SR) has found various applica-
tions in machine vision and statistical pattern recognition [21-23].
In [24], l;-graph, which is based on SR, is employed to produce a
graph based algorithm. In [{-graph, graph structure and weights of
edges are found simultaneously using l;-minimization. SR graph
based algorithms have the following attributes compared to the
other graph-based algorithms: First, in SR graph-based algorithms,
graph structure and edge weights are found simultaneously by
l;-norm minimization. Second, since Euclidean distance is not
employed, SR graph-based algorithms have lower degrees of
sensitivity to noise. And third, in SR graph-based algorithms the
number and degree of similarity of samples to each other are
determined adaptively, hence there is no metric to determine the
number and the degree of similarity between each sample and its
neighbors. So efficiency of SR graph-based algorithms is much
higher than other graph based methods which are explained so far
in this paper.

We can group graph based semi-supervised learning algorithms
which use SR theory in two categories. First category is the graph
reduction semi-supervised learning methods [25,26]. Usually when
the size of test samples grow, graph based semi-supervised learning
methods have two major weaknesses: (1) Possible outliers and noisy
samples have negative effect on the construction of the similarity
graph. (2) The evaluation of predictors learned from the graph for
new samples can be time-consuming if the predictors involve
computations on all the samples in the original graph. To solve these
problems graph reduction semi-supervised learning methods were
introduced. In [25] a graph reduction method based on manifold-
preserving sparse graphs has been proposed, where the number of
vertices is reduced while the edge weights from the original graph
are remained unchanged. In [26] a sparse semi-supervised learning
framework using Fenchel-Legendre conjugates is proposed. The main
focus of [26] is to reduce the number and to choose the appropriate
unlabeled samples. The purpose of the second category of the graph
based semi-supervised learning algorithms which use SR theory is
graph construction [27,28]. Although there has been a numerous
graph based semi-supervised learning methods, there are still much
to do about neighbor selection and the degree of their similarities for
each sample. In [3] a semi-supervised classification algorithm called
the Sparse Regularized Least Square Classification (S-RLSC) algo-
rithm. In [4] a semi-supervised classification approach through
kernel-based sparse representation is proposed. This method com-
putes the sparse representation of data in the feature space, and then
the learner is subject to a cost function which aims to preserve the
sparse representing coefficients. Our proposed method in this paper
can also be categorized into graph construction methods but based
on LLC and not the SR method.

Although numerous works have been done in machine vision
based on the SR theory [29-32], little is said about the short-
comings of SR based graphs. Recently, a type of signal representa-
tion namely Locality-constrained Linear Coding (LLC) [33] is
introduced in which local information is utilized, instead of
sparsity constraint. Various studies make use of local information

in order to enhance the learning efficiency, like feature reduction
[34,35], density estimation [36], anomaly detection [37] and data
classification [38,39]. k nearest neighbor classifier is the most
familiar instance for local information usage. In SR-based algo-
rithm, due to over completeness of the dictionary matrix, some-
times the samples selected as neighbors are not actually close to
the related sample; the sparsity constraint in SR is what that has
forced choosing those samples as neighboring samples. In fact, SR
does not preserve the samples' local information during the
coding process. The second problem of SR-based algorithm is the
absence of an analytical trouble-free solution. Solving SR req-
uires a time consuming optimization process. In LLC, local infor-
mation constraint is employed instead of sparsity constraint and
simple analytical solution exists. In this paper, we study the
efficiency of using local information, like in LLC, in a form of label
propagation algorithm. Experimental results show that our pro-
posed algorithms have better classification rate compared to the
other label propagation methods.

The rest of this paper is organized as follows: in Section 2, after
a brief review on SR theory and LLC coding, some label propaga-
tion algorithms are investigated. Our proposed algorithms are
introduced in the third section of this paper. The fourth section
contains results of our experiments. Finally in Section 5 conclusion
and future works are discussed.

2. Review on related works

In this section first a brief review on SR theory is presented.
Then LLC, in which the local information is used instead of sparsity
constraint, is briefly reviewed and finally a number of label
propagation algorithms are introduced.

2.1. SR theory in machine vision

In recent years, sparse representation has caught researcher's
attention in different fields. Based on this representation, several
algorithms have been introduced. One of the first algorithms,
introduced in statistical pattern recognition based on SR theory, is
Sparse Representation based Classification (SRC) [29], which
provides excellent accuracy in face data classification. SRC is based
on a simple assumption that samples of a specific class are in the
same sub-space. As a result, a test sample can be well represented
by the training samples of its own class. In SRC, each test sample is
expressed by a sparse linear combination of all training samples,
and the non-zero elements of a coefficient vector are expected to
point to a specific class.

Assume that dictionary matrix

d
D= [X], X, Xei 1, ...,Xn] e FN

contains all labeled and unlabeled samples; first # samples
contain labeled and the rest are unlabeled samples. Each sample
can be expressed as linear combination of other samples. When
the samples are numerous, the resulting weight vectors are sparse,
i.e,, many of their elements are zero. In this condition, optimal
weight vector can be found with the aid of SR theory. SR theory
can be defined as the following optimization problem:

B N 2
argmin [Willp s.t. [DW;—xi|l} <e M
1

where w; is weight vector for i sample and D e #9*®™-Djs a
dictionary matrix in which i sample is omitted. Moreover
II - llorepresents #o- norm of w;that gives the number of non-
zero elements of w;. In fact, Eq. (1) finds w;vector such that in
addition to satisfying||f)wi—x,»||%§g, number of its non-zero
elements are minimum and w;vector is sparse. But since || - ||,
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for 0 < p < 1 is neither convex nor differentiable, solving Eq. (1) is
an NP-hard problem [40]. Since #;- norm (|| - ||;) is closest
convex form to zero norm, replacing zero norm by one norm
looks a reasonable estimation and Eq. (1) can be rewritten as:

: N 2
argmin |jwill; s.t. [[Dw; x|} <e )
,

where there are many algorithms to solve it [35-43]. The above
relationship can be rewritten as:

argmin [Dw; XI5 +AIwill: , i=1.2, ...n A3)

Expression ||l~)w,<fx,»||% suggests a type of signal representation in
which each sample is represented in terms of other samples. ||w;||;
is the sparsity constraint of the weight and 2 is the sparsity
adjustment parameter of the weight vector. In case a similar
assumption like SRC is considered, i.e., samples of a specific class
are located in the same sub-space, w; (optimum weight vector)
includes positive and negative elements and coefficient related to
the samples of other classes (other than the class that contains i
sample) are zero. Considering the constraint of optimum weight
vector coefficient being positive, we can consider these coeffi-
cients as similarity degree of samples to each other. As a result,
number and degree of similarity of neighbors are determined by
SR theory, adaptively. This means:

argmin [Dw; ;|13 +AIwill:  s.t. wi;>0
,

i=1,2,...n, j=1,2, ...,n—1 (4)

where x;is i™ sample, W; = [W;1, ... Wi, 1] € 2" ! is weight
vector corresponding to X; and D e 29~ s dictionary matrix
in which i™ sample is omitted. This equation can be solved
through non-negative sparse representation algorithm (NSR).
Weight vector resulted from solving Eq. (3) can be used as edge
weight in graph based algorithms. #;- graph algorithm employs
this idea to assign weight to edges.

2.2. Locality-constrained linear coding (LLC)

Although many applications of SR are found in machine
learning, the SR theory conveys some shortcomings. First, due to
over-completeness of the SR dictionary matrix and weight vector's
sparsity constraint, it is likely that samples selected by SR as
neighbors are not in the neighborhood of that sample. Second, SR
solution algorithms are very computationally expensive. Third, SR
algorithm does not preserve local information in the coding
process. In LLC, to consider local information, sparsity constraint
in SR algorithm, is modified by a locality adaptor. LLC is defined as:

argmin [Dw; —x;[I3 +2p; © Will3

st. 'wyj=1, i=1,2, ..,n (5)

®Sign in (5) indicates element-wise multiplication and p; is a local
adaptor in a vector form in which its kth element is the distance
between ith and kth samples. Weight vector obtained by LLC is
sparse in some extent. Elements of the weight vector from LLC are
zero when the corresponding sample to those elements is far from
the ith sample and as a result this weight vector becomes sparse.
The shift invariance constraint of 17w; is considered in order to
cancel the effect of changing the coordinate center on the selection
of weight vectorw;.

2.3. Related label propagation algorithms

Among graph based semi-supervised learning algorithms are
label propagation methods, which directly propagate labels of the
training samples to the test samples. Linear neighborhood propa-
gation (LNP) algorithm is the simplest label propagation algorithm

in which weights of the edges are calculated using k nearest
neighborhood graph. Due to disadvantages of this graph, which
were briefly explained in the introduction section, a good way
to determine the weight of the edges is to exploit SR theory.
¢1- graph and LPSN [44] are two graph-based algorithms based on
the SR theory. In this part of the paper, after introducing LNP, LPSN
algorithm is briefly reviewed.

2.3.1. LNP algorithm

Assume that all the samples are contained in the dictionary
matrix of D= [Xq, ...X/, X/ 1, - . Xn] e #%" The first ¢ sam-
ples(x;,i < ¢), are labeled sample with labels y; and the rest of
samples (X,, 7+ 1 < u < n)are unlabeled samples.

In LNP, first k - nearest neighbors of each sample are deter-
mined using a distance metric. This meansV x; e D, the set of N {x;}
containing k nearest neighbors of the sample x; is defined. In fact
in LNP, k nearest neighbor graph is used to determine graph
formation. In this graph, the vertices corresponding to the k
nearest neighbors of a sample are connected. To determine edge
weights in LNP the following minimization is used:

Y w3
Jxj e N{x,-}

w; =0 ; VX;¢N(x;)
s.t

min e; = min ||X; —
w; w;

> wi=1, w; >0 (6)
Jjxj e N{x;}

where X; € N{x;} includes all k nearest neighbors of sample x;. After
determining the edge weights, label propagation process is done
as follows:

n
min ¥ Ifi- ¥ wifjl
i=1 Jx; e N{x;}
st. fi=y; 1<i<z, 1<j<c (7)

In which, F= (f;".f,", ...,f,,TZ e %™ and c is the number of
classes. If the label of the labeled sample is j, f; =1, otherwise
fij=0. For unlabeled samplesf,;=0 , 1<u<c, then the label
propagation process is repeated c time and the resulting f; in each
stage is considered as the input to the next stage.

Similar to LNP, graph-based semi-supervised learning methods
usually focus on graph structure and weights obtained for edges
are defined separately. ¢ -Neighborhood and k nearest neighbors
graphs which are usually used in these methods are constructed
using pair-wise Euclidean distance and therefore highly sensitive
to noise. Besides, considering different sample distributions, to
determine proper neighbors for each sample, ¢ and k must be
determined adaptively and different for each sample, but in e—
Neighborhood and k nearest neighbors graphs, a fixed parameter
for each sample is considered and as a result the accuracy of the
graphs is very little.

For example, when k is small, only local information of sample
space is reflected and the global information is not considered and
when k = kmax, global information is used and the local informa-
tion is not reflected. As a result, finding an optimal parameter for
the neighbor numbers is different and requires a complete search.
The most recent method to solve this problem is using SR method.

In the next section, a label propagation algorithm based on SR
is presented.

2.3.2. LPSN algorithm

In graph-based algorithms using SR theory, graph structure and
edge weights are obtained simultaneously by [;-norm minimiza-
tion. l;-graph and LPSN are two examples of these algorithms. In
comparison to the other graph-based algorithms, algorithms con-
structed based on graph-based sparse representation have the
following distinctions: First, in these methods, graph structure and
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edge weights are obtained simultaneously by solving [;-optimiza-
tion problem. Second, due to Euclidean distance usage, these alg-
orithms have higher sensitivity to noise. Third, in these algorithms,
number and degree of similarity of samples, are adaptively
calculated using SR, hence, the efficiency of these algorithms is
much higher than other graph-based algorithms.

In [;-graph each sample (labeled and unlabeled) is represented
as a linear combination of other samples. So, with the assumption
of high number of samples, the weight vector is sparse and can be
calculated using l;-norm optimization problem. The sparse vector
has negative and positive components. If we confine the vector
components to be positive in the optimization process, this vector
can be looked as a level of mutual similarity of samples. This is
attainable by Non-negative Sparse Representation or NSR in short.

Contrary to l;-graph, in LPSN, which is a label propagation
method based on SR, each sample is initially represented by a
linear combination of other samples. Then, after determining the
neighbors, that sample is represented as a linear combination of
the neighbors. The weight vector attained in this stage is intro-
duced as the edge weights in the similarity graph. Neighbors
determined at the first stage are known as Sparse Neighborhood
(SN). To obtain sparse neighborhood, the following equation is
considered:

. N 2
argmin [IDor; — X|5 4 Alloxi |1
:

i=1,2, ...n ®)

where x; is the ith sample, & = [o;1, ..., 00 1] € 2"~ ! is weight
vector of x; and D e 29X~ is a dictionary matrix in which the ith
training sample is omitted. Considering ¢ > 0, sparse neighborhood
of x; is defined as: if a;; > ¢ then sample X; is sparse neighborhood
ofx;. This way we define a set of DV = N{xj}i_; € Rloxd including all
sparse neighborhood of ith sample in which k is the number of
these neighbors.
To find the edge weights the following expression is used:

: N.
argmin || D"w; —X;[[3 +2][willx
v

i=1,2, ...n 9

where x; is the ith sample, and DV e %*<¢ is the dictionary matrix
containing all the sparse neighborhoods. So, at this stage, number
of neighbors and their extent of similarity are adaptively deter-
mined by the SR theory.

After edge weights calculation in LPSN, in order to estimate the
labels of the unlabeled samples, the subsequent objective function
is used, similar to the one used in LNP:

n
i 2
min 3 lyi- ¥ w3

i=1 x; e N{x;}

1<i<¢ , 1<j<c (10)
In methods based on the SR theory, as a consequence of the over-
completeness of the dictionary matrix, it is possible that some
samples determined as neighbors are not really in the neighbor-
hood of the corresponding sample due to the force of the sparsity
constraint. In fact, SR does not preserve local information of the
samples; therefore, the sparse neighborhoods may not be properly
effective. The second problem of the SR based algorithms is the
absence of a simple analytic solution for them. SR solution requires
a heavy and time consuming optimization process. In LLC, instead
of sparsity, local information constraint is utilized and a simple
analytic solution is obtained. In this work, we investigate the
efficiency of using local information, like LLC, in a form of label
propagation algorithm.

3. Proposed algorithm

In this section, construction of a graph using LLC is investigated,
and two linear algorithms and a kernel algorithm for label
propagation base on LLC are presented.

3.1. Similarity graph construction based on LLC

Assume D= [X, ...,X/, X/ 41, ..., Xn] e 29" dictionary matrix,
includes all samples in such a way that first # samples x;,i < #, are
labeled and the rest x,,#+1 < u < n are unlabeled samples. A label
matrix of all samples is defined as Y =[Y,; Y,], where, Y, and Y,are
label sub matrices of labeled and unlabeled samples, respectively.
Our goal is to properly estimateY,. To do so, we use the follow
minimization objective function:

n
min ¥ llyi— ¥ w3 (1n
Y i Jxj e N{x;}
where, y; € 21%¢ is the label vector whose components are the
probability of the i" sample association to different classes. Based
on this objective function, each sample's label can be a linear
combination of its neighbors' labels. Using linear algebra, we can
find a simple solution to the above optimization problem:

min ¥ llyi— X wyyl3 = [YA-W)|3
i1 jxeN{x)
- tr(YT(I—W)T(l—W)Y) - tr(YTMY> (12)

where I is an identity matrix and M= I—-W) I—W) is a sym-
metric matrix. Matrix M is divided to 4 sub matrices as:

M; My
= 13
[MUL MUU} 13
Hence Eq. (12) is written as:
Y, || My My
T = Y, Y
tr(Y'mY) tr( Yol My My | Y Y ]) (14)

By taking derivative with respect to Y and putting equal to zero we
have:

{ MY, +MyY, =0

_1
My, Y, +MyyY, =0 —MyyMuLY, (15)

2Yu=

So, by knowing labels of the labeled samples (Y,), an estimation of
Y, labels are attainable. To make similarity graph using LLC we
exploit LLC objective function as follows:

argmin [1x; —Dw;3 +2[p; © wil3
sit. 17w =1 (16)

where p; = {p,-j}' B is the local adaptor. To solve the above
j#ij=1..n
optimization problem, we use Lagrangian multiplier:
Lwg:n) = [Ix; —Dw;l|3
+2111p; © Will3+42 (1'w;—1) (17)

where 1, is Lagrange parameter and A; is LLC regularization
parameter. Eq. (17) can be modified to:

Lw;; ) = w] Cw; +4,w! {diag (p;) }*w;
+2 <1Twi— 1) (18)

T A T T A . . . .
where C= (xi1 —D) (x,»1 —D) and diag(p;) is a diagonal matrix
whose components are elements of p; vector. By Derivation from
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(18) and making it equal to zero we have:
aiva(wi;n) —0= SWi+4,1=0 19)
where S = 2(C+Al {diag(p,»)}2>. By multiplying both sides of (19)
by 17S~! we have:
1'S~1(Sw;+4,1)=0
= 1w;+1's7'1,1=0 (20)
Considering LLC constraint 17w; =1 we have:
12:—(1Ts—11>7] 21)
By placing Eq. (21) in Eq. (19) we have:
s

T1s @2
So w; coefficients are calculated by:
N . 2
Wi = (C+{d'ag(l’i)} )\1 23)
W; = Wi/1TV~\li

Later, using the above mentioned expressions, two linear and a
kernel algorithms for label propagation based on LLC are
presented.

3.2. Label propagation through locality constrained linear coding
(LPLLC)

We use two kinds of local adapters. The first local adaptor is
considered as:

Po={pudy o= O 2o

This represents the Euclidean distance between ith and jth
samples. We call algorithm based on this local adaptor LPLLC-L2.

The second local adaptor used in this paper has an exponential
form of:

_ _ [1X; —X;ll2
pi_{py}j;eij=1,...,n_{exp< 2 )}j#ijzl n (25)

where ¢ is a positive parameter. Since the above local adaptor
grows exponentially, when ith and jth samples are far from each
other, the corresponding p;will be very high. When we want to
emphasis on local information importance, we use this local
adaptor. We call algorithm constructed based on this local adaptor,
LPLLC-exp.

LPLLC-L2 and LPLLC-exp methods are presented as follows:

Algorithm 1. LPLLC-L2 and LPLLC-exp

Input: D= [X1, ....Xr, X/ 41, -, Xn| € 2 "dictionary  matrix
including all samples and the labels of training samples Y.

1. Defining local adaptor -norm for LPLLC-L2 and exponential
adaptor for LPLLC-exp by (24) and (25).

2. Calculating graph structure and edge weights in similarity
graph by (23).

3. Estimating the labels of the unlabeled samplesY,by (15).

Output: labels of the unlabeled samplesY,,.

Second and third stages which are main stages of LPLLC-L2 and
LPLLC-exp algorithms have very simple and analytical solution. So
these two algorithms are linear and extremely simple.

3.3. Label propagation through kernel locality constrained Linear
Coding (LPKLLC)

In this section, by soling LLC algorithm in kernel field, we
introduce a label propagation algorithm based on LLC in kernel
field, which we call LPKLLC. Eq. (16) is rewritten in kernel field as:

. ~
argmin [lp(x)) —D"w |13 +4llp] © w13
Tiny?
st.1Twy=1 (26)

where ¢ is a nonlinear mapping which maps samples from input
space /X into high dimensional feature space. w;” represents weight
vector obtained in the kernel field and D” = [p(X1), p(X2), ..., p(Xn)]
e %" represents dictionary matrix, once information is mapped
into high dimensional feature space &, where L>d is # dime-
nsionality. Also

! ={pf} ., = o) —o()l2} . , is a local

adaptor in kernel field. w;” is calculated in the same manner as
for LPLLC, hence:

W/ =S 1= (c¢+ { diag(p!) }2> 1

R
w; =w; /1" Wj

27)

Since nonlinear mapping ¢ is unknown, (27) is not directly
solvable. So we do the following:

¢ = {pu1" -’} {pexn1™ -’}
= {157 -5 H{ooxn" -’}
—1KG, i1 =K, 1T —1KG, )+ K, ) (28)

in which K(i,j) is defines by ith row and jth column, K(,:)
represents ith row and K(:, j) represents jth column of Gram matrix
which is usually known. Moreover we have:

= diag({]((i, D) +KG.J)—2K.D} 15— n) (29)

Using (27) to (29) we can have w;f’(weigh vector in kernel field).

Algorithm 2. LPKLLC

Input: D=[Xq, ...XXr 11, ..., Xn] € ZP" dictionary matrix
including all samples and training samples labelsY,.

1. Calculating graph structure and edge weights in similarity
graph by (27) to (29).
2. Estimating the labels of the unlabeled samples,Y, using (15).

Output: labels of the unlabeled samplesY,,.

4. Experimental results

In this part of the paper, in order to evaluate the performance of
the proposed algorithms, experimental results on some data bases
are presented. Evaluations are performed on a number of manual
data sets, 3 benchmark datasets of UCI [45], ORL face data base [46],
Extended Yale B (B+) face data base [47] and PolyU 2D-3D Palm-
print data base [48]. Also, to make better comparison for the
performance of the proposed algorithms, a number of classification
algorithms are employed. Among these classification algorithms
there are three graph-based semi-supervised learning algorithms
LNPO6 [16,17], LNPO8 [18] and consistency [15]. Also we have
employed four graph-based semi-supervised learning algorithms
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Fig. 1. Toy dataset 1 (data with same direction distribution): in (a) samples of 3 classes are shown. Test sample marked with “.”. (b-f) show results of test sample

classification using algorithms addressed in this article.

based on SR including [;-graph-SR, [;-graph-NSR [49] and LPSN [44].
We have also used SRC, KSRC and K-NNC algorithms, where the first
two are the basic SR based classification algorithms and the third is
one of the most fundamental classification algorithms. It is notice-
able that in [;-graph algorithm presented in [24], in order to make
edge weights, the constraint of coefficients being non-negative is
hidden inside the cost function. Besides, NSR algorithm is employed
to solve them. We have defined this algorithm in the form of
l;-graph-NSR. Also [-graph-SR is constructed as follows: after
calculating SR coefficients consisting of positive and negative ele-
ments, negative coefficients are considered zero and we have used
the vector as edge weights. This is different from [;-graph main idea
and we call this algorithm, [;-graph-SR.

Since algorithms discussed in this paper are used when training
samples (labeled samples) are small in numbers, we try to consider
the least number of training samples for each class while experi-
menting. Also, due to labeled samples being few, it is not possible to
use methods like cross-validation to find optimal parameters. So an
algorithm with lower degree of sensitivity to its own parameters is
more suitable. Our approach toward the determination of the
optimum parameters is to initially assume that the labels for all test
samples are known, then to execute all the algorithms and to find
their optimum parameters and finally to exploit these parameters as
the optimum parameters for next experiment. This way an algorithm
that performs better than others not only has better classification
performance, but has less sensitivity to parameters adjustment. These
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Fig. 2. Toy data set 2: in (a) samples of 3 classes are shown. Test sample marked with “.” . (b-g) sow results of test sample classification with aim of proposed algorithms in
this paper.
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points are two main advantages for that algorithm. ¢ parameter as in
LPSN is assumed 10 ™%, Also for LNPO8 and consistency a parameter
(0< a< 1) is considered0.99.

We use Principal Component Analysis (PCA) [50] for feature
reduction and MATLAB functions “spgl1” [51] and “I1-Is-nonneg”
[52] respectively to calculate SR and NSR coefficients. Also famous
RBF kernel is used to map samples to high dimensional feature space.

In all experiments, interval [1-9] with distance 1, interval [0.1-
0.9] with distance 0.1, interval [0.01-0.09] with distance 0.01 and
interval [0.001-0.009] with distance 0.001are intervals used to
determine parameters.

After choosing each interval, to find better parameter, search in
smaller distance in its interval is carried. This search method is
known as global to local search strategy [53].

Table 1
Information for data sets used from UCIL.

Data set Number of samples Number of features Number of classes
Wine 178 13 3
Iris 150 4 3
Sonar 208 60 2
Table 2

Mean and standard deviations of recognition rate (%) for 13 algorithms on Wine,
Iris and sonar data sets when 10%, 5% and 20% of samples respectively are chosen
for training and the rest are chosen for testing.

Number of training samples ~ Wine Iris Sonar
Algorithms

LPLLC-L2 7510 +448  92.87 +4.58 83.16 + 5.92
LPLLC-exp 7494 +360 96.16+126  83.66 +4.93
LPKLLC 74.55 + 4.12 94.04 +4.32 6893 +8.49
LPSN 7269 £4.07  90.69 +4.71 73.54 +8.57
LNPO6 68.90+4.22  7532+9.06  63.50 +13.50
LNPO8 50.14 + 6.19 78.70 +4.74  58.77 +4.17
Consistency 55.41 +4.18 83.33 +4.37 51.56 +2.77
Ligraph-SR 7321+3.70 92.78+544 6848 +2.70
L1graph-NSR 74.01 +£4.80  90.05+7.23 70.62 +7.69
SLSR 73.07+3.39 9278 +544 6848 +2.70

4.1. Evaluation on some toy datasets

We introduce two toy datasets and in order to assess the
performance of our proposed algorithms. Figs. 1a and 2a show the
datasets. These datasets include 3 classes of samples, which are all in
the interval of [ -5, 5]. In all the experiments, the best result for each
algorithm is displayed as the result of that experiment. Data set
1 show disadvantages of algorithms based on sparse representation.
In these algorithms, local information is not considered in the coding
process and this causes the algorithms show weak performance in
data classification of the first dataset, although the classification of
these datasets is very simple. Data set 1 shows a very simple example
of data with the same directional distribution. This means samples of
different classes are in the same vector direction. In these conditions,
each sample is represented in term of almost all samples, which
result in less accuracy for classification algorithms based on SR. For
this case, the resulting coefficients vector is no longer sparse and the
application of SR theory is pointless. Data set 2 is mostly used to
show disadvantages of graph based algorithms in which there is a
need to find a proper neighbor's number parameter K. In data set 2,
samples of different classes are sporadic and in a constant parameter
K, no accurate classification is an attainable. So LNPO6 algorithm has
less accuracy than our proposed algorithms. Also in this data set,
each sample is not represented only by a linear combination of
samples in its own class, so SR algorithms are not efficient. LPLLC-L2,
LPLLC-exp, and LPKLLC, by considering local information in coding
process and adaptive determination of the number of neighbors (K),
have better classification accuracy compared to SR based algorithms
and algorithms like LNPO6.

4.2. Evaluation on some benchmark datasets from UCI

In this section of experiments, we evaluate efficiency of
proposed algorithms on 3 benchmark data sets of UCI machine
learning set. Information of data sets used is brought in Table 1.

For data sets Wine, Iris and sonar, 10%, 5% and 20% of samples
are chosen randomly for training and the rest are chosen for
testing. Algorithms are repeated 15 times. Table 2 shows result of
this experiment.

Table 2 shows for Wine data set LPLLC-L2 has better performance
compared to other 12 algorithms. Also, it is seem that for Iris and
sonar data sets LPLLC-exp das better classification rate. Moreover,

Fig. 3. Sample images of one person in ORL face data base.
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Table 3

Mean and standard deviations of recognition rate (%) for algorithms on ORL face data base versus different size of training samples.

Number of training samples 2 3 4 5 6
Algorithms

LPLLC-L2 87.64 +3.18 91.86 +2.39 9522 +1.73 96.70 + 1.01 97.29 + 149
LPLLC-exp 88.94 +3.17 93.21 +2.30 95.81 + 1.32 97.43 + 1.05 97.75 + 1.41
LPKLLC 84.65 4+ 3.58 90.29 +3.19 93.86 + 1.88 96.00 + 1.91 97.04 + 1.35
LPSN 74.69 + 4.42 81.19 £ 2.56 85.11 + 1.87 86.93 + 1.64 87.63 + 1.64
LNP06 58.87 +4.13 66.88 +3.95 83.67 +2.59 88.90 +2.38 91.88 +2.23
Ligraph-SR 88.62 +2.99 92.83 +2.05 95.39 +1.50 96.20 + 1.58 96.96 + 1.33
L1graph-NSR 85.23 +2.79 90.29 + 2.67 93.06 + 2.05 95.30 + 1.71 96.63 + 1.87
SLSR 89.40 +2.81 93.64 + 1.99 95.78 £ 1.79 96.77 +1.13 97.00 + 1.36
SRC 82.44+2.59 89.48 +2.78 93.00 + 1.45 94.87 + 145 95.96 + 1.27
KSRC 84.21 +2.28 90.19 +2.78 9347 + 1.57 9513 £ 1.55 96.08 + 1.22

Table 4

Mean and standard deviations of recognition rate (%) for algorithms on ORL face database versus different noise variances.

Noise variances 0.1 0.2 0.25 0.3 0.4 0.5
Algorithms
LPLLC-L2 87.36 + 1.85 78.64 +£2.20 74.08 + 1.83 64.33 +2.69 55.64 +2.51 4314 + 1.41
LPLLC-exp 89.22 + 1.61 80.44 + 2.16 74.78 + 2.59 64.14 + 2.63 55.58 +2.84 43.94 +1.38
LPKLLC 87.78 +2.21 79.53 +1.77 74.50 + 1.80 65.36 + 2.76 56.92 +2.75 44.08 + 1.33
LPSN 76.00 +2.97 58.39 £3.40 49.81 +1.95 39.00+3.18 31.53+£2.79 21.22 +1.89
LNPO6 87.56 + 1.73 77.25+2.74 69.39 +2.71 57.36 +3.19 42.69 +2.88 30.56 + 1.81
L1graph-SR 84.61+2.15 70.64 + 3.01 62.06 +2.72 48.67 + 2.60 39.89 +2.13 28.08 + 1.40
L1graph-NSR 86.06 + 2.27 80.11 + 1.81 73.56 + 1.74 63.97 +3.20 55.34 +2.50 4317 +1.83
SLSR 7797 +2.29 57.56 £2.78 46.36 +2.42 31.56 +£ 1.75 24.69 +2.42 14.69 + 2.08
SRC 82.69 +2.34 67.22 +2.46 58.53 + 2.69 4492 +2.29 33.03 +2.23 20.42 +2.06
KSRC 85.31+ 191 73.89+2.12 66.61 +2.74 54.50 +2.37 4111 +2.19 30.33+1.99
el
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Fig. 4. Average of recognition rate (%) for algorithms on ORL face database versus different noise variances.

among SR based algorithms, for Wine, Iris and sonar data sets
l;-graph-NSR, SRC and LPSN respectively have better classification
accuracy.

Considering the way required parameters for each algorithm are
determined, it is concluded that algorithms with highest efficiency
rate among other methods, have less sensibility to adjusting their
own parameters, which is considered an advantage.

4.3. Evaluation on face data bases

To evaluate proposed algorithms, in this part of experiment,
ORL and Extended Yale B (B+) face data bases are used.

4.3.1. Evaluate on ORL face data base.

ORL face database consist of 400 face images of 40 people. The
size of each image is 92 x 112 pixels, with 256 gray levels per pixel.
All images are taken against a dark homogeneous background but
vary in sampling time, light conditions, facial expression (open/
closed eyes, smiling/not smiling) and facial details (glasses/no
glasses). Fig. 3 shows sample images of one person.

L images of each person (Le[2-6]) are chosen randomly for
training and the rest are chosen for testing. Due to high dimension
of samples, PCA is used for dimension reduction and number of
feature for each sample is reduced to 110 features. Table 3 shows
average recognition rates and its standard deviations across 15 runs.
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Fig. 5. Sample images of one person in Extended Yale B (B+) face data base.

Table 5

Mean and standard deviations of recognition rate (%) for algorithms versus
dimension, on Extended Yale B (B+) face data base for executing program 15
times when 3 images of each person are chosen randomly for training and the rest
are chosen for testing.

Number of features 10 60 110 160
Algorithms

LPLLC-L2 4484 +2.65 69.13+2.57 71.87+3.57 7241+3.63
LPLLC-exp 4536 +2.85 69.56+2.92 72.22+3.10 72.54+3.46
LPKLLC 42624278 64.12+416 69.48+2.93 69.71+3.08

LPSN 36.71+£215 62.88 +3.03 67.28+3.44 68.29+3.19

LNPO6 1210+2.08 4298 +3.37 5710 +£2.72 5821+3.35
Ligraph-SR 38.65+1.02 6444+3.13 6821+279 69.90+3.58
L1graph-NSR 41.55+2.74 68.26+238 71.21+3.02 71.63+2.89
SLSR 3480+2.75 63.65+244 6706+2.78 69.13+3.57
SRC 3147 +£2.33 46.23+2.64 49.64+2.61 5007 +3.39
KSRC 36.55+235 48.89+221 51.754+3.01 52.06+3.52
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Fig. 6. Average recognition rate for each method versus dimension, on Extended
Yale B (B+) face data base when executing program 15 times, and when 3 images
of each person are chosen randomly for training and the rest are chosen for testing.

Results of this experiment show that while number of training
sample for each class increases, classification efficiency for all
algorithms improve. Also, in fixed and low number of training
samples, SLSR has better efficiency than other algorithms. And as
number of training samples increases, LPLLC-exp outperforms
other algorithms. In all experiments, LNPO6 and LPSN have the
least classification accuracy. Since LPKLLC algorithm is kernel
based, it is expected that its classification rate is higher than other
algorithms, but as optimum kernel parameter needs to be defined
properly in this algorithm and we consider a constant parameter

for it, efficiency is lower. On the whole, based algorithm this
experiment, it is concluded that these algorithms have less
sensibility to adjusting their own parameters, which is an advan-
tage for them.

In order to verify the performance of our proposed methods in
the presence of noise a set of experiments is done on ORL face
database. 4 images of each person are chosen randomly for
training and the rest are chosen for testing. A zero mean Gaussian
noise with different variances (0.1, 0.2, 0.25, 0.3, 0.4, and 0.5) is
added to the data. Experiments on 100-dimensional PCA sub-
spaces are repeated 15 times. Average and standard deviation of
recognition rates obtained from this experiment are listed in
Table 4 and Fig. 4.

According to this table for given variance our algorithms have
better performance quality with regard to other methods. This
table also shows that by increasing the noise variance, the
performance of our methods involve relatively fewer reduction
compared to other algorithms, therefore the suggested methods
have less sensitivity to the sample noise.

4.3.2. Evaluate on extended yale B (B+ ) face data base

The Extended Yale B (B+) Face database contains 16,128
images of 28 human subjects under 9 poses and 64 illumination
conditions. All the face images are manually aligned, cropped, and
then re-sized to 80 x 80 images. Fig. 5 shows sample images of one
person.

We randomly choose 3 images of each person for training and
the rest for testing. Experiments on m-dimensional PCA subspaces
are repeated 15 times where m is 10, 60, 110 and 160. Average and
standard deviation of recognition rates obtained from this experi-
ment are listed in Table 5. Fig. 6 illustrates the average recognition
rates of each method versus dimension.

Below results are taken from Table 5:

(a) Not considering sample dimension and under sane condi-
tion, LLLC-exp and LPLLC-L2 have the best performance. (b) When
feature space has low dimension, LNPO6 is worse than other
methods. (c) l;-graph-NSR is the most efficiency algorithm a
among SR based algorithms. (d) LPLLC-exp and LPLLC-L2 algo-
rithms have less sensibility to adjusting their own parameters.

4.4. Evaluation PolyU 2D-3D palmprint data base

The PolyU 3D Palmprint Database contains 8000 samples collected
from 400 different palms. Twenty samples from each of these palms
were collected in two separated sessions, where 10 samples were
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Fig. 7. Sample images of one person's palmprints in PolyU 2D-3D Palmprint data base.

Table 6

Mean and standard deviations of recognition rate (%) for 8 algorithms on two groups of PolyU 2D-3D Palmprint data base after executing programs for 15 times.

Data Group of images 1
Number of training samples for each class

%10 of sample of each class

Group of images 2
One sample of each class

Group of images 3
Two samples of each class

LPLLC-L2 93.63 +4.04
LPLLC-exp 93.85+ 2.70
LPKLLC 87.81 +4.14
LPSN 82.15+3.38
LNPO6 67.09 + 5.07
L1graph-SR 92.83 +3.37
L1graph-NSR 92.04 +3.31
SLSR 91.93 +3.70

94.84 +0.62 96.40 + 0.83
93.38 + 1.19 95.73 + 1.15
81.11 +2.29 88.93 + 1.56
85.02 +0.79 88.07 +1.93
17.02 +2.25 95.77 +1.18
89.00 + 1.05 93.00 + 1.70
86.98 +0.87 9137 +1.32
87.16 + 0.04 91.47 + 1.68

captured in each session, respectively. The average time interval
between the two sessions is one month. Each sample contains a 3D
ROI (region of interest) and its corresponding 2D ROL However, almost
all the current palmprint recognition techniques use the two dimen-
sional (2D) image of the palm surface for feature extraction and
matching. Hence, in this work, samples of 2D palmprint images for
experimentation. All the face images are manually aligned, cropped,
and then re-sized to 128 x 128 images. Few sample palmprint images
are shown in Fig. 7.

Of this data base 2 group of images are selected. The first group
of images include images of first 20 people of data base where all
20 images (10 from first session and 10 from second session) are
chosen and totally 400 image are considered. Second group of
images include 100 last people in data base where 4 image of each
person is chosen so that 2 images are belonging to first session and
2 images are belonging to second session.

In an experiment on images belonging to first group, 10% of
sample of each class chosen randomly are considered for training
and the rest of samples are for testing.

In experiment on second group, we randomly choose L images of
each person (L e [2,3]) for training and the rest of images for
testing. Experiment on 100-dimensional PCA subspaces, are
repeated 15 times. Table 6 lists average and standard deviation of
recognition rate for each classification method.

Table 6 shows that in experiments on first group of images,
LPLLC-exp and LPSN algorithms are best and worst algorithms.
Also it is seen that in experiment on second group of images
LPLLC-L2 is most efficiency algorithm. On the other hand, LPLLC-
exp and LPLLC-L2 have best classification rate and least sensibility
to adjusting their own parameters.

Of this data base 2 group of images are selected. The first group
of images include images of the first 20 people of data base where
all 20 images (10 from first session and 10 from the second

session) are chosen and totally 400 image are considered. The
second group of images include 100 last people in data base where
4 image of each person is chosen so that 2 images are belonging to
first session and 2 images are belonging to second session.

Of this data base 2 group of images are selected. The first
group of images include images of first 20 people of data base
where all 20 images (10 from the first session and 10 from the
second session) are chosen and totally 400 image are consid-
ered. Second group of images include 100 last people in data
base where 4 image of each person is chosen so that 2 images
are belonging to first session and 2 images are belonging to
second session.

Of this data base 2 group of images are selected. The first group
of images include images of first 20 people of data base where all
20 images (10 from the first session and 10 from the second
session) are chosen and totally 400 image are considered. Second
group of images include 100 last people in data base where
4 image of each person is chosen so that 2 images are belonging
to first session and 2 images are belonging to second session.

In an experiment on images belonging to first group, %10 of
sample of each class chosen randomly are considered for training
and the rest of samples are for testing.

In experiment on second group, we randomly choose L images
of each person (L e [2,3]) for training and the rest of images for
testing. Experiment on 100-dimensional PCA subspaces, are
repeated 15 times. Table 6 lists average and standard deviation
of recognition rate for each classification method.

Table 6 shows that in experiments on first group of images,
LPLLC-exp and LPSN algorithms are best and worst algorithms.
Also it is seen that in experiment on second group of images
LPLLC-L2 is most efficiency algorithm. On the other hand, LPLLC-
exp and LPLLC-L2 have best classification rate and least sensi-
bility to adjusting their own parameters.
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5. Conclusions

In graph-based algorithms based on sparse representation, graph
structure and edge weights are found simultaneously using l;-norm
optimization. Also since Euclidean distance is not used in these
algorithms, they have less sensibility to noise. On the other hand, in
these algorithms number and degree of similarity of samples to each
other using SR theory is determined adaptively and there is no
parameter to determine number and degree of similarity between
neighbors, so efficiency of these algorithms are much higher than
graph-based algorithms. Although sparse representation has advan-
tages, does not consider local information in coding process and its
solution requires a time consuming and heavy optimization process.
In this paper 3 new label propagation algorithms LPLLC-L2, LPLLC-
exp and LPKLLC are presented where the first 2 are linear algorithm
and the third is a nonlinear algorithm in kernel space. In our
algorithms unlike sparse representation based algorithms local info-
rmation of samples are used in coding process. Also in this algo-
rithms like SR based algorithms number and degree of similarity for
neighbors of each sample are determined adaptively hence classifi-
cation accuracy is higher.

To make better compression for proposed algorithms efficiency, a
large number of related algorithms are investigated. Result of
experiments on 3 toy data sets, 3 benchmark data sets from UCI,
two face data bases and a biometric data base show that our
algorithms have higher classification rate compared to other algo-
rithms. Moreover due to the method used in choosing parameters in
each algorithm, it is fair to say that our algorithm have less sensibility
to these parameters and this is another advantage for our algorithms.
In future we will focus on our algorithms in applications such as
target detection and visual tracking.
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