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Abstract

Distance metric plays a key role in grouping superpixels
to produce object proposals for object detection. We ob-
serve that existing distance metrics work primarily for low
complexity cases. In this paper, we develop a novel distance
metric for grouping two superpixels in high-complexity sce-
narios. Combining them, a complexity-adaptive distance
measure is produced that achieves improved grouping in
different levels of complexity. Our extensive experimenta-
tion shows that our method can achieve good results in the
PASCAL VOC 2012 dataset surpassing the latest state-of-
the-art methods.

1. Introduction

Object Proposals has become indispensable for object
detection, providing the latter with a set of image regions
where objects are likely to occur. A proposal generator
should produce an ideal number of candidate bounding
boxes to include most observable objects (high recall) in
a considerably short time (high efficiency).

Currently, the mainstream methods [19, 2] partition the
image into hundreds of superpixels, and then group them
under certain criteria to form object proposals. This strategy
is reasonable because an image object is composed of a set
of superpixels (or in fact, pixels). Much research has there-
fore been dedicated to seeking a better superpixels grouping
strategy.

A powerful distance metric is conducive to acceptable
grouping of superpixels regardless the grouping strategies
(e.g., greedy grouping, cluster-based grouping [17]). In
conventional methods [19], the distance metric computes
the difference between two superpixels in terms of an ag-
gregate measure. That is, all the elements (superpixels) par-
ticipate in calculating the measure. Take color cue as an
example [19]. Color histograms are computed to represent
a superpixels set which involves all superpixels in the set.

While existing distance metrics are well suited to low-

Figure 1. Color distance metrics. (a) The mean color is well be-
haved to delineate low-complexity superpixels, but (b) such ag-
gregate measure fails to reflect the distance between two high-
complexity superpixel sets.

complexity superpixels grouping, they become less effec-
tive in high-complexity grouping scenarios. Figure 1(a)
shows that a typical low-complexity case. Here, the aggre-
gate measure, mean color, can adequately capture the dis-
tance between the two superpixel sets. In a typical high-
complexity case, however, as shown in Figure 1(b), while
the mean color of the two superpixel sets are significantly
different, it is still reasonable to group them into a single
proposal, since the two superpixel sets can be well con-
nected by superpixel A and B. Typical aggregate measures
fail to capture the inherent complexity when the superpixel
set contains highly diversified elements.
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The lesson learned from the above example is twofold:
(1) the distance metric should be adaptive to the complex-
ity of superpixel sets, and (2) a new distance metric is re-
quired for high-complexity superpixel sets. For example,
while exceptions exist if we consider the minimum distance
between two elements from the respective adjacent super-
pixels, which are A and B in this example and the distance
is small here, the two superpixel sets will be merged to form
a single proposal.

In this paper, we contribute a novel distance metric for
grouping two superpixel sets which is adaptive to their com-
plexity. Specifically, our distance metric combines a “low-
complexity distance” and a “high-complexity distance” to
make it adaptive to different complexity levels. Extensive
experiments have been carried out on the Pascal VOC 2012
dataset. The results show our method can achieve a better
recall performance compared with state-of-the-art methods.

2. Related Work
Efficient segmentation [14] [12] and superpixel compo-

sition [11] algorithms have given rise to the design of novel
detection proposal methods that recently achieved state-of-
the-art performance [3] [21]. Sliding window, as the initial
solution for generating candidates location, [7] [10], per-
forms an exhaustive search in all image locations for identi-
fying the object. Although high detection performance is re-
ported, they fall short of the efficiency requirement since the
number of examined windows can reach 106. In practice, an
object proposal can be represented as either a bounding box
or a segmented region. One can refer to [15] for an extended
review and performance evaluation of object proposal meth-
ods.

Bounded Boxes Initially, the bounded box process has
been evaluated in [13] for incorporating possible detected
objects synthesized from grouping pixels. The term “ob-
jectness” has been introduced in [1] quantifying the exis-
tence of an object within the tested window / box. Follow-
ing [1], in [2], the authors infer objectness based on a score
output from a bayesian framework that combines multiple
image cues such as multiscale saliency, color contrast, edge
density, and superpixels straddling. Selective search [19] is
an efficient algorithm widely applied to achieve good time
performance while maintaining high recall. Inspired by se-
lective search, [16] proposed randomized low-level merg-
ing based also on learning weights. Bing [6] applied a sim-
ple linear classifier over edge features trained in a sliding
window manner and achieve state-of-the-art time perfor-
mance in high efficiency. Recently, Edge Boxes [21] justi-
fied that their a score based on edges wholly enclosed within
a bounding box can lead to high recall and fast results.

Segmented Regions Apart from object proposals repre-
sented as bounding boxes, a number of works introduced
the segmentation-wise proposals. CPMC, introduced in [5],

a process that generates overlapping segments iteratively
initialized by diverse seeds, manage to reduce to 10.4 object
proposals per image. CPMC [5] uses 34 features (related
to graph, region, Gestalt properties) and complements with
SIFT, HOG, etc, and the random Forest regressor based on
largest overlap with ground truth, followed by reranking us-
ing MMR to suppress redundant and similar segments to re-
port high-saliency object segments. Following the spirit of
CPMC, [9] applies an hierarchical segmentation along with
a learned regressor that detects boundaries between surfaces
with different orientations, in contrast to [5] that sets the
image border to the background. In [17], selective search is
applied for merging superpixels and then CPMC for further
merging resulting to the final segments. Rigor algorithm,
also based on CPMC, manages to achieve high quality seg-
ments by reducing at the same time the computational cost
minimizing heavy computations. [3] achieved high recall
and efficiency by speeding up the eigenvector estimation
for contour globalization that made it possible to extend
also the searching space combined from multiscale regions.
[20] applied category-dependent shape prior to accurately
localize objects. [18] proposed training a cascade boundary
classifiers to adopt to the segmentation scale. Recently, [4]
took advantage of the PageRank algorithm for hierarchical
merging; a set of candidate regions (up to three) is gener-
ated followed by a selection stage for removing most of the
segments.

Although the majority of segmentation-wise object pro-
posal methods output high quality segmentation masks,
their computation cost is high compared to bounding box
methods. In addition, Markov Random Field based segmen-
tation methods [5] [17] generate segmented region propos-
als based on initial seeds, which makes it difficult to cap-
ture the characteristics of the whole object. Although our
method has similar philosophy to [19] by considering the
hierarchical structure to form proposals, we clearly differ-
entiate from [19] in the following: (1) our grouping pro-
cess is not limited to local neighboring superpixels; instead
we consider a graph distance for regularization thus allow-
ing disjoint segments to merge; (2) the iterative propaga-
tion of low level features applied in [19] is avoided during
superpixels merging; (3) we use a more efficient approach
where feature distance between each initial element is ini-
tially computed and updated cheaply throughout the clus-
tering procedure.

3. Our Approach
In this section, we introduce our complexity-adaptive

distance. We adopt the grouping scheme of [19]. Initially,
a number of superpixels are generated by applying the effi-
cient segmentation method [11]. In each iteration, two su-
perpixel sets with the smallest distance are merged. How-
ever, different from [19], low-level features (histogram) are



not propagated during superpixel merging. Our main contri-
bution is the introduction of a novel approach that efficiently
computes superpixel distance. Thus, we focus on our design
in the following: first, the basic distances are presented.
Then, our new low-complexity and high-complexity dis-
tances will be detailed. Finally, we discuss our complexity-
adaptive distance based on low and high-complexity dis-
tance.

3.1. Basic Distance

In this section we introduce a number of basic distance
metrics which will be a part of our low-complexity and
high-complexity distance functions.

Color and texture feature distance Color and texture are
important low-level features for describing regions; objects
or individual parts with uniform appearance share similar
colors and textures. For color feature, we obtain a normal-
ized one-dimensional color histogram hc, with 20 bins per
color channel. For texture, we take Gaussian derivatives in
eight orientations forming a normalized texture histogram
ht with 10 bins for each orientation per color channel. The
distance of color and texture histograms dct between super-
pixel i, j is measured using L1 distance and then summed
together:

dct(i, j) = ‖hc(i)− hc(j)‖+ ‖ht(i)− ht(j)‖ (1)

Graph Distance Although our algorithm does not restrict
grouping exclusively local neighboring superpixels, incor-
porating spatial affinity is still useful for preserving the in-
trinsic image hierarchy. Therefore, we use graph distance
to regularize the grouping process to prefer spatially close
superpixels. We construct a connectivity graph G based on
our initially segmented superpixels from [11]. The graph
distance for each pair of nodes dg(i, j) is obtained via the
Floyd-Warshall algorithm with the edge weight set to 1 and
each node corresponding to a single superpixel. The graph
distance Dg between each set of superpixels Sm, Sn can be
defined as

Dg(m,n) = min{dg(i, j)|i ∈ Sm, j ∈ Sn} (2)

While enforcing spatial affinity is significant for group-
ing homogeneous segments at low-complexity level, the
weight of the graph distance should decrease accordingly
with increasing complexity to achieve non-local affinity. By
searching in a larger area beyond a local region, highly-
complex object segments with disjoint but similar parts are
more likely to be grouped together. Moreover, non-local
search makes it more robust against occlusion. Thus relax-
ing the spatial constraints upon grouping larger superpixel
set is beneficial. As will be shown, in practice, we execute
a cascade of spatial constraint strengths to encourage differ-
ent diversity during hierarchical grouping.

Edge cost Edge cost measures the edge responses along
the common border of the segments. The initial edge mapE
is generated using the Structured Edge algorithm [8]. The
edge cost for each neighboring segments is calculated by
summing up the edge responses within the common bor-
der pixels and then normalized by the length of the com-
mon border. Disjoint segments are set to have zero edge
response. Denote the common border pixels set as li,j , then

de(i, j) =

{
1
|li,j |

∑
p∈li,j E(p) if |li,j | 6= 0

0 otherwise
(3)

The edge cost between two sets of superpixels is

De(m,n) =

{∑
i∈Sm,j∈Sn

|li,j |de(i,j)∑
i∈Sm,j∈Sn

|li,j | if
∑
i∈Sm,j∈ li,j 6= 0

0 otherwise
(4)

Edge response is typically weak within homogeneous re-
gions while relatively strong between incoherent segments
or superpixels. As will be detailed in the following, we set
a large weight for edge cost for low-complexity segments,
and adaptively adjust the weight according to the superpixel
set complexity.

3.2. Low and High-Complexity Distance

Given a superpixel, we should consider its distance dif-
ferently depending on its complexity. We first detail the
design and then discuss the rationale behind it.

Consider two super-pixel set Sm and Sn, we define the
nearest and farthest pairwise distance as,

Dmin(m,n) = min{dct(i, j)|i ∈ Sm, j ∈ Sn} (5)

Dmax(m,n) = max{dct(i, j)|i ∈ Sm, j ∈ Sn} (6)

Dmax andDmin can be used to indicate respectively the low
and high-complexity distance of two given superpixel sets.

A small Dmax indicates that all the elements in the two
sets are similar, meaning that they are of low complexity.
Thus Dmax suits for low-complexity region merging. In
contrast, a smallDmin means that the two sets are connected
by at least two elements from the respective two superpixel
sets. Therefore, a small Dmin is a reasonable indicator for
merging in high-complexity scenarios.

Figure 2 gives an example how these two distances inter-
act and contribute in different complexity levels. Initially,
the three superpixel sets A,B, and C are of high complex-
ity level. The background wall is more similar to the baby’s
head than his clothes in terms of color and texture. Using
the minimum Dmax will result in merging the head with
background wall. On the contrary, Dmin will link part of
head to the hand allowing a more semantic grouping.

By combining Dg(m,n) and De(m,n), our low-
complexity distance DL and high-complexity distance DH
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Figure 2. (a) Superpixels. (b) three sets A, B, and C are indicated
by green, yellow, blue superpixels. (c) Dmax (d) Dmin. Set B
will be merged through searching for minimum Dmax. However
B is closer to C in terms of the minimum Dmin which produces
an accurate semantic grouping.

are respectively given by

DL(m,n) = Dmax(m,n) +De(m,n) +Dg(m,n) (7)

and
DH(m,n) = Dmin(m,n) + bDg(m,n) (8)

Here, the graph distance Dg(m,n) serves as the spa-
tial constraint to prefer merging spatially close segments
at the beginning. Then, we will reduce the influence of
Dg(m,n) in the high-complexity distance by multiplying
a factor b, 0 < b < 1, which serves as a lower bound of the
spatial constraint.

In practice edge response is mostly weak inside homo-
geneous regions but strong between dissimilar segments.
Thus, it is more useful to group coherent segments in low-
complexity level than in high-complexity level, which ex-
plains that De(m,n) is used only in DL.

3.3. Complexity-Adaptive Distance

By combining the low and high complexity distance and
complexity level factor ρn,m, we define the complexity-
adaptive distance as

Dtotal = ρm,nDL + (1− ρm,n)DH + ηDs (9)

Here Ds is defined as

Ds(m,n) = rm + rn (10)

where rm and rn are the respective sizes of super-pixels m
and n. In the bottom-up hierarchical grouping methods [19,
16], this size term plays an important role in ensuring that
small-sized superpixels will be merged first. In practice η is
set to 2.

The function ρ(m,n) indicates the complexity level of
two setsm and n; we denote the element number of two sets
respectively as Tm and Tn, and the total number of super-
pixels as T . Due to the reason that superpixels are mostly
homogeneous regions, we can use the superpixel number to
indicate the complexity level. We define

α = − log2
Tm + Tn

T
(11)

ρm,n = (1 + exp(−α− λ
σ

))−1 (12)

where α represents the complexity level and λ controls the
boundary of different complexity levels. Since the super-
pixel number of each set grows exponentially, we use loga-
rithm representation here. The σ parameter affects the tran-
sition smoothness. In our experiments σ is set to 0.1. We
found that changing σ does not significantly affect the ex-
perimental results. When α = 0 the merged output is the
whole image, which corresponds to the highest complexity
level. The upper bound of α is determined by the total num-
ber of superpixels T so it may vary depending on images.

3.4. Proposals ranking

The proposals produced above may contain a large num-
ber of redundant regions, such as single superpixel within
the background. To prune the proposals which are un-
likely object candidates, we compute a score for each output
bounding box. The score is calculated based on edge evi-
dence, which is powerful for indicating the existence of an
object. Many bounding box proposal methods [8] [1] [6]
also use edges as the main cue for searching object con-
tours.

We make use of the edge cost of neighboring segments.
Suppose proposal p is formed by set Sp, then the score
is computed as the summation of the edge cost on outer
boundary, and then normalized by its length:

score(p) =

∑
i∈Sp,j /∈Sp

|li,j |de(i, j)
(
∑
i∈Sp,j /∈Sp

|li,j |)κ
(13)

where κ is set to be less than 1 to favor larger windows.
The output proposals are ranked based on their scores in
descending order.



HSV Lab Combination
MABO 0.798 0.788 0.814
AUC 0.590 0.572 0.616

Table 1. Comparison of performance in different color spaces in
terms of mean average best overlap (MABO) and area under curve
(AUC).

4. Experiments
In this section we demonstrate the performance of our

method when compared to the-state-of-the-art algorithms.
Similar to [16] [17] [3], we evaluate our algorithm’s per-
formance on the PASCAL VOC 2012 dataset. The dataset
contains 11540 images and 27450 objects in 20 different
categories.

The accuracy of bounding box proposals is typically
measured by the Intersection over Union (IoU) measure.
The IoU is defined as the intersection area of the box pro-
posal and the ground-truth box divided by the area of their
union. In PASCAL VOC and ILSVRC object detection, an
IoU threshold of 0.5 is used to indicate successful detection.
In our experiments, we compute the recall as the fraction of
ground-truth objects with the best IoU above a predefined
threshold. While the recall is largely related to the number
of proposals, we rank the candidate boxes by the scores, and
discard low-ranked boxes to better handle box numbers.

Two measurement criteria are used for overall per-
formance evaluation: the Mean Average Best Overlap
(MABO), introduced in [19], corresponds to the mean value
of average best overlap considering all object categories,
while the Area Under Curve (AUC) is the total area under
the “recall versus IoU threshold” curve [21] [15]. Both mea-
sures are adequate to reflect the overall quality of the results
for a given number of candidates.

4.1. Color space

According to [19] [16], multiple color spaces are helpful
since each color space has a distinct invariance property for
lighting conditions. A combination of complementary color
spaces tends to produce higher quality results. In this paper,
we examine the HSV and Lab space and their combination
on an average number of about 2200 proposals. As shown
in Figure 3 and Table 1, operating in the HSV space pro-
duces better performance than in the Lab space; however,
their combination achieves the best performance than each
individual color space. In our experiments we thus utilize
color spaces combination to improve proposal quality.

4.2. Low and High Complexity Distance

We examine the algorithm’s performance on using in-
dividual low-complexity distance, a low-to-high transition
strategy, and their combination as well. According to Eq. 12
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Figure 3. Evaluation of performance in different color space using
2200 candidates.
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Figure 4. Evaluation of performance on applying different distance
metrics using 2000 candidates.

Complete Transition Combination
MABO 0.804 0.793 0.813
AUC 0.597 0.579 0.615

Table 2. Comparison of performance using different distance met-
rics in terms of MABO and AUC.

λ handles the transition. We can adjust λ to control the
transition from low and high complexity; if λ is set to 0,
then ρm,n is close to 1 for most complexity levels resulting
in major contribution by the low level complexity distance
DL; if λ is set to a large value, e.g., λ = 10, then DH will
become dominant.

In this experiment we compare the results of λ = 0,
λ = 6 and the combination of both. The reason we choose
λ = 6 is that the typical range of the total number of ini-
tial superpixels is 300–500. The “threshold” at which a set
of superpixels switches from low to high complexity level is
about 5–10. It is typically larger than the superpixel number
in a homogeneous region. For combination, we concatenate
both results and select highly-ranked candidates.

Figure 4 and Table 2 show the results. The average
number of candidates tested is 2000. We can see that the



0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

IoU overlap threshold

R
ec

al
l

CA1
CA2
SS
MCG
EB
SPA

0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

IoU overlap threshold

R
ec

al
l

CA1
CA2
SS
MCG
EB
SPA

0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

IoU overlap threshold

R
ec

al
l

CA1
CA2
SS
MCG
EB
SPA

(a) (b) (c)

0 500 1000 1500 2000 2500 3000
0

0.2

0.4

0.6

0.8

1

Number of proposals

R
ec

al
l

CA1
CA2
SS
MCG
EB
SPA

0 500 1000 1500 2000 2500 3000
0

0.2

0.4

0.6

0.8

1

Number of proposals

R
ec

al
l

CA1
CA2
SS
MCG
EB
SPA

0 500 1000 1500 2000 2500 3000
0

0.2

0.4

0.6

0.8

1

Number of proposals

A
re

a 
un

de
r r

ec
al

l

CA1
CA2
SS
MCG
EB
SPA

(d) (e) (f)

Figure 5. Comparison of our method with various state-of-the-art methods, Selective Search [19], MCG [3], EdgeBox [21] and Rantalankila
[17]. CA1 and CA2 respectively denote the two settings of our parameters. (a)–(c) are the recall vs intersection over union (IoU) threshold
curves using different number of proposals, i.e., 500 proposals for (a), 1000 proposals for (b) and 2000 proposals for (c). (d) and (e) are the
recall vs candidate number curves under IoU threshold of 0.5 and 0.8, respectively. (e) is the area under curve (AUC) vs candidate number.

transition strategy works better than using individual low-
complexity distance, while their combination can surpass
both. The basic reason for combining both individual and
the transition strategy is to make our system robust to cases
where the nearest pairwise distance Dmin may result in
false grouping, i.e., a scene with multiple objects with sim-
ilar appearance that are close to each other; the greedy
searching strategy for partially similar segments may first
group similar parts of different objects which will lead to
an irreversible error. This undesirable situation justifies
that the two strategies are complementary to each other and
should work in synergy to achieve high-quality results.

4.3. Comparison with State-of-the-Art Methods

In this section, we compare our complexity-adaptive dis-
tance algorithm to the following state-of-the-art methods
[19] [17] [3] [21]. Two groups of evaluation are set: The
top row in Figure 5 shows the recall versus IoU threshold
curve for different number of proposals. The bottom row
of Figure 5 shows the recall under varying number of pro-
posals at a given IoU threshold. To control the candidates
number to a specific value for the examined methods [19]
[17] [3] [21], we refer to [15] and apply similar approaches:

1. Selective Search [19] returns a randomized priority.
The bounding boxes are ranked by priority and highly
ranked ones are selected as the evaluation set.

2. MCG [3] returns sorted proposals. The first n candi-
dates are selected as the evaluation set.

3. Rantalankila [17] has no parameters to control the out-
put proposal number. We choose the first n proposals
as evaluation set.

4. Edgebox [21] returns the scores of candidates. High
scoring proposals are selected as the evaluation set.

For comparison, we use two different settings in our
method. Recall that b is the lower bound of spatial con-
straint. In the first setting CA1, we set λ = 0, 6 and
b = 1, 0.4 to diversify the spatial constraints. This setting
results in a number of 4 branches producing on average a
total of 3000 candidates. In the second setting CA2, we set
λ = 0, 3, 6, 9 and b = 1, 0.7, 0.4 to expand the diversity.
As a result it produces an increased number of candidates
totaling 3760. Notice that despite its number of branches
is increased to 12, most of the output bounding boxes are
duplicates and thus filtered out. To obtain a larger proposal



500 Candidates 1000 Candidates 2000 Candidates
Methods MABO AUC MABO AUC MABO AUC time

Selective Search [19] 0.771 0.517 0.799 0.562 0.812 0.585 5.4
MCG [3] 0.757 0.510 0.782 0.547 0.802 0.578 33.4

EdgeBox [21] 0.755 0.520 0.782 0.559 0.798 0.585 0.3
SPA [17] 0.736 0.487 0.776 0.545 0.800 0.583 16.7

CA1 0.768 0.517 0.809 0.585 0.836 0.631 6.3
CA2 0.775 0.536 0.812 0.597 0.840 0.647 22.6

Table 3. Comparison results of MABO and AUC using 500, 1000, and 2000 candidates; CA1 and CA2 respectively are the two parameter
settings used in our method. Running time of all the methods are also shown.

number, the selection of color spaces and parameter settings
should be extended.

From Figure 5, we can see both CA1 and CA2 settings
improve significantly for higher IoU values and larger num-
ber of boxes. The high values of MABO and AUC indicate
that our method generates more accurate candidate boxes
compared to the other tested algorithms, which is a desir-
able property in object detection. For the case of small
number of boxes, our performance slightly drops at low IoU
with small candidate number; the reason is that inaccurate
bounding boxes have weaker edge response along the seg-
ment boundary, which leads to low ranking score thus mak-
ing them unlikely to be chosen. On the contrary, the high
IoU performance is greatly boosted by the combination of
multiple strategies. Selective Search [19] and Edgebox [21]
perform quite well for low IoU candidates, but they degen-
erate rapidly with the increase of IoU threshold. MCG[3]
and Rantalankila’s method [17] achieve competitive accu-
racy at high IoU threshold owing to their segmentation-
based property. However at low IoU they are not able to
achieve high recall even with considerable large number of
proposals.

Table 3 tabulates the MABO and AUC results of all the
tested methods using 500, 1000 and 2000 candidates where
our algorithm’s efficiency is also compared to the-state-of-
the-art methods. Although not equally efficient as [21], our
method still produces high-quality results with acceptable
execution time comparing to [17] [3]. However, we note
that different branches may share parts of the process when
grouping low complexity level, thus it is possible to design
a more efficient scheme to manage the grouping process to
achieve a significant reduction in running time, which is our
future work to pursue.

We further visualize the recall values for each of the 20
categories in Figure 6. For fair of comparison, the aver-
age number of output proposals are set to be 2000 for all
the methods we tested earlier. The overlap threshold is set
to be 0.8. It can be observed that our method reaches the
highest recall for almost all of the categories, with either or
both parameter settings. This result shows the robustness
and generality of our complexity-adaptive distance mea-
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Figure 6. Evaluation of performance on applying different distance
metrics using 2000 candidates.

(a) (b) (c) (d)

Figure 7. Example of success and failure cases of applying our
complexity-adaptive distance. (a,c) show results with only low
level distance and (b,d) are produced through combining low and
high level distance. In (a) the hoof is not included, but is suc-
cessfully enclosed in (b). In (c) local searching produces accurate
bounding box. However in (d) the daddy’s face mistakenly appears
in the baby’s bounding box, due to the fact that multiple complex
objects co-exist and interfere with each other.

surement for different objects. The leftmost bars show the
overall recalls. Note that the overlap at 0.8 is challenging,
and so we believe our method can benefit object detection
task with better localization. We further test our algorithm
on BSDS dataset and also achieve state-of-the art results.
All the figures are included in supplementary material.



Figure 8. Sample candidates produced by our method. Green bounding boxes are ground truth and red ones are proposals with the highest
IoU scores, marked at the top-left corner of each box.

5. Conclusions and Future Work

In this paper, we introduced a novel method for comput-
ing complexity-adaptive distance between superpixel sets.
Based on the hierarchical grouping structure, superpixels
are hierarchically merged based on a new distance metric.
To adapt to objects with distinct complexity, low and high
complexity level distance are computed. A complexity level
factor is measured to adjust the combination ratio of low
and high level distance. Through complexity-adaptivity we
can achieve highly accurate bounding box candidates for
a great variety of objects. Our algorithm has been exten-
sively tested on the VOC PASCAL 2012 dataset and re-
ported state-of-the-art performance, surpassing the latest
state-of-the-art methods in the examined cases. In addi-
tion, our simple and novel distance measurement manages
to keep the running time practical for real applications.

In the future we will seek ways to accelerate our meth-
ods. Currently, the candidate boxes produced by differ-
ent branches (settings) contain a large number of redun-
dant and duplicate proposals. We believe there is a great
potential in reducing the time cost by letting different
branches share part of the processes while merging low
level segments. Another concern is to apply our method
in object detection task to testify its effectiveness. In the
recent ILSVRC 2014, most of proposal-based detection
systems, especially those based on RCNN, require high-
quality object proposal candidates. Since our approach pro-
vides more accurate bounding box than the widely-adopted
[19], we believe this work can further improve the perfor-
mance of these detection systems. The executables of the
new distance metric will be available in the project page
http://www.cse.ust.hk/∼yxiaoab/cvpr2015/CADM.html.
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