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Adaptive Carrier Interferometry MC-CDMA
S. Sureshkumar, Ha H. Nguyen, Senior Member, IEEE, and Ed Shwedyk

Abstract—An adaptive carrier interferometry (CI) scheme
is proposed for multicarrier code-division multiple-access
(MC-CDMA) systems where it is assumed that there is a feedback
channel between the receiver and the transmitter. By exploiting
the additional degree of freedom in selecting the amplitudes of
the subcarriers in accordance with the channel condition, the
proposed scheme attains a significant performance gain over
the conventional CI-MC-CDMA systems in which a constant
amplitude is set for all the carriers. Two adaptation strategies,
namely 1) local adaptation and 2) global adaptation, are consid-
ered for estimating the appropriate subcarrier amplitudes at the
receiver in the proposed systems. Both single-user adaptation,
where the other users do not adapt, and multiuser adaptation, in
which all users adapt, are investigated. A further advantage of the
proposed scheme is that it eliminates the peak-to-average power
ratio problem present in the conventional CI-MC-CDMA systems.

Index Terms—Adaptive algorithms, interferometry codes,
multicarrier code-division multiple access (MC-CDMA), multiple
access interference, peak-to-average power ratio (PAPR).

I. INTRODUCTION

FOR FUTURE high-data-rate wireless applications, mul-
ticarrier code-division multiple access (MC-CDMA) has

emerged as the most promising multiple access scheme due
to its numerous advantages over conventional direct-sequence
CDMA (DS-CDMA) in both uplink and downlink communi-
cations. Several types of MC-CDMA have been proposed in
the literature [1]–[5], which can be categorized into two main
groups, namely 1) MC-CDMA, where spreading is done in
the frequency domain [1], [5] and 2) MC-DS-CDMA, where
each parallel transmission constitutes a time-domain spread-
ing [2]–[4]. Although both groups have similar advantages,
MC-DS-CDMA employs a smaller number of carriers com-
pared to MC-CDMA. On the other hand, MC-CDMA exploits
frequency diversity in frequency-selective fading channels [6].

Although promising, the performance of MC-CDMA sys-
tems is limited by the multiple access interference (MAI),
which is similar to conventional DS-CDMA systems. For
a given total bandwidth and number of users, the level of
MAI in an MC-CDMA system is influenced by the following
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factors: 1) the number of carriers, 2) the carrier spacing, and
3) the users’ signature waveforms [7]. It then follows that when
the number of carriers and the carrier spacing are also fixed,
the MAI is only determined by the set of users’ signature
waveforms.

It is relevant to point out that the signature waveforms
in both MC-CDMA and traditional DS-CDMA systems are
constructed as linear combinations of a given set of orthonor-
mal basis functions. Any specific weighting coefficient vec-
tor is generally referred to as the signature sequence. The
orthonormal basis functions are commonly chosen to be the
delayed versions of a Nyquist pulse (called the chip pulse or
chip waveform), whereas the signature sequences are binary
sequences (i.e., the weighting coefficients are +1 or −1). The
use of other basis functions and/or signature sequences to min-
imize the MAI in traditional DS-CDMA systems is studied in
[8] and [9].

To date, most MC-CDMA systems adopt signature se-
quences that were previously devised for DS-CDMA systems.
In [10], a thorough analysis and comparison of existing spread-
ing codes, including the Hadamard-Walsh, Gold, orthogonal
Gold, and Zadoff-Chu sequences, is presented for MC-CDMA
systems. More recently, a new family of spreading sequences,
known as carrier interferometry (CI) codes, has also been
introduced specifically for frequency-spreading MC-CDMA
systems [11]. The CI codes, which are of length N , have a
unique feature that allows an MC-CDMA system to support
N users orthogonally and, as the system demand increases, to
accommodate up to an additional N − 1 users pseudoorthogo-
nally. Moreover, there is no restriction on the length N of the
CI codes (i.e., the length N can be any integer), making it more
robust to the diverse requirements of the wireless environment.

Essentially, the CI codes are designed by appropriately vary-
ing the phases of the orthogonal carriers while assuming a con-
stant amplitude for all carriers. Allowing both the amplitudes
and phases of the carriers to be changed provides an additional
freedom to design the signature waveforms for MC-CDMA
systems. While such a design still preserves all the properties of
CI codes, it can provide performance enhancement by adapting
the carrier amplitudes according to the condition of the fading
channel. Signature sequence adaptation in fading channels has
been extensively studied for traditional DS-CDMA systems via
transmitter/receiver optimization under different performance
criteria [12]–[17]. A similar adaptation strategy is studied for
MC-DS-CDMA systems in [18] by varying the carrier powers
of each user.

The system of interest in this paper is an MC-CDMA over
a multipath-fading channel. Given the system’s total bandwidth
and transmission power, the objective is to adapt the amplitudes
of the orthogonal carriers according to the channel condition to
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optimize the system performance. Because the phases of the
sinusoidal carriers are also defined in [11], the CI property still
applies, and hence, it is appropriate to refer to the proposed MC-
CDMA scheme as adaptive CI-MC-CDMA (ACI-MC-CDMA).
For simplicity, it is assumed that there is an ideal feedback
channel to transmit the updated carrier amplitudes from the
receiver back to the transmitter. A minimum mean-square-error
(MMSE) receiver is also assumed. The signal-to-interference-
plus-noise ratio (SINR) will be used as the performance index
at the output of the MMSE receiver.

The carrier amplitude adaptation can be performed in either
carrier-based or user-based mode. In carrier-based adaptation,
the amplitude of each carrier is adapted by maximizing the
SINR corresponding to that carrier. On the other hand, user-
based adaptation maximizes the overall SINR, which is the sum
of SINR of all carriers. In this paper, only user-based adaptation
is considered. Two algorithms, namely 1) local adaptation and
2) global adaptation, are examined for user-based adaptation.
These algorithms are implemented based on the technique
presented in [17].

In local adaptation, an individual user is allowed to adapt
his/her own carrier amplitudes to optimize his/her own perfor-
mance, without considering the performance of other users in
the system. Because the signals from other users are treated as
noise, the performance criterion for this adaptation strategy is
the SINR of that particular user. This type of strategy is well
suited for situations where each user needs to achieve a different
quality of service, as typical in multimedia wireless commu-
nications as well as multirate communications. Although this
adaptation is applicable for both uplink and downlink com-
munications, it is more appropriate for the downlink, where
other users’ information is not generally available at a particular
user’s receiver.

In contrast, global adaptation updates each user’s carrier
amplitudes in order to optimize the overall system performance.
Hence, the total mean square error (or equivalently, the average
SINR of all users) is a suitable performance criterion. Because
overall system performance is the objective in this adaptation,
global adaptation is more appropriate for uplink communica-
tions, where all the users’ information is generally available at
the receiver. This scheme is applicable in downlink commu-
nications as well, where different groups of users’ operate at
different data rates.

The paper is organized as follows: Section II describes
the system model under consideration. Section III establishes
the optimization problems and also provides the solutions.
Section IV illustrates the performance of the proposed
ACI-MC-CDMA systems and compares it with that of the
conventional CI-MC-CDMA systems studied in [11]. Finally,
conclusions are drawn in Section V.

II. SYSTEM MODEL

This section describes the model of the MC-CDMA systems
considered in this paper. Assume that there are K users. Each
user employs N subcarriers to transmit information over a
channel of bandwidth BT . The N subcarriers are overlapped
with carrier spacing ∆f = 1/Tb, where Tb is the bit duration.

Fig. 1. PSD of an MC-CDMA system.

It follows that the number of subcarriers N is related to BT

and Tb as

N = BTTb − 1. (1)

Observe that for a fixed bit duration (i.e., fixed bit rate), the
number of carriers is limited by the total system bandwidth
BT . Fig. 1 illustrates the power spectral density (PSD) of the
MC-CDMA system under consideration.

The complex baseband transmitted signal of the kth user can
be expressed as

Xk(t) =
∞∑

n=−∞
bk(n)sk(t− nTb) (2)

where {bk(n)} is the binary data sequence of the kth user,
which is modeled as a sequence of independent and identically
distributed (i.i.d.) random variables taking values in {+1,−1}
with equal probability. For the MC-CDMA systems considered
in this paper, the signature waveform sk(t) of the kth user is
constructed as follows:

sk(t) =

[
N−1∑
m=0

c
(m)
k ejm(2π∆ft+∆Θk)

]
φ(t)

=

[
N−1∑
m=0

s
(m)
k (t)

]
φ(t) (3)

where φ(t) is a unit-energy chip pulse limited to [0, Tb] and
s
(m)
k (t) = c

(m)
k ejm(2π∆ft+∆Θk). Note that the set of wave-

forms {s(m)
k (t)}N−1

m=0 determines how the total power of the
transmitted signal is spread (or distributed) over the total
bandwidth. In addition, observe from (3) that the signature
waveform of a specific user is described by the following
parameters: 1) the number of carriers N (which is related
to the total bandwidth), 2) the shape of the chip waveform
φ(t), 3) the carrier spacing ∆f , 4) the amplitude c

(m)
k , and

5) the phase ∆Θk. This construction of the signature wave-
forms unifies several variants of spreading waveforms proposed
in the literature. By setting ∆Θk = 0, the current spreading
system becomes the MC-CDMA described in [1]. On the other
hand, the CI-MC-CDMA scheme proposed in [11] is realized
by setting c

(m)
k = 1.

In this paper, the phases of the signature waveforms are
defined in the same way as in [11]. That is

∆Θk =
{ 2π

N · k, 0 ≤ k ≤ N − 1
2π
N · k + π

N , N ≤ k ≤ 2N − 1
. (4)
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However, different from [11], the amplitudes of the carriers
c
(m)
k are allowed to be varied by the transmitter in accordance

with the feedback information from the receiver. Therefore,
the proposed MC-CDMA systems are referred to as ACI-MC-
CDMA systems.

The channel under consideration is a frequency-selective
Rayleigh-fading channel. The number of carriers is chosen
such that each carrier undergoes frequency nonselective slow
Rayleigh fading. With this assumption, one can model the
channel gains h(m)

k , k = 1, 2, . . . ,K, and m = 0, 1, . . . , N − 1
as zero-mean complex Gaussian random variables. The mag-
nitude of each channel gain is therefore Rayleigh distributed.
Furthermore, although the channel gains h

(m)
k s are generally

correlated [11], here, for simplicity, it is assumed that h(m)
k s are

i.i.d. for different k and m. Note that such a simplified channel
model is also considered in [19]–[21].

As in [11], to make the analysis simple, the system is
assumed to be synchronized. The complex baseband received
signal during the nth bit duration is given by

y(t) =
K∑

k=1

bk(n)
N−1∑
m=0

h
(m)
k c

(m)
k ejm(2π∆ft+∆Θk)

×φ(t− nTb) + n(t) (5)

where n(t) is additive white Gaussian noise (AWGN) with two-
sided power spectral density of σ2. For slow-fading channels,
the channel gains can be assumed to be invariant over the time
interval of transmitter adaptation.

At the receiver of every user, the received signal is first
projected onto N orthogonal carriers to obtain the vector r =
[r(0), . . . , r(m), . . . , r(N−1)]T . With exact phase and carrier
synchronization and the use of a rectangular pulse for φ(t), the
mth component of r is given by

r(m) =
K∑

k=1

bk(n)h(m)
k c

(m)
k ejm∆Θk + n(m) (6)

where n(m) is a Gaussian random variable with zero mean and
variance σ2. Furthermore, the vector r can be expressed as

r =
K∑

k=1

bk(n)PkHkck + n (7)

where ck = [c(0)k , . . . , c
(m)
k , . . . , c

(N−1)
k ]T is the carrier ampli-

tude vector chosen by the kth user, Hk is an N ×N diagonal
matrix whose mth diagonal element is h

(m)
k , and Pk is an

N×N diagonal matrix whose mth diagonal element is
ejm∆Θk .

The vector r is then fed into a receive filter in order to
combine the signal components from all the N carriers to give
the decision statistic. The decision statistic for the jth user is

zj = wH
j r (8)

where wj = [w(0)
j , w

(1)
j , . . . , w

(N−1)
j ]T is an N -dimensional

weight vector of the receive filter of the jth user. The super-

scripts H and T denote the Hermitian and transpose operations,
respectively. Here, a minimum mean-square-error (MMSE)
receiver is employed, and to achieve the best performance, the
weight vector is designed jointly to minimize the composite
mean square error [22]

MSE = E
{
‖bj(n)− zj‖2

}
= E

{∥∥bj(n)−wH
j r

∥∥2
}
. (9)

The optimum weight vector can be shown to be [23]

wj = R−1HjPjcj . (10)

In (10), R is the received correlation matrix, which is
defined as

R =
K∑

k=1

HkPkckcH
k PH

k HH
k + σ2I

=Rj + HjPjcjcH
j PH

j HH
j (11)

where I denotes the identity matrix and Rj is the interference-
plus-noise correlation matrix corresponding to the jth user.
This matrix is defined as

Rj =
K∑

k=1
k �=j

HkPkckcH
k PH

k HH
k + σ2I. (12)

It can also be shown that the optimal weight vector afore-
mentioned also maximizes the SINR at the output of the
MMSE receiver [23], which is given by

SINRj = cH
j PH

j HH
j R−1

j HjPjcj . (13)

It is obvious from (13) that the SINRj achieved by the MMSE
receiver filter still depends on the carrier amplitudes of the
jth user. Thus, it is possible to further improve the system
performance by suitably choosing the users’ carrier amplitudes.

III. SIGNATURE WAVEFORM ADAPTATION

Two different adaptation strategies, namely 1) local adapta-
tion and 2) global adaptation, are first presented in this section.
In local adaptation, an individual user adapts his/her carrier
amplitudes without taking any other users into account. Thus,
one is interested in only the desired user’s performance. On the
other hand, in global adaptation, the users adapt their carrier
amplitudes simultaneously by considering the whole system’s
performance. In both methods, it is assumed that the channel
information is available at the receiver. More specifically, in
local adaptation, the receiver needs to know only the desired
user’s channel information. In contrast, global adaptation re-
quires that each receiver needs to know all other users’ chan-
nel information as well as their receive filters. Moreover, a
centralized receiver may be used to perform a joint detection
(i.e., multiuser detection) for multiple users.

Both adaptation strategies can be implemented using either
the forward–backward or the joint method, which are similar
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to the methods presented in [17] for single-carrier CDMA
systems. The forward–backward method switches between op-
timizing the receiver with a fixed transmitter and optimizing
the transmitter with a fixed receiver. On the other hand, in the
joint method, one jointly optimizes the carrier amplitudes of
a user and the receive filters. Although both methods should
give the same performance, their convergence and complexity
properties are different.

Finally, the last part of this section presents two proce-
dures for adapting the carrier amplitude vectors of a group of
users (i.e., multiuser adaptation). Specifically, one procedure
is performed iteratively with local or global adaptation on
the assumption that each user has his/her own receivers. The
other procedure is noniterative and can be performed using a
multiuser detector.

A. Local Adaptation

The problem at hand can be formulated as follows: Assume
that user j is the user of interest for performance optimization.
The goal is to obtain the optimal carrier amplitude vector cj

that minimizes the MSE (or maximizes the SINR) at the output
of the receive filter, subject to a constraint on the transmitted
power of the jth user. Because PjPH

j = I, the transmitted
power can be computed simply as ‖Pjcj‖2 = ‖cj‖2. Let κj be
the power constraint of the jth user, then the aforementioned
goal can be achieved by solving the following optimization
problem:

min
cj

MSEj = E
{∥∥bj(n)−wH

j r
∥∥2

}
subject to ‖cj‖2 ≤ κj . (14)

The solution to the preceding problem can be obtained by two
methods, namely 1) the forward–backward method and 2) the
joint method.

In the forward–backward method, one first optimizes the
receiver, which is given by (10) in the forward step and then
optimizes the transmitter in the backward step. Using the La-
grange multiplier µj , the objective function in (14) is written as

Lj = E
{∥∥bj(n)−wH

j r
∥∥2

}
+ µj

(
‖cj‖2 − κj

)
. (15)

By assuming wj was optimized (and hence, fixed) and
setting the gradient of (15) with respect to the carrier amplitudes
to zero, one obtains the following condition for the optimal
carrier amplitude vector:

cj =
(
HH

j PH
j wjwH

j HjPj + µjI
)−1

HH
j PH

j wj . (16)

Using the matrix inversion lemma [24] and invoking the equal-
ity in the constraint, the optimal solution for cj can be further
simplified to

cj = νHH
j PH

j wj (17)

where ν =
√
κj/(wH

j HH
j Hjwj) is a scalar. The iterative pro-

cedure to implement this forward–backward method is illus-
trated in the following:

Step 1) The jth user’s transmitter sends the 1st data symbol
using the initial carrier amplitudes cj . The initial

carrier amplitudes can be set as c
(m)
j = 1/

√
N for

m = 0, 1, . . . , N − 1.
Step 2) The weight vector wj of the jth user’s receive filter

is then determined using (10) based on the current
carrier amplitudes cj .

Step 3) With the weight vector wj computed in Step 2),
the receiver estimates the new carrier amplitudes cj

using (17).
Step 4) The receiver repeats Step 2) and Step 3) until the

convergence of the MMSE is achieved.
Step 5) Once the MMSE is achieved, the receiver transmits

the updated carrier amplitudes cj back to transmitter
via the feedback channel. The transmitter uses the
updated carrier amplitudes to send the subsequent
data symbols.

Unlike the forward–backward method, which switches be-
tween the transmitter and the receiver, the joint method provides
a closed-form solution by jointly optimizing the carrier ampli-
tudes and the receive filter for the jth user. This optimization
problem can be formulated as

max
cj

SINRj = cH
j PH

j HH
j R−1

j HjPjcj

subject to ‖cj‖2 ≤ κj . (18)

Using the method of Lagrange multiplier, the solution to the
preceding optimization problem yields the following necessary
condition: {

PH
j HH

j R−1
j HjPj

}
cj = µjcj (19)

where the Lagrange multiplier µj is chosen to satisfy the
constraint in (18). It can be shown that the optimal cj is
the eigenvector of {PH

j HH
j R−1

j HjPj} that maximizes the
SINRj . In other words, cj should be chosen to align with the
channel having the strongest signal component and the least
interference.

Note that, if there is no multipath interference (i.e., Hj = I),
then cj is simply chosen as an eigenvector corresponding to the
maximum eigenvalue of R−1

j . This implies that the optimum cj

lies in the subspace containing the least interference and noise.
A similar observation was also made for optimal spreading
sequence selection in DS-CDMA in [12] and [17]. It should
be pointed out that in this optimization, SINRj is used instead
of MSEj . If MSEj is considered, then a similar necessary
condition to (19) can be obtained, where the only difference
is that R−1

j is replaced by R−1. Because R depends on cj , the
condition obtained using SINRj is more convenient to solve.

B. Global Adaptation

In this adaptation strategy, one wishes to find the carrier
amplitudes from the perspective of optimizing the performance
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of the system as a whole. A single user or a group of users is
allowed to adapt the carrier amplitudes in order to improve the
global system’s performance for given transmitted powers. Be-
cause the overall system’s performance is of particular interest,
instead of minimizing MSEj individually, the minimization of
their sum (i.e., the total mean square error, or TMSE) shall be
considered as the performance criterion. Note that, compared
to local adaptation, global adaptation penalizes any additional
interference to other users as a result of the change in an
individual user’s carrier amplitudes.

In this adaptation, one wishes to find the optimum carrier
amplitude vector of the jth user by minimizing the TMSE
subject to the constraints on the transmitter powers and on
the assumption that each user implements his/her own MMSE
receiver. Hence, the optimization problem can be formulated as
follows:

min
cj

TMSE =
K∑

j=1

MSEj = E
{∥∥b(n)−WHr

∥∥2
}

subject to ‖cj‖2 ≤ κj , j = 1, 2, . . . ,K (20)

where b(n)= [b1(n), b2(n), . . . , bK(n)]T , W= [w1,w2, . . . ,
wj , . . . ,wK ] is the N ×K matrix of the receive filters, and
r and wj are given in (7) and (10), respectively. Using the
Lagrange multiplier method again, the objective function in the
preceding optimization problem can be written as

L = E
{∥∥b(n)−WHr

∥∥2
}

+
K∑

j=1

µj

(
‖cj‖2 − κj

)
. (21)

As in local adaptation, the solution for (21) can be obtained
using either the forward–backward or the joint method.

In the forward–backward method, if the receive filters are
assumed optimized (i.e., wj , j = 1, 2, . . . ,K, is fixed), one
obtains the optimal cj to minimize (21) as

cj =
(
PH

j HH
j WWHHjPj + µjI

)−1
HH

j PH
j wj . (22)

As with local adaptation, one iterates updating the transmitter
in (22) and the receiver in (10) until the TMSE is minimized. It
should be noted, however, that each update of cj should satisfy
the power constraint. This can be achieved by properly adjust-
ing the Lagrange multipliers via a numerical search algorithm.

It should be noted that, to obtain the optimal carrier ampli-
tude vector as in (22), it requires the knowledge of the receive
filters as well as the channel information of all the users. This
is in contrast to the optimal carrier amplitude vector given in
(17) for local adaptation, where it requires only the knowledge
of the desired users’ channel information and the receive filter.
Furthermore, the convergence of this method is slower than that
of the forward–backward method in local adaptation. This is
because this method needs to process the information of all
other users, as shown in (22).

As with local adaptation, the optimal carrier amplitude vector
can also be obtained using the joint method. In this case,

instead of minimizing TMSE, maximizing the total SINR is
considered to be the performance criterion because the related
derivation is somewhat simpler. The optimization problem can
be formulated as follows:

max
cj

TSNIR =
K∑

j=1

SINRj

=
K∑

j=1

cH
j PH

j HH
j R−1

j HjPjcj (23)

subject to ‖cj‖2 ≤ κj , j = 1, 2, . . . ,K. (24)

The Lagrange function L is then given by

L =
K∑

j=1

cH
j PH

j HH
j R−1

j HjPjcj +
K∑

j=1

µj

(
‖cj‖2 − κj

)
(25)

where µj is the Lagrange multiplier. The derivative of L with
respect to cj can be obtained as follows: Observe that R−1

j ,
where Rj is defined in (12), is not a function of cj , whereas
R−1

k (for k 
= j) can be expressed explicitly as a function of cj

using the matrix inversion lemma1 [24] as follows:

R−1
k =

(
Rk,j + HjPjcjcH

j PH
j HH

j

)−1

=R−1
k,j −

1
1 + cH

j PH
j HH

j R−1
k,jHjPjcj

×R−1
k,jHjPjcjcH

j PH
j HH

j R−1
k,j (26)

where

Rk,j =
K∑

i=1
i�=j,k

HiPicicH
i PH

i HH
i + σ2I. (27)

Therefore, the derivative of L with respect to cj is given by

∂L

∂cj
=2


1−

K∑
k=1
k �=j

ηk,k

(1 + ηj,k)2


PH

j HH
j R−1

k,jHjPjcj + 2µjcj

(28)

where ηj,k = cH
j PH

j HH
j R−1

k,jHjPjcj . Setting ∂L/∂cj = 0
gives the following condition for the optimal carrier amplitude
vector:

Mjcj = νcj (29)

where

Mj =


1−

K∑
k=1
k �=j

ηk,k

(1 + ηj,k)2


PH

j HH
j R−1

k,jHjPj (30)

1If B = (A + XRY), then the inverse of B is given by B−1 = A−1 −
A−1X(R−1 + YA−1X)−1YA−1.
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and ν = −µj . The optimal cj is therefore the eigenvector of
matrix Mj , which corresponds to the maximum eigenvalue of
Mj . Although solving (29) might look straightforward, it is
complicated by the fact that Mj depends on cj through ηj,k.

Instead of solving (23) directly, an iterative approach sug-
gested in [18] can be used to seek a stationary point of the
Lagrange function (25). Specifically, at each step, update cj and
µj according to the following relationships:

cj ← cj − ε
∂L

∂cj
(31)

µj ← µj + ε
(
‖cj‖2 − κj

)
(32)

where ε is a parameter that can be numerically chosen so that cj

satisfies the power constraint at each update. A gradient descent
algorithm is used to update cj , whereas a gradient ascent
algorithm can be used to update µj . Equations (31) and (32) are
repeated until the TSINR is maximized. It should be pointed out
that the computational complexity of the joint method in global
optimization is considerably higher than the forward–backward
method in global optimization. Consequently, results are only
obtained with the forward–backward method for performance
comparison in the next section.

C. Multiuser Adaptation

In multiuser adaptation, a group of users is allowed to adapt
their carrier amplitudes simultaneously. This can be performed
iteratively by assuming that each user implements its own
receiver or noniteratively using a multiuser detector.

The iterative update can be performed with either global
or local adaptation. In both adaptation strategies, the
forward–backward and the joint methods lead to two different
iterative algorithms to seek for the optimum points for multi-
user adaptation [17]. Assume that the users’ carrier amplitude
vectors are assigned initially as c1 = c2 · · · = cj = · · · = cK

with c
(m)
j = 1/

√
N , j = 1, 2 . . . ,K. In global adaptation, the

forward–backward method implies that all the receive filters
are optimized according to (10) in the forward step, followed
by the optimization of the carrier amplitude vectors of all the
users as in (22) in the backward step, and so on. This updating
procedure is referred to as horizontal optimization because
all the receivers in the forward step or all the transmitters
in the backward step are lined up horizontally. On the other
hand, in the joint method, (29) can be applied successively
across all users, which can be referred to as vertical or user-
by-user optimization. This is because the transmitter and the
receiver for a particular user are lined up vertically. In either
case, the TMSE must converge. The horizontal and vertical
optimizations can also be applied by iterating the optimal
conditions obtained in local adaptation across all the users. In
this case, it is shown in [13] and [17] that the convergence to a
fixed point is more difficult to establish. Due to this difficulty,
this algorithm shall not be considered for multiuser adaptation
in this paper.

The preceding discussion shows that the iterative algorithm
takes time to converge. In addition, its computational com-

plexity is quite high. For example, consider horizontal opti-
mization. In each backward step, one needs to compute the
carrier amplitude vector for every user. Computing the car-
rier amplitude vector for a specific user is time consuming
because one needs to obtain the Lagrange multiplier numer-
ically in order to satisfy the power constraint of that partic-
ular user. Furthermore, this procedure needs to be repeated
for all users.

Rather than using the horizontal or vertical iterative algo-
rithm across all the users, one can obtain the carrier amplitude
vectors of all the users in one step by performing multiuser
detection and jointly optimizing the carrier amplitude vec-
tors of all the users. This noniterative method is described
in the following. The optimization problem now can be for-
mulated as

min
C

TMSE = E
{∥∥b(n)−WHr

∥∥2
}

subject to ‖cj‖2 ≤ κj , j = 1, 2, . . . ,K (33)

where W = R−1HPC is the optimal weight matrix of the
MMSE multiuser receiver, H = [H1, . . . ,Hk, . . . ,HK ] is an
N ×NK channel matrix of all users in the group, P =
diag(P1,P2, . . . ,PK) is an NK ×NK block-diagonal ma-
trix formed by grouping all the K users’ carrier phases together,
and C = diag(c1, c2, . . . , cK) is the NK ×K block-diagonal
matrix containing the carrier amplitudes of all the users in the
group. Note that the formulation of this optimization problem
is different from (20).

Let H = UΣVH be the singular-value decomposition of
matrix H, where V and U are NK ×NK and N ×N unitary
matrices, respectively. It is assumed that the singular values
αn are arranged in descending order in the diagonal matrix Σ,
which takes the form

Σ =




α1

. . . 0
αn

0
. . .

αN


 . (34)

It is assumed that H is of full rank, i.e., αn > 0 for n =
1, 2, . . . , N . For simplicity, assume also that the system is
fully loaded, i.e., K = N . Let β1, β2, . . . , βn, . . . , βN (βn >
0, n = 1, 2, . . . , N) be the eigenvalues of FHF arranged in
descending order, where F = (HHH)1/2A/σ and A = PC.
Then, (33) can be simplified to

min
βn

TMSE =
N∑

n=1

1
βn + 1

subject to
N∑

n=1

βn

α2
n

≤ κ

σ2
. (35)

The proof that (33) is equivalent to (35) is provided in
Appendix I. Solving (35) and combining the solution with (33),
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the optimal carrier amplitude matrix that achieves the minimum
TMSE is given by the following proposition:

Proposition 1: Given K, N , σ, and H, let W be a K ×K
unitary matrix such that

diag

(
Wdiag

(
β1

α2
1

,
β2

α2
2

, . . . ,
βN

α2
N

)
WH

)

= diag(κ1, κ2, . . . , κK). (36)

Then, the optimal carrier amplitude matrix is

C = σPHV




√
β1

α1

. . . 0√
βn

αn

0
. . . √

βN

αN




WH (37)

where

βn = αn




κ
σ2 +

M∑
l=1

1
α2

l

N∑
l=1

1
αl


− 1. (38)

The proof of the above proposition is given in Appendix II.
The results provided by Proposition 1 implies the following:

If one thinks about the eigenvectors of the matrix HHH as the
vectors that define a space spanned by the transmitted signals
of the MC-CDMA systems having the channel matrix H, the
selection of the preceding optimal carrier amplitude matrix C
chooses good channels (corresponding to large eigenvalues)
while discarding the bad channels (with small eigenvalues). In
the absence of fading (such as AWGN channels), the channel
matrix is an identity matrix, i.e., H = I, which implies that
the channel is equally good. In this case, carrier amplitudes are
evenly occupied by the whole channel space (see Appendix III),
which is consistent with the results obtained in [18].

IV. PERFORMANCE COMPARISONS

A. SINR Performance

To investigate the performance of the proposed ACI-MC-
CDMA systems with various adaptation algorithms presented
in the previous section, consider a system with N = 16
carriers. The channel gains h

(m)
k , k = 1, 2, . . . ,K and m =

0, 1, . . . , N − 1 are normalized so that the average power is
unity, i.e., E{‖Hk‖2} = 1. A power constraint ‖ck‖ = 1 is set
for all users k = 1, 2, . . . ,K.

First, the performance of single-user adaptation is consid-
ered. Fig. 2 illustrates the convergence of SINR at the output
of the receive filter for the first user and for different adaptation
algorithms. Here, the number of users in the system is K = 8,
and the signal-to-noise ratio (SNR) is set at 16 dB. The first
user is assumed to be the desired user, whereas other users are

Fig. 2. Convergence of the SINR with single-user adaption (N = 16, K = 8,
and SNR = 16 dB).

Fig. 3. Performance for single-user adaptation (N = 16 and K = 16).

treated as interference users. Observe that, as the number of
iterations increases, the performance of the forward–backward
method in local adaptation converges to that of the joint method.
Furthermore, it is shown that the forward–backward method in
global adaptation needs more iterations to converge than local
adaptation. The results of the joint method in global adaptation
is not presented here because, as explained in Section III, this
method is much more complicated.

Fig. 3 shows the SINR performance of the first user versus
the channel SNR for the case K = 16. As expected, local adap-
tation performs better than global adaptation. This is because
global adaptation takes the performance of other users into
account, which compromises the performance of the desired
user. In addition, it was observed before that global adaptation
needs more computation time to converge. Performance com-
parison of the proposed ACI-MC-CDMA and the conventional
CI-MC-CDMA in [11] clearly shows that ACI-MC-CDMA
outperforms CI-MC-CDMA. For example, at SNR = 10 dB,
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Fig. 4. Influence of the number of interference users in single adaptation
(N = 16 and SNR = 16 dB).

local adaptation in ACI-MC-CDMA provides a gain of about
5.0 dB in SINR over the conventional CI-MC-CDMA. Al-
though global adaptation is unable to achieve the same per-
formance, it still offers a 4.0-dB gain over the conventional
CI-MC-CDMA.

Fig. 4 also demonstrates the performance of various systems
as a function of the number of users K. As the number of users
increases, there is a performance degradation for all systems
due to the increase in multiuser interference. Observe from
this figure that global adaptation performs very close to local
adaptation for small number of users. When K becomes larger,
there is a clear performance gap between the two adaptation
strategies. This again is due to the fact that global adaptation
takes the performance of other users into account, which com-
promises the performance of the desired user.

In addition, observe that the performance of the conventional
CI-MC-CDMA decreases slowly when K increases up to 16.
However, there is an abrupt performance degradation once K
increases beyond 16. This observation is consistent with the fact
that the CI codes are orthogonal when K ≤ N , whereas the
CI codes are pseudoorthogonal for K > N . This observation
is also in contrast to the proposed ACI-MC-CDMA where,
for both the local and global adaptations, the performance
degradation is more graceful when K increases.

Finally, the performance of multiuser adaptation is presented
in Fig. 5. Because multiuser adaptation is considered, the
average SINR is the performance measure used in this figure.
Similar to single-user adaptation, a substantial performance
gain is also obtained by the proposed ACI-MC-CDMA using
multiuser adaptation over the conventional CI-MC-CDMA.
Moreover, it is shown in this figure that the performance of
multiuser adaptation using the noniterative method leads to a
noticeable performance enhancement compared to the iterative
method using horizontal optimization, especially when SNR ≥
10 dB. For example, at SNR = 12 dB, the performance gap
between the noniterative method and the iterative method using
horizontal optimization is about 0.86 dB, whereas there is a
7.4-dB gain that is achieved by the multiuser adaptation with

Fig. 5. Performance for multiuser adaptation (N = 16 and K = 16).

the noniterative method over the conventional CI-MC-CDMA.
It should be mentioned here again that the computational com-
plexity of iterative algorithm is higher than that of the proposed
noniterative method.

In this section, one has demonstrated that the proposed
ACI-MC-CDMA systems outperform the conventional CI-MC-
CDMA. However, it is important to keep in mind that such
performance improvement comes at the expense of a higher
system complexity, which depends on the particular adaptation
strategy chosen.

B. Peak-to-Average Power Ratio (PAPR) Performance

One common problem regarding the use of MC-CDMA with
CI codes is the high PAPR [25]. High peaks in the power result
from highly fluctuating envelopes, which are a consequence of
using independently modulated carriers. This, in turn, leads to
an inefficient operation of the transmit power amplifier because
an increased signal dynamic range requires power amplifiers
with a greater linear region of operation.

The signal envelope compactness can be measured using
the so-called crest factor (CF) [26], [27], which relates to the
PAPR as

CF =
√

PAPR =
‖u(t)‖∞
‖u(t)‖2

(39)

where u(t) is the multicarrier signal, ‖u(t)‖∞ corresponds
to the maximum absolute value of u(t), and ‖u(t)‖2 is
the root-mean-square (rms) value of u(t). For the uplink,
u(t) = bk(n)sk(t) = sk(t), and for the downlink, u(t) =∑K−1

k=0 bk(n)sk(t), where sk(t) is the signature waveform of
the kth user defined in (3). It then follows that the PAPR of an
uplink system directly depends only on the amplitudes of the
carriers. On the other hand, the PAPR of a downlink system
depends on the amplitudes of the carriers as well as the users’
transmitted bits.
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In CI-MC-CDMA systems, the amplitudes of all the carriers
are the same (i.e., c

(m)
k = 1,∀m). Hence, the amplitude of

the signature waveform of each user becomes N . This is the
reason why a CI-MC-CDMA system produces a higher CF for
the uplink. Although the signature waveform of an individual
user has a poor CF, it is shown in [28] that the combined
signal in the downlink improves the CF tremendously. Such a
reduction in the CF is due to the averaging effect of the users’
random transmitted information bits. Furthermore, in [29], the
CF in the downlink of a fully loaded CI-MC-CDMA system
was theoretically analyzed. It is proved in [29] that the peak
behavior of a fully loaded CI-MC-CDMA system is better than
the traditional MC-CDMA.

More recently, Natarajan and Nassar [25] show that when
K < N , the downlink CF degrades gradually and approaches
the uplink CF as K tends to 1. Furthermore, it is demonstrated
that the CFs of a fully loaded CI-MC-CDMA uplink system as
well as a partially loaded CI-MC-CDMA downlink system can
be brought to very low values by applying Schroeder’s simple
CF reduction technique [30].

Specifically, the CF reduction technique used in [25] intro-
duces a phase correction into each carrier at the transmitter
side. Consequently, the amplitudes of carriers are allowed to
be different and can be positive or negative. This modification
of the carrier amplitudes helps to reduce the amplitudes of the
signature waveforms compared to that of the traditional CI-MC-
CDMA and as a direct consequence, produces a low CF.

Although the ACI-MC-CDMA system is proposed to pri-
marily achieve a better system performance in terms of the
SINR, it shall be demonstrated in this subsection that the
proposed ACI-MC-CDMA possesses a second desirable prop-
erly, namely, a low CF. In ACI-MC-CDMA, as explained in
the previous sections, the carrier amplitudes c

(m)
k are allowed

to vary. Therefore, unlike CI-MC-CDMA but similar to the
phase-corrected CI-MC-CDMA, the carriers have different am-
plitudes and different signs. Note, however, that rather than
varying the carrier amplitudes based on a fixed (and optimal) set
of Schroeder codes (usually found by a computer search) as in
the phased-corrected CI-MC-CDMA, the carrier amplitudes are
varied adaptively in ACI-MC-CDMA according to the channel
conditions.

From the preceding discussion, it is reasonable to predict that
the CF of the proposed ACI-MC-CDMA is lower than that of
the conventional CI-MC-CDMA, but it might be higher than the
CF of the phase-corrected CI-MC-CDMA. Such a prediction is
confirmed by the numerical results in the following paragraphs.

Fig. 6 shows the CF levels of the uplink ACI-MC-CDMA
with local adaptation over 100 000 transmissions. The re-
sults were obtained with N = 16 carriers and for SNR = 4
[Fig. 6(a)] and 16 dB [Fig. 6(b)]. Notice in Fig. 6(a) that
most of the CF values stay closer to the mean CF level of
1.62, and some values exceed 2.2 (a typical acceptable CF
value [25]). However, no CF values are higher than 3.47.
Similarly, for SNR = 16 dB, Fig. 6(b) displays no CF values
above 4.35, and most of the CF values stay closer to the mean
CF level of 1.89. Compared to the case when SNR = 4 dB,
the percentage of the CF values exceeding 2.2 is higher for
SNR = 16 dB. Although there is a small variation in CF levels

Fig. 6. CF per transmission with local adaptation for (a) SNR = 4 dB and
(b) SNR = 16 dB (N = 16).

Fig. 7. CDFs of CF with different SNRs and different adaptation strategies
(N = 16).

between SNRs of 4 and 16 dB, the proposed ACI-MC-CDMA
generally has much lower CF values compared to the conven-
tional CI-MC-CDMA system, where the CF level is 4.00 for
N = 16 carriers.

The cumulative density functions (CDFs) of CF with differ-
ent adaptation strategies are illustrated in Fig. 7 for N = 16
carriers. Similar to the SINR performance, it is observed that
the CF performance with local adaptation is better than that
that with global adaptation. More specifically, as shown in
Fig. 7, with local adaptation, the probability of CF ≥ 2.2 is
less than 3% and 15% for SNR = 4 dB and SNR = 16 dB,
respectively. On the other hand, with global adaptation, the
probability of CF ≥ 2.2 is less than 10% for SNR = 4 dB and
40% for SNR = 16 dB, respectively.
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TABLE I
UPLINK

√
PAPR VALUES FOR DIFFERENT NUMBERS OF CARRIERS N

Table I summarizes and compares the (mean) CF values of
different MC-CDMA schemes in the uplink and for various
number of carriers. The CF values of the conventional CI-MC-
CDMA system can be computed analytically, whereas the CF
values of the phase-corrected CI-MC-CDMA system are taken
from [25]. Observe from Table I that the CF values of the
conventional CI-MC-CDMA increases with increasing N and
are the highest compared to the CF values of the other two
schemes. Although the CF values of the ACI-MC-CDMA are
higher than that of the phase-corrected CI-MC-CDMA, they are
well within the tolerable levels of power amplifiers. Similar to
the phase-corrected CI-MC-CDMA, the CF values of the ACI-
MC-CDMA remain almost constant regardless of the number
of carriers. However, different from both the conventional and
phase-corrected CI-MC-CDMA, the CF values of the ACI-MC-
CDMA slightly increase with the increasing channel SNR. This
is, of course, the direct consequence of adapting the carrier
amplitudes in accordance with the channel condition in ACI-
MC-CDMA.

V. CONCLUSION

ACI-MC-CDMA systems have been proposed and studied
in this paper. The novelty in the proposed systems is that the
amplitudes of the subcarriers are allowed to change according
to the channel conditions. Two adaptive strategies, namely
1) local adaptation and 2) global adaptation, were presented
to update the carrier amplitudes. In multiuser adaptations, the
proposed noniterative algorithm performs slightly worse than
the iterative algorithm at low channel SNR, but it gives a
considerable performance gain at high channel SNR. In single-
user adaptation, the local adaptive algorithm performs much
better than the global adaptive algorithm. Other than having
different performances, each of the considered algorithms has
its own advantages and disadvantages in terms of implemen-
tation. Which adaptation strategy to use therefore depends on
the particular application. More importantly, numerical results
show that there is a considerable performance gain provided by
the proposed ACI-MC-CDMA over the conventional CI-MC-
CDMA considered in [11]. In addition to this, it has also been
shown that the proposed ACI-MC-CDMA is also attractive in
terms of PAPR reduction.

APPENDIX I
PROOF THAT (33) IS EQUIVALENT TO (35)

With the optimal weight matrix W = R−1HPC, the TMSE
can be simplified to

TMSE = tr{I− C̃HR−1C̃} (40)

where R = C̃C̃H + σ2I is the receiver correlation matrix
and C̃ = HPC. Note that

C̃HR−1C̃ = C̃H [C̃C̃H + σ2I]−1C̃
=AHHH [HAAHHH + σ2I]HA

=
AHHH

σ

[
HA
σ

AHHH

σ
+ I

]−1 HA
σ

= I−
[
I +

AHHHHA
σ2

]−1

= I− [I + FHF]−1 (41)

where the relationship XH [XXH + I]−1X = I− [I +
XHX]−1 is invoked in (41) and recall that A = PC.
Substituting (41) into (40) yields

TMSE = tr
{
[I + FHF]−1

}
. (42)

Furthermore, the constraint stated in (20) can also be written in
terms of matrix F as follows:

diag[CHC] = diag
[
σ2FH [HHH]−1F

]
≤ [κ1, κ2, . . . , κj , . . . , κK ] (43)

where the operator diag[·] takes the diagonal elements of a
matrix to form a row vector. Furthermore, the inequality is
interpreted as element-by-element comparisons. Hence, one
can reformulate (20) in terms of matrix F as

min
C

TMSE = tr
{
[I + FHF]−1

}
subject to diag

[
σ2FH [HHH]−1F

]
≤ [κ1, κ2, . . . , κj , . . . , κK ]. (44)

Next, consider a related optimization problem with a weaker
constraint

min
C

TMSE = tr
{
[I + FHF]−1

}
subject to tr

{
σ2FH [HHH]−1F

}
≤ κ (45)

where κ =
∑K

j=1 κj . With the singular value decomposition
H = UΣVH in (34), one has the following spectral decom-
position of matrix [HHH]−1:

[HHH]−1 = Vdiag

[
1
α2

1

,
1
α2

2

, . . . ,
1
α2

N

, 0, . . . , 0
]
VH (46)

where the eigenvalues 1/α2
1, 1/α

2
2, . . . , 1/α

2
N are arranged in

ascending order. Furthermore, let β1, β2, . . . , . . . , βN (βn >
0, n = 1, 2, . . . , N) be the eigenvalues of FHF, which
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are arranged in descending order. By applying a lemma
in [31, p. 249] to tr{FH [HHH]−1F}, one has

tr
{
FH [HHH]−1F

}
= tr

{
[HHH]−1FFH

}
≥

N∑
n=1

βn

α2
n

. (47)

Performing a similar spectral factorization gives

TMSE = tr
{[

I + FHF
]−1

}
=

N∑
n=1

1
βn + 1

. (48)

Therefore, the optimization problem reduces to

min
βn

TMSE =
N∑

n=1

1
βn + 1

subject to
N∑

n=1

βn

α2
n

≤ κ

σ2
(49)

which is the same as that of (35).

APPENDIX II
PROOF OF PROPOSITION 1

To solve (49), form the Lagrange function

L =
N∑

n=1

1
βn + 1

+ µ

(
N∑

n=1

βn

α2
n

− κ

σ2

)
(50)

where µ is the Lagrange multiplier. Taking the derivative with
respect to βn and setting it to zero yield

βn = ± αn√
µ
− 1. (51)

Because βn > 0, one selects

βn =
αn√
µ
− 1. (52)

Selecting the Lagrange multiplier to satisfy the power con-
straint, the optimal eigenvalues can be found from (52) as

βn = αn




κ
σ2 +

N∑
l=1

1
α2

l

N∑
l=1

1
αl


− 1. (53)

Then, it is not hard to see that the following choice of F attains
the minimum TMSE:

F = V




√
β1

. . . 0√
βn

0
. . . √

βN


WH . (54)

In (54), V is an NK ×NK unitary matrix that can be obtained
from (46), and W is a K ×K unitary matrix that can be

constructed to satisfy the constraint

diag

[
Wdiag

(
β1

α2
1

,
β2

α2
2

, . . . ,
βN

α2
N

)
WH

]

= diag[κ1, κ2, . . . , κK ]. (55)

Therefore, with C = σPH [HHH]−1/2F, (33) can be solved as
indicated in (37).

APPENDIX III
SOLUTION TO THE OPTIMIZATION PROBLEM IN (35)

FOR THE CASE OF AWGN CHANNELS

In the absence of multipath, the channel matrix is an identity
matrix, i.e., H = I. In this case, (45) reduces to

min
C

TMSE = tr

{[
I +

CHPH

σ

PC
σ

]−1
}

subject to tr[CHC] ≤ κ. (56)

As shown previously, the constraint is equivalent to

tr[CHC] = tr[CCH ] =
N∑

n=1

βn ≤ κ (57)

where βn, n = 1, 2, . . . ,M are the eigenvalues of CHC.
Performing a similar spectral factorization, the TMSE can be
written as

TMSE = tr

{[
I +

CHPH

σ

PC
σ

]−1
}

=
N∑

n=1

1
(1/σ2)βn + 1

=
N∑

n=1

1
γβn + 1

(58)

where γ = 1/σ2. Now, the problem is to find N positive eigen-
values {β1, β2, . . . , βN} that minimize

∑N
n=1(γβn + 1)−1

subject to
∑N

n=1 βn = κ. The Lagrange method can be used
to show that the optimal eigenvalues are simply equal to κ/N ,
i.e., β1 = β2 = · · · = βN = κ/N .

Thus, the minimum TMSE is obtained when CHC is a scalar
times the identity matrix or, equivalently

CHC = SΛSH = S [(κ/N)IN×N ]SH (59)

where S can be constructed to satisfy the following constraint:

diag
[
S [(κ/N)IN×N ]SH

]
= diag[κ1, κ2, . . . , κK ]. (60)

Given S, one can construct the carrier amplitude matrix C as
follows:

C = σPHV
[

(
√
κ/N)IN×N

0NK−N×NK−N

]
SH (61)
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where V is an NK ×NK unitary matrix constructed such that
the columns of matrix C are orthogonal and have norm squared
equal to κ1, κ2, . . . , κK .
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