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Abstract Small Footprint LiDAR (Light Detection And Ranging) has been proposed as an
effective tool for measuring detailed biophysical characteristics of forests over broad spatial
scales. However, by itself LiDAR yields only a sample of the true 3D structure of a forest.
In order to extract useful forestry relevant information, this data must be interpreted using
mathematical models and computer algorithms that infer or estimate specific forest metrics.
For these outputs to be useful, algorithms must be validated and/or calibrated using a sub-
sample of ‘known’ metrics measured using more detailed, reliable methods such as field
sampling. In this paper we describe a novel method for delineating and deriving metrics of
individual trees from LiDAR data based on watershed segmentation. Because of the costs
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involved with collecting both LiDAR data and field samples for validation, we use
synthetic LiDAR data to validate and assess the accuracy of our algorithm. This synthetic
LiDAR data is generated using a simple geometric model of Loblolly pine (Pinus taeda)
trees and a simulation of LiDAR sampling. Our results suggest that point densities greater
than 2 and preferably greater than 4 points per m2 are necessary to obtain accurate forest
inventory data from Loblolly pine stands. However the results also demonstrate that the
detection errors (i.e. the accuracy and biases of the algorithm) are intrinsically related to the
structural characteristics of the forest being measured. We argue that experiments with
synthetic data are directly useful to forest managers to guide the design of operational forest
inventory studies. In addition, we argue that the development of LiDAR simulation models
and experiments with the data they generate represents a fundamental and useful approach
to designing, improving and exploring the accuracy and efficiency of LiDAR algorithms.

Keywords Computers synthetic data . Tree delineation . Algorithm . LiDAR

1 Introduction

Measuring the biophysical properties of forest landscapes is an important challenge for modern
forestry. The current condition or state of the forest is an essential input to decision making—for
example through forest growth, harvesting, fire hazard, and pest and disease models. Recent trends
towards sustainable and regional management of forest landscapes emphasize the need for
accurate and extensive forest inventories [1]. Regional management necessitates data collection
over broad spatial scales, even for areas that may not be subject to active management while
sustainable forestry is driven by the efficient use of forest resources, which in turn requires
detailed understanding of forest processes. Whereas in the past, measurements such as vegetation
type, Basal Area (BA) and mean Diameter at Breast Height (DBH) were considered satisfactory
descriptors of forest composition, today there is a drive towards finer scale measurements
including the location, species, condition and size of individual trees. In short, modern forestry
requires the measurement of increasingly detailed information over broader spatial scales.

LiDAR has been proposed as a tool for efficiently measuring forest landscapes to achieve
both high levels of detail and broad spatial coverage. Discrete return LiDAR data acquired by
small footprint airborne laser scanners (ALS) consist of a collection of spatially distributed
points, each representing an intercepted target along the path of a laser pulse [2]. Each point
represents an estimate of the location, and height of an object (for example a leaf or branch of
a tree) intercepted by the laser while the collection of points approximates the surface of
complex structures such as understory vegetation, canopy surface or whole trees. It follows
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that LiDAR measurements are affected by the fine scale structure of a sampled area.
For example in trees the laser may penetrate a canopy such that points are recorded
from within the tree crown rather than the surface of a canopy. In addition, for every
laser pulse fired from the LiDAR equipment, only a fraction of the energy will return to
the sensing equipment.

Because LiDAR produces only a 3D ‘sample’ of real world objects, algorithms are
required to interpret the data and estimate or infer the properties of the underlying
landscape. For forestry applications, algorithms have been developed to estimate stand level
characteristics such as Mean Height [3], Basal Area [4, 5], Stand Volume [6], Canopy Fuel
Load [7], Leaf Area Index [8], and canopy gaps caused by disturbances [9]. Many
algorithms have been developed to detect and measure the characteristics of individual trees
[3, 10–14]. In all cases, an overriding aim of LiDAR studies is to obtain information as
efficiently and accurately as possible, and in common with all scientific measurement the
goal should be to provide estimates plus the accuracy or confidence of these estimates. In
most LiDAR studies, accuracy assessment usually involves comparing results from LiDAR
algorithm to a subset of more detailed and intensively sampled ground measurements from
the same area. However, given the cost of ground surveys, validation using high quality
satellite or aerial images (and expert interpretation) has also been proposed [15].

Although numerous studies have focused on the use of small footprint LiDAR to
derive detailed forest information by using a variety of data processing algorithms,
there still lacks sufficient understanding of the uncertainty caused by many external and
internal factors. These studies reported their results as individual cases, using LiDAR
data with different sampling quality, and targeting to a variety of forest stands. It is
very difficult to integrate these studies together to form a complete picture of the
complex LiDAR data acquisition, processing, and interpretation system. In this paper,
we make the very first attempt of the assessment procedure to investigate the major
issues related to LiDAR forest studies, and initialize a research framework which could
help answer some key research questions such as “Is the LiDAR sampling density a
critical factor of individual tree delineation?”; “Is forest stand mean DBH a controlling
factor of the accuracy of individual tree detection?”. Success of this research will add
to our current knowledge of the use of LiDAR technology in forest studies, and set a
basis for further exploration in similar directions.

In this research we use a computer program to mimic the LiDAR sampling characteristics
and run controlled sampling tests over a synthetic forest stand simulated from geometric tree
models. This provides data sets quantitatively similar to those created by real LiDAR
measurements, but with the advantage that we have exact knowledge of the size, location and
spacing of trees in the original stands. By comparing the output of LiDAR processing
algorithms with the ‘known’ properties of the stand, the success of our algorithms can be
measured directly and accurately. And by systematically varying the properties of synthetic
stands and the simulated LiDAR sampling, it is possible to obtain a mechanistic understanding
of the problems involved with collecting and processing LiDAR data that is a useful reference
for all forest managers. In the following sections, we will present the procedure of creating the
artificial forest stand model, and then describe the method of generating point clouds that
resemble the major characteristics of airborne small-footprint LIDAR survey. In tree detection
we use the watershed segmentation algorithm. In the following the delineated tree crowns and
center locations are compared to the preset values so to evaluate the accuracy and uncertainties
in the tree detection algorithm. Some discussions are then based on varying some of the
controlling factors such as the point density, footprint size, and mean DBH. Finally, some
conclusions will be drawn with previsions of further research works.
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2 Methods

2.1 Synthetic forest stand

Real world forest landscapes are complex 3D aggregates of structures such as tree trunks,
branches, needles and leaves, rocks, undulating ground surfaces, bushes, surface water etc.
Each of these surfaces has unique characteristics such as texture and color. However, our
goal is to generate ‘artificial’ forest stands made up of trees comprising aggregations of
simple geometric shapes, including crowns, trunk, and ground level. These trees represent a
level of detail appropriate for the purposes of deriving ‘synthetic’ LiDAR data (we deal
with penetration caused by surface complexity in a following section). The tree species of
interest is Loblolly Pine (and other Yellow Pines) grown in East Texas. Since our purpose is
to test the LiDAR sampling scenarios, the forest stands are represented as a simplified
model with following assumptions:

1) The shape of the stand is a 50×50 m square, and the ground surface is horizontal and
flat. The ground level is used as the reference with zero height and all other vertical
measures are made relative to this level.

2) A variable number of geometric trees comprising cylindrical trunk and ellipsoidal
crowns in the stand. We assume that the crown and the trunk are made of the same
material (with the same penetration properties—see next section). We define each tree
by its x,y location within the stand and its DBH. The ratios of DBH to tree height,
crown width and crown height are given by the following equations [16]:

LogðhÞ ¼ 0:0785þ 0:869 Log DBHð Þ ð1Þ

Dc ¼ 0:904þ 0:168 DBH ð2Þ
where h is tree height in meters, DBH is the diameter at breast height in centimeters. Dc is
the diameter of tree crown inmeters. The location, spacing, size and number of trees are defined
by three stand variables—mean DBH, standard deviation of DBH and total Basal Area.
3) Regular distribution of the trees

Generation of a stand proceeds by drawing normally distributed random number that
represents a diameter value for an individual tree. The use of the regular distribution of tree
location can allow us to evaluate how these variables (DBH and BA) affect tree delineation.
By setting the tree distance and crown sizes, the degree of crown overlapping is controlled
so to examine the discrimination ability of the LiDAR algorithm. The trees are spaced on a
grid, namely, the center of the tree trunk is equally spaced. Although this type of
distribution is not realistic, it does not influence our analysis of the LiDAR sampling
problem because the only factor that matters is the percent of crown overlapping. Another
approach to tree positioning would be randomization. It might generate some realistic-
looking stands. But it could also generate conditions that are unlikely present such as two
very large trees located very close to each other. If there is too much overlapping, the tree
delineation algorithms will stop working. Under the circumstances of regular distribution,
the amount of overlapping highly depends on the stand variable parameter we select for
generating the trees, but not controlled by the randomness of tree locations. New trees are
created by the randomly drawn DBH and added to the stand until the target Basal Area of
the stand is reached. Then the trees are put on a grid occupying the 50 m by 50 m stand. For
example, if totally there are 15 tree generated, the grid will have 4 rows and 4 columns,
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leaving the last spot of the grid empty. Using the diameter of each tree the height, crown
width and crown height are calculated using Eqs. 1 and 2. If there is crown overlap, the
upper-most part is considered in the following sampling procedure.

2.2 LiDAR sampling

Data collected from LiDAR are the result of interactions between the technical specifications of
the LiDAR equipment (including the beam divergence, sampling rate, scan geometry, laser
power, pulse length, and wavelength), external factors (such as the flight speed, height of the
aircraft, distance to the GPS base station, flight path overlap), and the complex structure of the
forest and their surface properties. To efficiently acquire laser measures, a LiDAR system is
usually equipped with a rotating/oscillating mirror which allows scanning ability.

In this study we are interested in the how the sampling quality is related to the stand
parameters and tree characteristics. Such studies lead to a 3D cloud of points with each
point (or sample) defined by x, y and z coordinates (where z is height). The sampling
quality can be summarized into four types: sampling density, locational accuracy, vertical
accuracy, and volumetric backscatter probability.

2.3 Sampling density

Sampling density can be measured by the count of points per unit sample area or by the
average spacing between adjacent points. It is the major parameter of LiDAR surveys. The
sampling density is controlled by many factors: sampling rate, flight speed, rotating/
oscillation rate of the prism/mirror system. The higher the laser frequency, the higher
density the sample points. As limited by the maximum laser pulse frequency and scanning
patterns set by the manufacturer, obtaining higher sampling densities can be implemented
by adjusting the fly speed and height.

2.4 Locational accuracy

The locational accuracy is related to two factors: the combined systematic errors (e.g. DGPS,
IMU, timing errors, etc.) [17, 18] and the laser footprint size resulted from the laser beam
divergence and flight height. The magnitude of the latter, nevertheless, is usually greater than
the systematic errors. For example, the high-end differential GPS with custom installed base
stations can achieve positioning accuracy of several centimeters, while the footprint sizes of
the projected laser beam on the ground targets are about 30~60 cm [12]. The returned signal
detected by the receiver will record the location at where the footprint is centered. The actual
location where the major reflectance occurs can be anywhere inside the footprint. The
location of the sample points is then determined in a stochastic way. Within the footprint of
the laser illumination on the ground, the location is randomly selected following a Gaussian
distribution, in which the center of the footprint has the highest probability of distribution.

2.5 Ranging uncertainty

The laser ranging is done by multiplying the speed of light and the time elapsed between
the sending and receiving of the laser energy. It is related to the laser pulse length and the
accuracy of the clock. Combined with the IMU and DGPS errors, the magnitude of the
vertical measurement (Z) is about 10~30 cm [19]. The common standard of LiDAR vertical
accuracy is 15 cm. We use this number to disturb and add a random component to the
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height values of the LiDAR sample points. For example, we assume the ground of the stand
is flat with a zero height. The height of the ground samples follows a normal distribution
with zero mean and standard deviation of 15 cm.

2.6 Backscatter probability

Not all laser pulses result in a LiDAR return. The surface property of materials and their
orientation relative to the laser affect LiDAR backscatter (the proportion of the pulses
returned to the sensor). Pulses that do not return to the sensor are termed clutter. Although a
forest comprises a large number of basic, solid elements (trunks, branches, and needles or
leaves), the arrangement of these objects in 3D space is complex. Although it is convenient
to model trees with smooth well defined geometry, in reality they have complex, fractal like
outlines and are permeable to the LiDAR pulse. The backscattering probability can be
modeled as an exponential function of leaf density and the structure of the foliage area [20]:

pðZÞ ¼ e�
R Z

0
uðzÞGðzÞdz ð3Þ

where p(Z) is the bidirectional gap probability at depth Z; u(z) is the density of leaf area at
depth z; and G(z) is the Ross-Nilson G function [20]. We simplify this model by assuming a
constant value for u(z) and G(z) which means the density and the geometric shape of the
leaves does not change when laser beams go deeper into the tree canopy. Then the
bidirectional probability function is an exponential function of the penetration depth:

pðZÞ ¼ ce�Z ð4Þ
where c is a constant value. There are two effects of backscatter. First, since valid returns
occur randomly in the x, y plane (ground surface), the distribution of points in this plane
will also be random. Secondly, because of surface roughness and permeability, the z-
measurement of a LiDAR return will not represent the local maximum height of the tree.
Figure 1 illustrates the effects of backscatter on the sampling error of LiDAR returns.

Based on this mechanistic description, we created point clouds that mimic the sampling
characteristics of small footprint LiDAR flown over our synthetic loblolly stands. The point
clouds carry the characteristics of the LiDAR sampling errors and sampling density. The
following steps are the procedure to create the point clouds:

1) Set a ‘potential’ coverage that determines the maximum number of LiDAR samples
(footprints) per unit area (m2).

2) For each ‘potential’ LiDAR point, generate a random number from a uniform
distribution that determines whether a valid return occurs. If this random deviate is less
than a critical value, the point is omitted from the data set.
Note that steps 1 and 2 determine the number of LiDAR points per unit area (m2).

3) Offset the x and y position of each valid return by a uniform random deviate between
+/− half the footprint size.

4) Given the x, y location of each valid return, determine the height of the geometric
object perpendicular to this point.

5) To simulate penetration and/or roughness of the simple 3D stands, the actual height of
the scene is offset by a random variable. If the x, y location coincides with a tree
crown, offset the height of the point by subtracting a random variable drawn from an
exponential distribution. If the x, y location corresponds to a point on the ground, a
random variable drawn from a normal distribution is used.
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The above steps produce data representing synthetic point clouds (see Fig. 1 for an
example of a point cloud surrounding a single tree). Steps 1–5 are repeated for each
synthetic stand, leading to sets of paired of data—the known location and size of each tree
in a stand and the LiDAR sample of the stand. This data is analogous to a LiDAR study
plus a detailed field sample of an area. The forest stand can be re-created with other sets of
parameters so to study the influence of the stand characteristics.

In the next section, we describe a method for processing this synthetic point cloud to
estimate (back calculate) locations and size of trees within the stand. For most forest
managers, this is the raison d’etre of a LiDAR study—to extract valuable ecological or
forestry information from the data. However, this paper addresses more fundamental issues
—i.e. the accuracy associated with LiDAR processing algorithms, the pitfalls and design of
LiDAR studies and therefore the amount of information that can be reliably extracted from
LiDAR. By using synthetic data, the location and sizes of trees in each stand are known
exactly making it easy to assess the accuracy and performance of a LiDAR processing
algorithm. In addition, it is possible to vary both the physical properties of the stand (the
sizes, density and juxtaposition of trees) and details of the LiDAR sampling process
(footprint size, backscatter, and penetration) and explore their effects on the performance of

Fig. 1 Diagram showing simple geometric trees and the distribution of synthetic LiDAR data sampled from
the trees. The tree on the left shows LiDAR samples with x,y error and backscatter error only. The tree on the
right shows LiDAR samples with additional penetration error
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the algorithm. This information provides valuable insight into the utility and management
of LiDAR studies and the development of effective LiDAR processing algorithms.

2.7 Tree detection algorithm

In this section we describe a series of algorithms to obtain the location and size of
individual trees from LiDAR data. This is a common requirement of LiDAR processing
algorithms. Many different paradigms, algorithms and software exist for processing forestry
LiDAR data. The method described here is an enhanced inverse watershed segmentation
method, which has been used by many researchers [e.g. 13, 21–23]. In outline, the method
proceeds as follows:

1) A local maxima filter is used to remove non-canopy or under-canopy returns.
2) An interpolation algorithm rasterizes point data model into a canopy height model

(CHM)
3) A watershed segmentation algorithm delineates the location and size of the tree from

the CHM.
4) Post-processing algorithms are used to further delineate trees.

We discuss these steps in detail in the next sections. All of the methods described in this
paper are coded in C++ programming language and compiled using Microsoft Visual
Studio and tested under a Microsoft Windows environment.

2.8 Local maxima filter

Local maxima filters (also sometimes known as box-maxima operators) have been widely
used in forestry based LiDAR algorithms, e.g. [12]. The local maxima filter is used to
separate points representing the canopy surface from those that have penetrated the canopy.
The local maxima filter proceeds by dividing the x, y plane of the study area (stand) into a
grid of 0.2×0.2 m cells. The value of each cell is set to the highest (maximum z-value)
LiDAR point whose x, y location falls within the cell boundary. As such, points
representing LiDAR reflections from (or very near to) the canopy surface are preserved and
used for further analysis. In local maxima filters, the size and shape of the cells determine
the results of the analysis and should be selected according to LiDAR point density and size
of the features (trees) to be derived from the data. In this case, based on our experiments,
the cell size was set to approximately 1/20th the size of a tree crown.

2.9 Inverse Distance Weighted interpolation

Once the LiDAR points have been filtered, the points are interpolated to a 0.2 m
resolution grid to produce a canopy height model (CHM). Various interpolation
methods have been used to create a CHM from LiDAR samples. These include
Nearest Neighbor [24], Inverse Distance Weighted Interpolation [25], Minimum
Curvature Splining [26, 27], and Kriging [28, 29]. The general problem of interpolation
is to infer the value of a line or surface between a finite set of measured points. As such,
interpolation methods have no unique solution and each has specific limitations and
advantages. Kriging is widely used [e.g. 25, 30–32]. However, none of the existing
interpolation method is capable of dealing with the discontinuity between canopy points
and ground points in LiDAR data. In this research, we developed a modified IDW
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interpolation method by adding a localized median filter to remove the effects of
discontinued data. We call it the Edge-Preserving IDW method. In canopy-on LiDAR
data (as comparing to bare-earth data), the discontinuity is very common and therefore it
is more important to deal with the edge problem, if any, than other features of the
interpolation algorithm. With its great simplicity and fast computation speed, the Inverse
Distance Weighted (IDW) can be preferred at the circumstances when the data sample
density is high and the distance decaying property is obvious, such as the airborne
LiDAR data. The Edge-Preserving IDW algorithm can preserve the edge of canopy well
by adding a robust median filtering function to its neighborhood function. The filter takes
a robust statistic offered by the calculation of Median About Deviation (MAD) [33]. The
filter removes the values enclosed by the IDW neighborhood, which is considered as
outliers by the MAD method. As such, when the edge of tree crown is encountered, the
MAD filter can remove the edge-blurring effects of the outliers (e.g. those ground points
near the crown edge). These boundaries are important for the next stage of the tree
delineation algorithm. Our observation also revealed that this robust IDW interpolation
algorithm can reduce the well-known “bull’s eye effect” [34] of the IDW interpolation
which occurs when discrepancy in the data occurs in very short distance. Figure 2 shows
CHMs derived from synthetic data sets (described above) at point densities of 8, 4, 2, and
1 point(s) per m2.

2.10 Constrained watershed segmentation algorithm

Watershed segmentation algorithms are widely used in image processing, pattern
recognition and topology segmentation. They are based on the idea of watersheds in
natural terrain models. Imagine that a drop of water falls to the ground and follows
gravity downhill. If there is a boundary where water drops flow to different sides of
it, this boundary is called a “divide” or “ridge” and the areas delineated by divides
or ridges are called “watersheds”. Applied to forest LiDAR and the delineation of
trees, the crowns are flipped upside down so that crown apexes become watershed
basins. The watershed algorithm proceeds by identifying minima that represent
outlets of watersheds. Then, a connected component searching algorithm is used to
locate a neighborhood of image pixels that ‘contribute’ to the minima. We modify
the method of Bieniek and Moga [35] which is a more efficient version of an original
method described by Soille [36]. In our algorithm we assume tree crowns are
symmetric, compact shapes. By incorporating this information into the data processing,
we add a useful constraint to the algorithm that prevents delineated areas becoming
unrealistically stretched, asymmetric, and oversized. Another constraint for the
algorithm is a parameter (slope threshold) that determines when a local change of
height in the CHM is considered indicative of the edge of a crown. This is based on the
assumption that in real canopies, heights drop quickly (large slopes) at the edge of
crowns. In our algorithm, we set the slope constraint to 100%, which means if the
height change is larger than the length of the data pixel size, it is considered as the
crown edge. As a given watershed is expanded from a local minima, the boundary of the
watershed is marked wherever a slope (ratio of the heights in adjacent pixels) greater
than 100% is encountered. One problem associated with watershed algorithms is over-
segmentation where small watersheds are enclosed by larger ones and may be
misclassified as trees. Over-segmentation also leads to under-estimation of crown area.
To overcome this problem, we use a strategy similar to the marker-controlled procedure
[37]. First, local maxima are found and marked as candidates to grow into watersheds.
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From each of these local maxima the nearest 4 neighbors will be checked to see if any
are likely to be a crown covering this point and if so, the current point is marked as a
sub-watershed and is merged into the larger one.

2.11 Post-processing

The watershed segmentation algorithm effectively delineates crown boundaries but may
lead to fragmented shapes and underestimation of crown sizes. To solve this problem we
implemented shape morphology operations. These morphology operations include two
basic actions: dilation and erosion. The dilation operation expands the area of the feature in

Fig. 2 Canopy height models derived from synthetic LiDAR data simulated to yield densities of 8 (a), 4 (b),
2 (c) and 1 (d) points per m2
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the image while an erosion operation shrinks the area of the feature in the image. The
structural element used in the operations is a 3 by 3 square shape. The erosion is performed
after the dilation (also called closing operation). The sequence of operation is performed
twice to ensure fully removal of boundary irregularities.

Figure 3 shows the results of the steps described above using synthetic stand data and
LiDAR points. Centroids of delineated regions are used to estimate tree location, the
maximum height of the region is used to estimate tree height and the mean diameter of the
region is used as an estimate of the crown diameter. The next section discusses how these
values are compared with known locations and crown diameters in the synthetic stand in
order to assess the success of the algorithms.

Fig. 3 Delineated crowns compared to actual tree crowns using synthetic LiDAR data at 4 points per m2.
Note the consistent under-estimation of crown diameter and a single case of over-segmentation
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2.12 Validation

Our primary goal is to determine the effects of forest structure and LiDAR sampling quality
on the accuracy of the tree delineation algorithms described above. Although there are a
number of interrelated factors that we could analyze using this system (including the effects of
tree geometry, tree size, stand management or LiDAR penetration) the two factors that we
concentrate on are LiDAR point density and the Basal Area of the stand. To investigate these
factors we repeat the following steps, controlling for Basal Area and LiDAR point density:

1) Create a stand with a given Basal Area.
2) Simulate a set of sample points from the stand with a specified density
3) Use our LiDAR processing algorithm to calculate the location and the crown diameter

of each tree in the stand.
4) Determine the success of the algorithm by compare the results of Step 3 with the

‘known’ location and crown diameters of trees in the stand.
5) Repeat the process by altering the Basal Area in 1) or the sampling density in 2)

We use two methods for assessing the success of the interpretation algorithm—omission
and commission error. Omission error is the inability of the algorithm to detect a real tree at
a defined level of accuracy. In our case, we consider a tree to be successfully detected if the
algorithm estimates a tree location less than 4 m away from the tree’s true location (i.e.
known exactly from the synthetic stand) and if the estimated height and crown diameter is
within 20% of the true height and crown diameter. We use 4 m as the threshold because it is
the about crown diameter of a loblolly pine with 10 cm DBH according to Eq. 2. 10 cm
DBH is about the size of smallest tree in our simulation. Since a stand consists of many
trees, the omission error for the stand is as follows:

Eo ¼ Nm

Nc þ Nm
ð5Þ

where Eo is the omissions error, Nm is the number of real trees that are missed, and Nc is the
number of trees that are correctly identified. Commission error occurs if the algorithm
estimates trees estimated by the algorithm when no actual tree exists (using the same
criteria as for omission):

Ec ¼ Nm

Nc þ Ne
ð6Þ

where Ec is the commission error, Ne is the number of derived trees that are not correct, and
Nc is the number of trees that are correct.

3 Results

We used these procedures to investigate algorithm given stands with BA ranging from 10 to
30 m2/ha and for LiDAR sampling parameters giving 0.5–20 points/m2. For each stand the
LiDAR penetration rate (10%) and the DBH of trees (normally distributed with mean=
21.4 cm, std. dev.=4 cm) were fixed.

Figure 3 shows delineated watershed regions compared to the original canopy model for
the same stand. In this case, the watershed algorithm successfully derived most of the actual
tree locations, but consistently underestimated the diameter of tree crowns. Figure 4 shows
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a comparison of estimated tree location and area versus the actual stand model for the same
LiDAR data/synthetic stand pair. In this case, 3 trees were dropped from the watershed
regions (and therefore contribute to omission error) because they did not meet the accuracy
criteria based on crown diameter.

The interaction between footprint size and estimation accuracy is shown in
Fig. 5. Typical footprint size for discrete LiDAR systems are between 0.3 and 2 m.
The graph shows that over this range, footprint size has little effect on the success of
the algorithm. Based on these results, for the rest of the analysis we fixed the footprint
size to 0.5 m.

Figure 6 shows the interaction between Basal Area and estimation accuracy. For a fixed
LiDAR point density, Basal Area has a large effect on the estimation accuracy. Similarly,
Fig. 7 shows the effect of LiDAR point density on estimation accuracy for low (10 m2/ha)
and high (20 m2/ha) Basal Area stands. Both graphs show a negative relationship between
LiDAR point density and omission error, but that the nature of this relationship is different
for the high and low BA stands. In particular, the relationship between point density and
accuracy is linear for high density stands, but is non-linear and asymptotic for low density
stands. In both graphs, the scatter of points around the best-fit line indicates that omission

Fig. 4 Mapped output showing cases of omission error. Note that 2 trees are fairly successfully derived but
do not meet the threshold set for successful detection (i.e. a<20% difference in crown or location error). Note
also that this 20% threshold, when viewed visually is actually fairly stringent
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error is related to the specific juxtaposition of trees within a stand in addition to a simple
measurement of Basal Area.

Figure 8 shows the biases associated with the LiDAR processing algorithm. Crown
diameter is consistently underestimated even at high point densities. Although the mean

Fig. 6 Graph showing the effect of stand Basal Area on algorithm performance. Each point represents the
omission error for one synthetic stand. Omission error increases with stand Basal Area. Note that for the
species we are simulating (Loblolly pine), canopy closure occurs at Basal Areas greater than approximately
20 m2/ha. All results were obtained at a point density of 4 per m2

Fig. 5 Effect of LiDAR footprint size on tree identification. The graph shows the success of the tree
identification algorithm over a range of sampling densities and assuming footprint sizes of 0.5 m (open
circles), 1 m (closed squares) and 2 m (closed circles). The graph suggests that footprint size has a minimal
effect on the success of tree detection
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error (i.e. the average over all trees in the stand) is largely unaffected by the Basal Area of
the stand, the standard deviation of error (the variation in error for each tree in the stand) is
larger for high Basal Area stands. In both cases, the error associated with crown estimation
(both the mean and standard deviation) decreases with increased point density, but the
graphs suggest that the algorithm will consistently underestimate crown diameter
irrespective of point density.

Fig. 7 Graphs showing the effect of LiDAR sampling density (points per m2) for a low (10 m2/ha) and b
high (20 m2/ha) stands. Each point shows omission error for a single stand. In both cases, omission error
decreases with point density, but the shape of the response is different for low versus high BA stands. A
practical interpretation suggests that for low density stands there is likely to be a threshold point density
above which extra sampling does not contribute to increased accuracy. However, for high BA stands, extra
points will have a direct effect on the accuracy of results
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Finally, an assessment of algorithm ‘accuracy’ depends on a subjective definition of
successful detection. In the examples above, we define a successful detection as a
location accuracy of 4 m and a crown diameter and height accuracy of less than 20%.
Figure 9 shows the effects of changing this ‘success’ criteria. As might be expected,
stricter definitions of accuracy lead to increased omission error. The shape of the
relationship between omission error and point density also differ according to the

Fig. 8 Graphs showing the bias in estimating crown diameters. Each point shows the mean error (per stand)
in crown estimation for trees that have been correctly classified based on their x, y location. The outer lines
show the standard deviation of error for estimated crown diameter for each stand. The graphs illustrate the
relationship between crown error and point density for Basal Areas of a 10 and b 20 m2/ha

50 Geoinformatica (2013) 17:35–61



definitions used for successfully detected trees. Practically, this suggests that the
performance (hence the comparability) of different LiDAR algorithms is sensitive to
predefined success criteria.

4 Discussions

The results from this study show that our LiDAR processing algorithm derives useful,
individual tree level information from synthetic data sets. They also provide quantitative
and qualitative information about the factors that influence the utility of LiDAR for forest
managers and that may help the development of better algorithms and the most appropriate
use of LiDAR technology. In particular, omission error is strongly related to the LiDAR
sampling density and to obtain operationally useful information about the location and sizes
of trees in typical loblolly pine stands our results suggest that point densities greater than 2
and preferably greater than 4 per m2 are required. Using real life data, Popescu [38] was
able to successfully detect approximately 50% of trees in Loblolly pine study using a point
density of 2.6 per m2. However, our results stress that the density of points needed to
extract useful information also depends on the structure of the stand including tree species,
tree and crown sizes and the juxtaposition of trees within a stand. These conclusions are
consistent with findings from other studies. Using real data, Maltamo et al. [39] and
Persson et al. [40] suggest that stand structure affects the success of tree finding algorithms.
For example Morsdorf et al. [41] achieved point densities of approximately 30 per m2 but
were only able to detect 64% of a conifer species with a much smaller crown diameter (1–
3 m). In our study, canopy closure occurs at Basal Areas greater than 20 m2/ha. This has
the effect of reducing height differences between local maxima (tree apexes) and local
minima (gaps between trees) of the canopy surface, which in turn affects the success of the
watershed algorithm, and the density of points required to detect trees.

Fig. 9 Graph showing how changes to the definition of success criteria influence omission errors. Omission
error (whether a tree is successfully identified) is defined by an acceptable level of accuracy between
estimated vs actual tree characteristics. The graph shows acceptance criteria of 20 (triangles), 25 (open
circles) and 30 (closed circles) percent
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Our results also illustrate consistent biases in the detection of individual tree locations
and sizes. Small trees are less likely to be detected than large trees (although the location
errors for detected trees are unbiased), while commission error (detection of trees that do
not actually occur) is almost non-existent (except for over-segmentation). In addition, there
is a consistent error towards underestimation of crown diameters. This can be explained by
the inherently ‘biased’ nature of LiDAR methods. Backscattering (a valid return) is possible
only if an object lies within the path of the laser, but is unlikely to occur if an object is not
present (i.e. returns from mid-air are unlikely except for location error associated with
footprint size). Consequently, returns are much more likely to register within a tree crown
than at its surface or outside of the crown. Our algorithm is driven by ‘tell-tale’ changes in
height (for example valleys between tree crowns) between adjacent data points.
Consequently, the “lost” points due to the penetration error (Eq. 4) lead to an
underestimation of crown sizes by the tree delineation algorithm. Low point densities
exacerbate this problem because the true boundaries of crowns are less likely to be
represented by the LiDAR sample.

A paradox of using LiDAR to measure forest properties is that results have little
scientific or operational value unless an independent assessment of accuracy has been
made. In practice, this is done by comparing LiDAR estimates with measurements using
more reliable (but also more resource intensive) techniques such as field inventories and
expert interpretation of aerial and satellite imagery. Therefore it could be stated that LiDAR
is used to extrapolate results from a detailed and reliable (but resource intensive) sampling
methodology in order to efficiently sample a broader spatial area. The errors and biases that
we present here are essential to understanding this extrapolation process. We have shown
that estimation errors are likely to vary according to stand composition and local point
density. Practically, these findings emphasize that the interaction between LiDAR sampling
and estimation bias dictates that a broad subset (i.e. encompassing the full range of forest
composition) of validation data is collected in order to independently assess the accuracy of
estimates. Although synthetic data may help determine the nature of these biases, we argue
that the collection of appropriate validation/calibration data during an operational study is
essential. However, by rigorously assessing the algorithm using synthetic data, its output
and limitations are easier to understand when applied to a real world study.

The cost of intensive field inventories, diversity of forest types (e.g. species composition,
ages, density) and the variety of potentially relevant forest measurements (e.g. Basal Area,
individual tree locations, DBH, canopy diameter, canopy density) suggest that synthetic
data is a valuable tool for investigating the success of LiDAR interpretation algorithms and
consequently LiDAR studies. For example, in a real life study into individual tree detection,
Maltamo et al. [39] were able to measure approximately 700 trees (in 10 different plots
where a plot represents a different stand structure) in order to assess the accuracy of their
LiDAR study; Brandtberg [42] used 200 individual trees and in one study [43] ground truth
data could only be obtained 2 years after the LiDAR measurements. In contrast, the
synthetic canopy model as the reference data is inexpensive, can be simulated for any forest
type, is 100% accurate and can be used to investigate estimation errors for any type of
forest measurement. We argue that a synergistic approach to LiDAR algorithm design and
testing, using both real and synthetic data, will greatly benefit the advancement of
operational LiDAR methods.

Although the focus of this paper is to use synthetic data to assess the accuracy of a tree
finding algorithm, the concept could easily be extended to assess optimal methodology and
the allocation of resources for a complete operational study. A complete study will be
defined by the type and accuracy requirements of forest, the spatial extent and
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heterogeneity of forest types in a study area and the resources available to conduct both
LiDAR and complimentary ground survey measurements. The appeal of detecting
individual trees is that they are the fundamental units of forest management. In theory
individual tree metrics can be used to infer other stand level forest metrics such as average
stand height, DBH distributions, Basal Area, species composition (given known allometric
relationships of different species) or biomass. Here, errors in individual tree detection
algorithms will clearly affect estimates of these aggregate metrics. For example, many tree
finding studies estimate individual tree metrics such as height, crown diameter or DBH but
only assess the accuracy of estimates for detected trees only [e.g. 38, 44]. In such cases,
aggregate measures will be biased because of missing information surrounding non-
detected trees. In turn, our results show that non-detection is likely to be biased towards
smaller trees. It is suggested that the mechanisms by which individual tree errors translate
to aggregate measurements are complex but could be understood using a synthetic data and
a theoretical approach.

Other algorithms and methods that have been used to detect individual trees from
LiDAR data include 2-Dimensional CHM segmentation methods including edge
detection, region growing, Variable Window Filters [e.g. 45] and variations of the
watershed algorithm used here [e.g. 22]. A number of other methodologies have been
described that use the 3D point cloud directly including: contour analysis of CHM’s; k-
means clustering of 3D points [41]; the detection of locally high point densities
corresponding to crown centers [14] and Spatial Wavelet Analysis [24]; and some of
these algorithms have been developed into practically useful, procedural software that can
be used with little expert knowledge. However, the task of efficiently utilizing raw
LiDAR data and assessing the accuracy of algorithms remains an outstanding research
issue. In particular we argue that LiDAR methods are most useful to foresters if they yield
both estimates of particular forest properties and the error associated with these estimates.
In this study we have used synthetic data to understand these errors, and a number of
other authors have taken similar approaches. For example, Lovell et al. [46] used simple
geometric stands and simulated small footprint LiDAR data to determine the optimal
acquisition parameters for measuring forest height and Goodwin et al. [47] describe a
model that can be used to generate synthetic forest LiDAR data. Ni-Meister et al. [48],
Sun and Ranson [20], Koetz et al. [49] used simulated 3D forests to investigate large
footprint LiDAR analysis. Garcia et al. [50] used real life LiDAR data to compare the
efficiency of different algorithms. In all cases, an analysis of the estimated forest
properties versus known properties (obtained either using synthetic data or through
intensive field sampling) reveals essential information about the performance of the
methods and the errors associated with estimation.

One noticeable characteristic of many current tree detection algorithms (including the
one presented here) is that the results usually comprise the metrics of successfully estimated
trees. In some cases, these results may be presented along with an analysis (a comparison of
LiDAR estimated vs. field sampled measurements) that can be used to assess the accuracy
of these estimates. However, output does not usually include standard statistical metrics
most familiar to scientists such as confidence or prediction intervals or standard errors of
estimates. And as demonstrated by Fig. 9, successful detection requires a subjective
definition that makes comparisons between studies difficult. We argue that for a tree
detection algorithm, the most useful output would include best estimate of location, height
or crown diameter with a meaningful confidence or prediction interval. In this way,
aggregate measurements (derived from all the detected trees) such as stem density and DBH
distributions could also be calculated with appropriate levels of confidence. Crucially,
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confidence or prediction intervals have a universally accepted (and practically useful)
definition based on the reliability of an estimate. For example, an appropriate confidence
interval for a tree location would be defined as a range that, in a given percentage of cases,
would contain the true location if the entire analysis (collection and interpretation of
LiDAR data) were repeated a large number of times. Although Hirata [51] provides an
example of repeated measurements to investigate the effects of scanning height on LiDAR
utility, conducting a large number of LiDAR replicates is likely to be prohibitively
expensive for operational studies. Another option for exploring interpretation accuracy
would be to resample LiDAR real-life data with good coverage and validation data using
sub-sample [52], bootstrap or jackknife methods. However, we argue that synthetic data has
a potentially important role for developing algorithms with more readily interpretable and
useful assessments of accuracy.

For synthetic data to be useful it must bear some resemblance to real-life LiDAR data.
However, we suggest that it does not have to be perfect. In this study, we have used a
simple, intuitive mechanistic model of LiDAR sampling and forest properties. We also
qualitatively compared the pattern of simulated points used in a real life LiDAR data set of
Loblolly pines. Although we also acknowledge that many details of LiDAR sampling and
of simulated forest structure have not been represented by our model, the methods could
easily be modified to include them. Most notably, we have omitted mechanisms involving
scan angle, discrete versus continuous data, ground terrain (important for height estimation)
and any number of details concerning the complexity of stand structure (for example
species mixes, juxtaposition of trees, presence of understory or mid-storey). In some cases,
details of a LiDAR simulation considered unimportant for a particular system could be
omitted from the methods. The decisions concerning the amount of detail necessary to
adequately represent a system are an intrinsic and valuable part of all modeling efforts.
Along these lines, we argue that although synthetic LiDAR data are directly useful for
exploring the biases inherent in existing tree detection algorithms, the insights gained from
model building also provide far reaching benefits for the improvement of existing
algorithms and the design of new ones.

Given our experience of using synthetic data, there are two notable features of
current algorithms that might be addressed. The first is that most current tree detection
algorithms rarely use all the information provided by the LiDAR samples to estimate
metrics—for example segmentation algorithms (including ours) often filter points
representing the upper portion of the forest canopy before interpolating them (in 2-
Dimensions) to a convenient gridded surface. In doing so, many points that might be
used to estimate other useful forest metrics such as understory or ground cover
vegetation are discarded [12]. Secondly, algorithms (including ours) rarely attempt to
directly estimate the intuitive, mechanistic properties of LiDAR sampling (such as
backscatter and penetration). This observation is intrinsically linked to conceptual models
of LiDAR sampling and the process of generating synthetic data. For example, despite
using a simple conceptual model to generate synthetic LiDAR data, our algorithm does
not attempt to ‘back estimate’ all of the parameters that generated the data. Instead, it
estimates only the tree locations and crown diameters. In contrast, most statistical
estimation involves the development of a simple conceptual model of the underlying
system (including probability functions and known parameters) followed by methods to
estimate ‘unknown’ parameters using available data. In other words, estimation is a
reverse process to generating synthetic data and vice versa. We suggest that one valuable
use of synthetic data would be to ‘generalize’ the LiDAR problem into one of estimating
the location and arrangement of geometric shapes given known ‘sampling’ errors. The
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applicability of this idea to LiDAR will likely depend on whether the conceptual models
from which synthetic LiDAR data are generated can be developed to be both simple
enough that relevant parameters can be back estimated directly; and realistic enough that
this process yields useful interpretable practical estimates of forest structure. For
example, in our LiDAR simulation, the components of the system can be divided into
known and unknown parameters. The former category might include footprint size, scan
angle (fixed to perpendicular in this case), flight speed, the pulse rate of the equipment
and prior assumptions concerning the shape and size of trees. Using this known
information and the data, the task would be to estimate all unknown parameters
including the location and size of each tree but also backscatter and penetration rates.
Although the location and size of trees is perhaps the most relevant output to forest
managers, backscatter and penetration (as an integral part of the model that generated
the data) may be crucial for increasing the accuracy of these estimates. For example,
edge detection algorithms often underestimate crown diameter in closed canopies
because, although they might be able to distinguish ‘valleys’ between crowns, they
cannot determine the extent to which crowns overlap [e.g. 21, 45]. In such cases, ‘local’
changes in penetration (the height distribution of returns in an x,y plane) and of
backscatter might improve accuracy by signifying different kinds of surface property; or
denser, overlapping vegetation; or by correcting otherwise biased height measurements
that can then be used in (a priori specified) models of tree allometry. Although the methods
and results we present here do not address such hypotheses, it is suggested that there is
much progress to be made in the development of paired algorithms that create realistic 3D,
LiDAR like data sets and then attempt to back estimate the parameters of interest. Such
experiments and the relevance of LiDAR simulation to real world LiDAR data and forestry
applications will be the focus of our future work. In addition, some “area-based” methods
other than the individual-tree based algorithms have been proposed to use LiDAR to
estimate forest stand information [53–56]. We could also extend our framework towards
evaluating these methods.

5 Summary and conclusion

This article presented a procedure and framework to evaluate several key parameters in
LiDAR forest surveys, including forest stand characteristics (total basal area and mean and
standard deviation of DBH), and the LiDAR sample point density, by using a synthetic
forest stand and computer generated sample points. The results were consistent with
previous research which used real world LiDAR data. The advantage of using computer-
aided analysis is that it can generate a large amount of replicas of randomized sample
datasets under certain controlled parameter sets. The results from the consequential data
processing can be directly compared to the preset ground truth. As such, the accuracy of the
forest stand metrics along with their uncertainty and confidence levels can be obtained,
which is an unprecedented feature of our approach to understanding the usability of the
LiDAR survey in forest study.

We also acknowledge there are still some limitations in our method. Because this is a
proof-of-concept study, some simplifications have to be assumed so that the feasibility of
the computer models can be evaluated. The assumptions include the regular distribution of
trees in the stand, uniform foliage density, flat ground terrain, constant laser pulse
permeability in the canopy, symmetric shape of crown, and perpendicular looking angle of
the sensor. Upon success of this research, we shall put more insights into variability of these
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factors by relaxing some of the assumptions at a time so that more useful guidelines for
airborne LiDAR survey for foresters are generalized from the synthetic scenarios.
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