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Abstract. Visual object tracking plays an essential role in vision based
applications. Most of the previous research has limitations due to the
non-discriminated features used or the focus on simple template match-
ing without the consideration of appearance variations. To address these
challenges, this paper proposes a new approach for robust visual object
tracking via sparse representation and reconstruction, where two main
contributions are devoted in terms of object representation and location
respectively. And the sparse representation and reconstruction (SR2) are
integrated into a Kalman filter framework to form a robust object tracker
named as SR2KF tracker. The extensive experiments show that the pro-
posed tracker is able to tolerate the appearance variations, background
clutter and image deterioration, and outperforms the existing work.
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1 Introduction

Object tracking is important to many computer vision applications ranging from
visual surveillance [1], human computer interaction [2] and automatic robotics
[3]. Although the state of the art has advanced significantly in the past decade
[4]-[9], some challenging problems still remain open.

Tracking in complex environment requires two crucial components: discrimi-
native object representation and effective spatial location. The object representa-
tion models the characteristics of a target, which include the shape, pose or even
the reflectance properties. Appearance based representation [4] gains popularity
recently because 2D images can be used straightforwardly. However, appearance
variations are often caused by a number of factors in the natural environment,
including shape deformation, background variation, lighting changes as well as
occlusion [5]-[6]. It is imperative for a robust appearance representation to model
such variations. Another goal of object tracking is to locate the target spatially.
Considering the noise from the backgrounds and the object itself, it is useful
for employing the probabilistic estimation framework, e.g., Kalman filter [7] or
particle filter [8]. However, the template matching (the core of the estimation
framework) is widely known for the drifting problem due to error accumulation
over the time [10].
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In this paper, we treat the representation as the classification between two-
class linear regression models [5]-[6] and apply sparse signal optimization to ad-
dress this problem. The rationale behind this scenario is that we compactly rep-
resent the object with discriminative features. Secondly, to facilitate the accurate
location, the target object is reconstructed as a superposition of the searching
candidates instead of the straightforward template matching. The reconstruction
can handle the errors due to object occlusion and image corruption uniformly
since the noise or errors are often sparse w.r.t. to the standard (pixel) basis. The
proposed sparse representation and reconstruction (SR2) are finally integrated
into a Kalman filter to form a robust visual tracker named as SR2KF tracker.
Figure 1 shows the framework of our approach. The most related work is [9],
where a robust visual tracking method is proposed by modeling the tracking as a
sparse approximation problem (we refer it as SAP tracker in this paper). In SAP
tracker, although the challenges of object occlusion are addressed seamlessly, the
object appearance variation is not fully considered.

Fig. 1. The flowchart of the proposed tracking approach

The rest of the paper is organized as follows. In Section 2, we introduce the
sparse representation. Section 3 presents the reconstruction strategy for object
location. Section 4 describes the SR2KF tracker. The experimental results are
reported and analyzed in Section 5. Finally, we conclude the paper in Section 6.

2 Sparse Representation for Object Appearance

As the core of visual tracking, we treat the extraction of discriminative repre-
sentation as a two-class (object versus background) classification problem. The
existing work [11] has contended that the sparse representation selects the subset
which represents the input signal most compactly and is naturally discriminative.
We exploit the discriminative nature of sparsity for object appearance.

2.1 Online Construction and Update of the Training Samples

The sparse representation is obtained in an optimization framework based on the
aggregation of the historical tracking results called as training samples in this
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paper. Let M be the number of time steps (frames) of the historical tracking.
The training sample set is defined as T = {(�+j , �−j )}, j = 1, ...,M , where �+j and

�−j are the object (positive sample) and the corresponding background region
(negative sample) obtained at the jth step, respectively. We adopt the histograms
of oriented gradient and color (HOGC) [12] as the pixel-level feature for the
object and background regions [12].

An update scheme is performed to keep the latest appearance information
of the object and background in the training set. At each tracking step, a pair
of positive and negative samples (�+j , �

−
j ) are randomly selected and re-placed

with the latest tracking result and the corresponding background. For only two
samples in the set updated each time, the tracking stability is thus ensured and
the feature drifting is avoided even when the noisy samples are updated.

2.2 Sparse Solution via an Improved l1-Norm Minimization

The existing work [13] has demonstrated that the sparse problem can be effec-
tively resolved by l1-norm minimization. In the context of feature representation,
we formulate our problem as following

min ‖S‖1,
s.t.

{
ST �+j ≥ α

ST �−j ≤ −α ,
(1)

where ||·||1 represents the l1-norm and S ∈ RN is the vector of sparse coefficients
which measure the discriminative ability of each component in HOGC features.
The constraints in Eq. (1) ensure that the training samples can be correctly
classified and the shortest distance between two classes is 2α.

Fig. 2. Sparse representation of the object appearance via l1-norm minimization

Given the sparse solution S and the object O in the current step (frame), the
representation is calculated as

F = S ⊗HOGC(O), (2)

where HOGC(O) represents the histogram features of object O and ⊗ denotes
the dot-product operation. Figure 2 shows an example of the sparse represen-
tation given the HOGC features. The obtained sparse representation is finally
used as a prior to locate the object in the successive frame.
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3 Sparse Reconstruction for Object Location

The existing work [14] shows that the sparse reconstruction is robust to noise
and insensitive to partial occlusion. We thus exploit it to identify the most
informative candidates for accurate object location.

3.1 Instantaneous Sample Set for Reconstruction

In our approach, with the pre-identification in the instantaneous frame, all the
possible candidates will be firstly selected to form a sample set, which is used
for reconstruction based location. The instantaneous sample set is dynamically
built up in a search window (the black rectangle region in Figure 3). A sample in
the search window (the red rectangle region in Figure 3) is specified by a triplet
r = (x, y, s) [12], where x ∈ (0,W ) and y ∈ (0, H) are the image coordinates and
s > 0 is the scale of the candidate. Let K be the number of selected candidates,
the instantaneous sample set is defined as A = {ak}, k = 1, ...,K.

Fig. 3. The searching window for instantaneous sample set construction

3.2 Sparse Reconstruction for Object Location

The aim of the sparse reconstruction is to approximate the potential object
location by a linear superposition of the instantaneous samples given the prior
object representation as follows

Aψ = F, (3)

where F is the given sparse representation, and ψ = {ϕk}, k = 1, ...,K is the
reconstruction vector in which ϕk is the reconstruction coefficient for the kth
sample in the instantaneous set A.

Intuitively, the search window is larger than the target region with some
instantaneous samples from non-object regions. Only a few samples are suitable
for linear superposition. Even in the case of partial occlusion, the number of
effective object samples are limited. Consequently, ψ subjects to sparse property.
We can then formulate the sparse reconstruction as

min ||ψ||1,
s.t.Aψ = F.

(4)
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(a) (b)

Fig. 4. Sparse reconstruction for object location. (a) The object location calculated by
reconstruction strategy. (b) The coefficient vector of sparse reconstruction.

Figure 4(b) shows an example of the solution ψ. Among 100 samples, about 10
samples are enough for the approximation with the corresponding coefficients.

Essentially, the entries in the reconstruction vector are the confidences show-
ing how the corresponding candidates are the object. Therefore, the object lo-
cation with its scale O(x, y, s) is finally identified as

O(x, y, s) =
∑K

k=1
ak(x, y, s) · ϕk. (5)

Figure 4(a) shows the result of object location calculated by Eq. (5).

4 SR2 Kalman Filter

We integrate the sparse representation and reconstruction (SR2) into the Kalman
filter (KF) and develop a robust object tracker named as SR2KF tracker. The
Kalman filter addresses the general problem of estimating the state X of a
discrete time process that is governed by a linear stochastic difference equation
as

Xt+1 =MXt + ut, (6)

with a measurement Z that is

Zt = HXt + vt. (7)

The random variables ut and vt represent the state and measurement noise,
respectively. They are assumed to be independent and have normal distribution.
In SR2KF tracker, the first order Markov model is employed, i.e.

Xt =

⎛
⎜⎜⎝
Ft

ΔFt

Pt

ΔPt

⎞
⎟⎟⎠ , Zt =

(
Ft

Pt

)
, (8)

and

M =

⎛
⎜⎜⎝
IN×N IN×N 0 0

0 IN×N 0 0
0 0 IL×L IL×L

0 0 0 IL×L

⎞
⎟⎟⎠ , H =

(
IN×N

0
0
0

0
IL×L

0
0

)
. (9)
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where Ft is the sparse representation at time (frame) t and ΔFt = Ft − Ft−1,
Pt = (xt, yt) denotes the center coordinates of the object bounding box and
ΔPt = Pt − Pt−1, IN×N and IL×L are the identity matrixes where N is the
dimension of the sparse representation and L is 2.

5 Experimental Results

To demonstrate the effectiveness of the proposed approach, we performed com-
prehensive experiments on several public benchmarks. To avoid the influence
from detection, the target objects were initialized manually.

Ten image sequences were selected from the public sets VIVID [15], CAVIAR
[16] and SDL [17]. The selected test data consists of a variety of challenging
cases in the complex environments, e.g., occlusion among objects, object scale
variation and rotation, lighting changes, and clutter background. To quantita-
tively evaluate the performance, we adopt the displacement error rate (DER)
[12] between the tracking result and the ground-truth.

5.1 Evaluation on the Appearances Variation

The average and variance of DER were used to validate the effectiveness of
the sparse representation against other two representative feature representation
methods: variance ratio feature shift [5] and peak difference feature shift [6].

In Figure 5(a), the sparse representation is with the average DER ranging
from 0.04 to 0.1. The variance of DER for our approach is 2.62× 10−4 which is
much lower than the ones of variance ratio feature shift (value at 3.80 × 10−3)
and peak difference feature shift (value at 2.41× 10−3). This demonstrates that
the proposed object representation is more robust to the appearance variation.

5.2 Evaluation on Partial Occlusion

Partial occlusion is another key issue for inaccurate location and unstable track-
ing. The Kalman filter [7] and particle filter [8] are two well-acknowledged track-
ing algorithms which can handle the partial occlusion to some extent. We thus
conducted the evaluation on all test data and compared the proposed reconstruc-
tion strategy with the Kalman filter and particle filter based tracking algorithms.

In Figure 5(b), the performance of the reconstruction strategy is apparently
better than the Kalman filter and particle filter measured by average DER. In
addition, the stability measured by variance of DER also outperforms the ones
of Kalman filter (5.81× 10−3) and particle filter (1.30× 10−3).

5.3 Evaluation of SR2KF Tracker

We finally evaluated the performance of SR2KF tracker and compared with the
SAP tracker [9] against different complex situations including image deteriora-
tion, appearances variations of object and background, and partial occlusion.
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(a) (b)

Fig. 5. Experimental results. (a) For appearance variation; and (b) partial occlusion.

The first test sequence (as shown in Fig. 6(a)) is from VIVID data set. During
the tracking process, the object subjects to severe image quality deterioration

(at 220th frame), which results in the degeneration of its appearance representa-
tion in pixel-level space. The sequence shown in Fig. 6(b) from SDL set is quite
challenging due to the clutter backgrounds, the similarity of other objects to
the tracking target in appearance, and severe occlusion. In these tracking condi-
tions, the SAP tracker failed in tracking ultimately but SR2KF tracker worked
successfully. The experimental results demonstrated that our proposed SR2KF
tracker is effective for visual object tracking and outperforms [9].

(a) 120th frame 220th frame 320th frame 480th frame

(b) 55th frame 200th frame 360th frame 840th frame

Fig. 6. Tracking results of SR2KF tracker and the SAP tracker in [9]. The tracking
result is marked with red rectangle and the ground-truth is with blue ellipse.

6 Conclusions and Future Work

Object representation and location are two primary issues in visual tracking.
In this paper, we implemented a visual object tracking approach named as
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SR2KF tracker by integrating the sparse representation and reconstruction into a
Kalman filter framework. The sparse representation is able to encode the variant
appearance patterns and the reconstruction scenario is robust to object partial
occlusion for location. The extensive evaluation demonstrates our approach is
powerful for visual tracking problems compared with the existing work.

The future work includes 1) more pixel-level appearance and motion features
will be integrated in the current approach to improve the performance, and 2)
the case of complete occlusion will be addressed.
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