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A solution for facial expression representation and recognition
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Abstract

The design of a recognition system requires careful attention to pattern representation and classifier design. Some

statistical approaches choose those features, in a d-dimensional initial space, which allow sample vectors belonging to

different categories to occupy compact and disjoint regions in a low-dimensional subspace. The effectiveness of the

representation subspace is then determined by how well samples from different classes can be separated. In this paper,

we propose a feature selection process that sorts the principal components, generated by principal component analysis,

in the order of their importance to solve a specific recognition task. This method provides a low-dimensional

representation subspace which has been optimized to improve the classification accuracy. We focus on the problem of

facial expression recognition to demonstrate this technique. We also propose a decision tree-based classifier that

provides a ‘‘coarse-to-fine’’ classification of new samples by successive projections onto more and more precise

representation subspaces. Results confirm, first, that the choice of the representation strongly influences the

classification results, second that a classifier has to be designed for a specific representation.

r 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

During the last decade, computers have been
equipped with new functions and input/output
devices: future human–machine (HM) environ-
ments will integrate multimodal information issu-
ing from signs revealing the emotional states of
their users: the dynamic behavior, the speech and
the facial expression. The communicative power of
faces implies that they are a central point of
interest during social exchanges and become the
most accessible window of the mechanisms that

govern our emotional states. Some of the recent
studies concerning HM interaction improvements
focus on facial expression analysis to establish a
real interactive dialogue between man and ma-
chine. In addition, the emergence of facial anima-
tion or virtual avatar creation imposes the
necessity of robust representation, analysis and
classification tools for facial expression recogni-
tion. From a physiological angle, a facial expres-
sion results from the facial feature deformation,
due to the contraction and relaxing of facial
muscles. The construction of a recognition tool
depends on the significance given to facial expres-
sions. A lot of disciplines have looked into this
problem, such as philosophy, biology, psychology
or psychoanalysis. Nevertheless, one of the most
famous facial expression representation and
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coding system, called facial action coding system
(FACS), has been proposed in 1978 by Ekman and
Friesen [10]. Their objective was to describe all the
visually distinct local facial muscle movements
using 46 actions units (AUs): each AU is
associated with the physical behavior of a specific
facial muscle, giving an appearance-based descrip-
tion of faces. In that way, a facial expression
corresponds to the combination of a set of AUs.
Ekman has also classified all the facial expressions
into six prototypical universal categories: fear,
surprise, anger, disgust, joy and sadness.
In this article, we focus on the prototypical

classification of facial expressions, that includes
three fundamental problems. Analysis of facial
expressions requires a number of preprocessing
steps which attempt to detect, or track the face,
then locate and extract characteristic facial regions
such as eyes, mouth and nose. Then, this
information has to be represented, so that the
different facial expressions are precisely described
(edges, bunch graphs, motion vectors, etc.), to
make the classification easier. Finally, the choice
of classification tools, adapted to the representa-
tion, is a fundamental step for optimizing the
facial expression recognition. The classification
approaches are generally based on statistical or
rule-based decision methods, depending on the
representation chosen. Graph modeling provides a
geometrical two-dimensional (2D) or three-dimen-
sional (3D) description of faces, including topo-
graphic information: the principle is to position
nodes on facial points, also called fiducial points,
and to connect nodes with edges. Graph matching
algorithms [12] can then measure a similarity
between each node of a graph and the nodes of a
general graph representation of expressions. The
facial expression of an unknown face is recognized
if its representation yields the highest similarity
with the specific expression graph model. Motion
analyzing methods focus on computing motion of
either facial muscles or facial features between
neutral and apex instances of a face. Optical flow
estimation algorithms [29,31] compute dense mo-
tion fields in the entire face (or selected area): these
motion vectors are mapped to facial expressions
using motion templates which have been extracted
by summing over a set of learned motion fields.

Feature tracking [30] allows to estimate motion
only over a selected set of prominent features.
Finally, 2D or 3D models of the face can be
adapted to the image data to estimate object
motion [3,11]. Neural network approaches for
facial expression recognition [21,18,26] use data
collected during the past to construct a model
(learning step), that is then applied to new test
samples to estimate the posterior probability of
each class of expression.
In this paper, we propose two kinds of

contributions. We first show how to construct a
discriminant representation subspace, adapted to a
specific classification task. We illustrate its interest
in the case of the three- and six-facial expression
recognition problems. We also propose a decision
tree classification, which is trained by an iterative
selection of individual features that are more
salient at each node of the tree. The organization
of this paper is as follows. Section 2 briefly exposes
some of the related work concerning the statistical
facial expression recognition problem. In Section
3, we introduce the construction of a discriminant
representation subspace that is well adapted to a
given recognition task, and Section 4 focuses on
the facial expression recognition problem: we first
describe our data sets, composed of normalized
internal parts of faces. We then study and compare
the discriminant power of different representation
subspaces. We present the comparison of classifi-
cation performances, using an Euclidean distance-
based classifier, into these representation sub-
spaces. We also test the influence of different
facial areas and different subspace sizes on the
classification performances. Section 5 deals with
the construction of a decision tree classifier, based
on a ‘‘coarse-to-fine’’ classification approach and
presents experimental results. Finally, concluding
remarks are given in Section 6.

2. Facial expression recognition by statistical

analysis

In a statistical approach, a face, or sample, is
modeled as a d-dimensional feature vector. Statis-
tical classification methods consider the statistical
distribution of data into their original space or
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into a low-dimensional subspace. Such analysis
preserves the original images as much as possible
in order to allow the classifier to discover the
revealing features in the images. In general,
statistical classification is divided into two steps:
representation (learning) and recognition (testing).
Learning can consist in extracting or selecting

features to find an appropriate representation of
the input patterns, and then in training a classifier
to partition the feature space. The dimensionality
reduction is a well-known approach for data
representation, whose goal is to decrease the
measurement cost and increase the correct classi-
fication rate. One can however make a distinction
between feature selection (in the measurement
space) and feature extraction (equivalent to feature
selection in a transformed space), even if both
perform a dimensionality reduction [28]. Feature
selection methods [13] consist in selecting the best
subset of features among the input features: given
a set of d features, they find a subset of size N that
leads to the smallest classification error. Feature
extraction methods (principal component analysis
(PCA) [27,8], linear discriminant analysis (LDA)
[2,15], independent component analysis (ICA) [1],
local feature analysis (LFA) [19]) transform the
original features into new ones, via linear combi-
nations: they find an appropriate representation
subspace, of dimension N; for the original d-
dimensional patterns. Edwards et al. [9] have also
interpreted face images using active appearance
models (AAM), that represent both shape and
gray-level appearances. The shapes of the main
features and the spatial relationships between
them are represented by a point distribution
model, corresponding to a statistical model of
shape variation computed by PCA. The statistical
model of gray-level appearance is built by warping
each training image, using triangulation, and then
applying PCA to the shape-free images. By
performing PCA once more on gray-level appear-
ance and shape appearance models, a vector of
appearance controlling both gray level and shape
is generated, which provides a compact and
parameterized description of a face. Statistical
learning can also perform a density estimation of
different classes to obtain a distribution model
[17].

Once the data are modeled, the classification
process consists in assigning a d-dimensional
pattern into one of c classes fo1;y;ocg: a
classifier can be designed using three main
approaches, which have been employed for facial
expression recognition. The simplest is based on
the concept of similarity [15,22,16]: samples that
are similar should be assigned to the same class.
This implies to use a good metric like the usual
Euclidean or Mahalanobis distances. The second
main approach is the probabilistic one [7] which
requires the estimation of the parametric distribu-
tion models of the patterns. The Bayes decision
rule, for the f0; 1g cost, assigns a sample to the
class with the maximum posterior probability. For
example, Moghaddam and Pentham [17] have
used eigenspace decompositions to estimate the
distribution of high-dimensional data as a mixture
of Gaussian densities, and maximize a likelihood
measure to recognize new patterns. The last
concept consists in constructing decision bound-
aries directly by optimizing an error criterion: k-
nearest neighbor rule-based techniques [24] and
neural networks are well-known tools for such a
process.
In this paper, we have adopted the statistical

analysis approach: the next section describes the
construction of a representation subspace well
adapted to a specific class recognition problem.

3. Construction of an optimal subspace

We propose a method whose goal is to construct
a projection subspace adapted to a specific
recognition task. PCA and LDA play a critical
role in many pattern classification tasks. Starting
from the full signal space, and considering a
learning set containing c different class samples,
we first perform a dimensionality reduction by
applying PCA. We then search for the most
discriminant projection along eigenvectors by
successively selecting the principal components,
in the order of their importance for the recognition
task. Finally, LDA is computed into this so-called
sorted eigenspace, to generate a ðc � 1Þ-dimen-
sional discriminant subspace where new samples
are classified.
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3.1. Principal component analysis (PCA)

One of the most successful approaches to the
problem of creating a low-dimensional image
representation is based on the Karhunen–Loeve
expansion, well known as PCA. PCA is an
unsupervised linear feature extraction method that
generates a set of orthogonal basis vectors,
which describe major variations in the whole
training set, and where the mean square recon-
struction error is minimized. Kirby and Sirovich
have developed a technique using PCA to effi-
ciently represent human faces [23]. Given a set of
different face images, the technique first finds the
principal components of the distribution of faces,
expressed in terms of eigenvectors: each individual
face can then be approximated by a linear
combination of the largest eigenvectors, using
appropriate weights. Turk and Pentland have later
developed this technique for face recognition [27].
Since the face reconstruction is an approximation,
the residual error so-called distance-from-feature-
space, gives a good indication of face existence in
an image.
Let S ¼ ½x1;x2;y; xN � be the centered learning

set (the mean vector of the set has been subtracted
to each of its vectors) containing N d-dimensional
face vectors (e.g. the pixels of the face images in
their lexicographical order) and let C ¼ SST be its
covariance matrix. PCA seeks the linear transfor-
mation matrix W1 that maps the original space
onto an N-dimensional subspace, with N{d; by
factorizing the covariance matrix into the form
C ¼ W1LWT

1 ; where W1 ¼ ½v1; v2;y; vN � is the
orthogonal nonzero eigenvector matrix of C and
L ¼ diagfl1; l2;y; lNg the corresponding diago-
nal eigenvalue matrix with diagonal elements
sorted in decreasing order ðl1Xl2X?XlN Þ:
The eigenvectors vi ði ¼ 1;y;NÞ; often referred

to as eigenfaces in face analysis, are mutually
orthogonal and span an N-dimensional subspace
called eigenspace. By ordering the eigenvectors in
the order of eigenvalues, one can create an
orthogonal basis with eigenvectors having the
largest variance direction in the learning set. In
this way, we can find directions in which the
learning set has the most significant amounts of
energy. Nevertheless, instead of using all the

eigenvectors, we may represent the data in terms
of few basis vectors of W1: a low-dimensional
representation of the face images with minimum
reconstruction error (MSE) is obtained by project-
ing the images onto the first few eigenvectors,
according to the percentage of inertia they cover.
The minimum number M of eigenvectors
ðMoNÞ is determined in order to keep the inertia
ratio rM ¼ ðl1 þ l2 þ?þ lMÞ=

PN
i¼1 li larger

than a given threshold z: If we denote by W1M

the matrix containing the subset of the first M

eigenvectors, a d-dimensional centered input
vector x can be linearly transformed into a M-
dimensional vector y ¼ WT

1M
x: This lower-dimen-

sional vector y captures the most expressive
features of the original data x: The principal

components correspond to the coordinates of the
projected vectors onto the eigenspace: each of
them grasps a type of information (illumination or
feature position) concerning the original data set
[20]. The next section describes the selection of
principal components, to keep only the most
discriminant ones.

3.2. Selection of the principal components

PCA is a feature extraction unsupervised
method in the sense that it does not use any class
information: eigenvectors with the largest eigen-
values are likely to convey information that is
common to all samples, not to class categories. In
a second step, following PCA, our objective is to
select a feature combination that separates the
class volumes so that the classes can be easily
distinguished: maximizing the classification accu-
racy while minimizing the number of features. This
selection process is commonly used in pattern
recognition problems [28], but has not been
proposed, according to our knowledge, for face
or facial expression recognition. The method we
propose for such a task is described in the next
sections.

3.2.1. Principle of a forward stepwise selection

We consider here a training set of vectors,
distributed into c classes. Each vector is then
projected in an eigenspace (computed by PCA),
spanned by N eigenvectors. The selection method
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consists in seeking, among the N principal
components, the K components which are most
discriminant for the specific recognition problem,
which are called ‘‘optimal’’. We use an iterative
process that successively selects components step
by step to construct an optimal sorted set: during
step j ð j ¼ 1;y;NÞ; we seek the component,
among the ðN � j þ 1Þ available, which, when
added to those previously selected, forms an
optimal set of components.
The selection criterion F used to define the

optimality of a set of components is a general
class separability measure, defined by the
Fisher criterion, which is expressed as F ¼
jSBj=jSWj; where jSWj and jSBj are, respectively,
the determinant of the within- and between-
class scatter matrix. This criterion has to be
maximized in order to select the best discriminant
principal components. If yk

i denotes the
j-dimensional feature vector (e.g. principal
component), extracted from the ith projected
sample of the kth class ck; composed of Nck

samples, let gk ðk ¼ 1;y; cÞ be the mean vector of
the kth class and g the total mean vector in this j-
dimensional projection feature space, respectively,
given by

gk ¼
1

Nck

X

i

yk
i and g ¼

1

c

Xc

k¼1

gk: ð1Þ

The within- and between-class scatter matrix can
be calculated in this feature space as follows:

SW ¼
Xc

k¼1

XNck

i¼1

ðyk
i � gkÞ

Tðyk
i � gkÞ

and

SB ¼
Xc

k¼1

ðgk � gÞTðgk � gÞ: ð2Þ

In order to avoid overfitting and to achieve better
generalization performances, the selection criter-
ion is computed as the average of the Fisher
criterion F over several learning sets sampled from
the original data set. Moreover, we estimate a
generalization error rate in order to select, at the
end, an optimum number of principal compo-
nents. Note that we have chosen to use the Fisher
criterion to select the optimal set of components.
The classification error rate could have been used
for such a selection, but the Fisher criterion seems
to exhibit more stability (e.g. more ‘‘smoothness’’)
than the classification error rate, especially when
the size and the number of validation sets are
small.
The measure of the classifier performance is the

classification error rate e j: the percentage of test
samples that are assigned to the wrong class, based
on the Mahalanobis distance between a sample

Fig. 1. General scheme of the sorting process: a randomly chosen learning set is used to determine, at each iteration, which of the

available principal components is the optimal one. The complementary test set is then used to update a generalization classification

error rate. This process is repeated until all the components have been sorted.
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and its closest class, in the j-dimensional subspace
(e.g. we have select j principal components, among
the N available). The generalization error rate *e j

gen

in this subspace is the average over Niter iterations
(in our experiments, Niter ¼ 40) classification error
rates: *e j

gen ¼ ð1=NiterÞ
PNiter

k¼1 e
j

k :
The global algorithm that selects all the

components in decreasing order of their impor-
tance for a recognition problem is given below,
and illustrated by Fig. 1.

The minimal number of features needed to
construct the projection basis is then determined as
follows: once all the principal components have
been sorted, the final dimension K of the optimal
subspace corresponds to the minimum *eK

gen gen-
eralization error rate profile (see Fig. 2). We
therefore seek the rank K for which the addition
of a new component to the optimal set does not
decrease the generalization error anymore: this
provides an optimistically biased estimation of the

error rate. Fig. 2 illustrates the case for different
two-class problems (70 samples). The first graph
(‘‘Sadness/Joy’’ case) shows that we need K ¼ 17
components to minimize the generalization error
rate ð*eK

gen ¼ 2%Þ: Descriptions of the data set used
for this experiment will be given in Section 4.
The optimal subspace is then constructed using

the K corresponding eigenvectors, and from now,
is called the sorted eigenspace. Fig. 3 shows two
examples of two-dimensional projections of the

learning set, along the first two axes of different
projection subspace bases (eigenspace or sorted
eigenspace). We note that sorting the principal
components after PCA provides a representation
where the two classes are better separated (second
graph) than with the PCA representation alone
(first graph). If we compute the Fisher criterion
value for these two representation subspaces,
we obtain jSBj=jSWj ¼ 1:17 in the eigenspace,
and jSBj=jSWj ¼ 3:31 in the sorted eigenspace.

For j ¼ 1 to N components to select
Set Fj ¼ 0
For iter ¼ 1 to Niter iterations for the selection of one component
Randomly choose a test set (20% of the available samples set)
Take the remaining 80% for the learning set
For pc ¼ 1 to N � j þ 1 available principal components
Add the tested principal component to those previously kept
Build the eigenspace with the corresponding eigenvectors
Project the learning set
Compute the within-class scatter matrix SW
Compute the between-class scatter matrix SB
Compute the Fisher criterion value: f

pc
iter ¼

jSB j
jSW j

Project the validation set
Compute the classification error rate e

pc
iter into the eigenspace

Fpc ¼ Fpc þ f
pc
iter

End For

End For

Select the principal component pcn with maximum average Fisher
criterion over the Niter iterations: pc

n ¼ Argmaxk
Fk

Niter
- Add pcn to those previously kept to form a j-dimensional subset

Compute the generalization error rate *e j
gen at level j

End For
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Consequently, the first two optimal principal
components make a better use of class information
than the two components associated with the
largest eigenvalues. Fig. 4 shows, on its first row,

the first eight eigenfaces generated by PCA applied
to a learning set containing six facial expression
classes (N ¼ 210 samples). The second row shows
the first eight optimal eigenfaces, after the selection

Fig. 2. Generalization error rate profiles for different two-class learning sets (70 samples: 35 face vectors by expression, and two facial

expressions): finding its minimum allows to determine the optimal number K of needed components that provide the minimal

classification error rate *eK
gen: From left to right, ‘‘Sadness/Joy’’ ðK ¼ 17; *eK

gen ¼ 2%Þ; ‘‘Joy/Fear’’ ðK ¼ 23; *eK
gen ¼ 16%Þ and ‘‘Fear/

Anger’’ ðK ¼ 13; *eK
gen ¼ 12%Þ:

Fig. 3. The 2D-projections of the two-class learning set ‘‘Sadness/Joy’’ (70 samples) onto the subspaces which basis corresponds to,

from left to right, the first two eigenvectors and the two optimal eigenvectors.

Fig. 4. From top to bottom, the first eight eigenfaces and the first eight optimal ones (after the sorting process). The learning set

contains N ¼ 210 facial masks: Nc ¼ 35 per facial expression for six expressions.
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process: they correspond, from left to right, to the
PCA eigenfaces (sorted in decreasing order of their
eigenvalues) number 2, 1, 3, 11, 4, 14, 5 and 8. One
can see that the six universal facial expressions are
visible in the first six optimal eigenfaces, from left
to right: anger, fear, surprise, disgust, joy and
sadness. These facial expressions do not necessa-
rily appear in the first six eigenfaces generated by
PCA.
We have just described a method allowing to

construct a discriminant subspace, adapted to a
specific recognition task.
The next step of the method, described in the

following section, consists in performing LDA into
the K-dimensional sorted eigenspace.

3.3. Linear discriminant analysis (LDA)

Face recognition systems using LDA have been
very successful [25,2,4], where training is carried
out via scatter matrix analysis. The prime differ-
ence between LDA and PCA is that in PCA, the
shape and location of the original data set change
when transformed to a different space, whereas
LDA does not change the location but only tries to
provide more class separability. LDA searches for
those vectors in the underlying space that best
discriminate among classes: given a fixed number
of features describing the data, LDA looks for the
linear combination maximizing some measure J of
class separation or classification performance.
Various measures J are available for quantifying
the discriminatory power, a commonly used one
being the ratio of the determinant of the between-
class scatter matrix to the within-class scatter
matrix: JðW2Þ ¼ jWT

2 SBW2j=jWT
2 SWW2j; where

SW and SB are the within- and between-class

scatter matrix (see Eq. (2)), respectively, and W2

denotes the optimal projection matrix. W2; which
maximizes the ratio, can be derived by solving the
generalized eigenvalue problem: SBW2 ¼ LSWW2;
where W2 contains the eigenvectors of S�1

W SB; and
L is the diagonal eigenvalue matrix. For a c-class
problem, column vectors of W2; well known as
Fisherfaces, form the basis of the optimal ðc � 1Þ-
dimensional discriminant subspace: each of them
has captured discriminant information contained
in the learning set.
It should be noted that if the number of samples

is too small, compared to the dimensionality of the
samples, S�1

W is very close to being singular, and
consequently, LDA should not be applied directly
to the input samples. That is the reason why, as
suggested by Belhumeur et al. [2], most discrimi-
nation methods [15,16] use PCA subspace projec-
tion as a first step in processing the face data.
Projecting an M-dimensional face vector y (see
Section 3.1) into the LDA subspace yields a
ðc � 1Þ-dimensional vector z such that z ¼ WT

2 y:
Vectors represented in this subspace are then
directly classified.
In the same way, our approach consists in first

performing a dimensionality reduction by sorting
the principal components after PCA, and keeping
the K most discriminant, and secondly in applying
LDA into the sorted eigenspace. The ðc � 1Þ-
dimensional generated subspace will be called
sorted eigenspace plus Fisherspace ðSEþ FÞ; and
the process is, from now, called Sorted PCA plus

LDA method. Fig. 5 shows the five Fisherfaces
generated by Sorted PCA plus LDA method,
applied to a learning set containing six facial
expression classes (210 samples). It can be seen
that the discriminant information, concerning

Fig. 5. Illustration of the five Fisherfaces, corresponding to five axes of the subspace generated by Sorted PCA plus LDA method,

which are used as basis of the final discriminant subspace. The learning set contains N ¼ 210 facial masks: Nc ¼ 35 per facial
expression for six expressions.
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facial expressions, seems to be essentially concen-
trated on the bottom part of a face, around the
mouth. On the other hand, the eyes do not seem to
convey a lot of facial expression information.

4. Application: classification of facial expression

4.1. Data extraction

The proposed algorithm performs a statistical
analysis via PCA and LDA: both techniques
require precise normalization and registration of
faces. Most of the facial expression information is
concentrated around facial features such as the
eyes or the mouth. Including irrelevant parts (hair,
background,y) can generate incorrect decisions
for expression recognition [5]. When we perform a
statistical analysis to solve a recognition problem,
we must consider normalized data: the classifica-
tion mechanism may not depend on physiognomic
variability of the observed persons: the variations
between the samples must ideally be only due to
the pattern we have to recognize. In practice, we
have to minimize the other possible variations
(feature positions, variations in illumination, etc.).
That is the reason why we have aligned our faces,
by performing a manual facial mask extraction:
four facial feature points (pupil centers, top of
nose and middle of mouth) have been chosen as
relevant for normalization. Two affine transfor-
mations T1 and T2; applied independently, respec-
tively, on the top and bottom parts of faces, are
used in such a way that these four points are
located in fixed positions in target images. T1
transforms the eyes–nose triangle to a target
triangle, and T2 transforms the eyes–mouth
triangle to a target triangle. We then crop the
right and left lateral parts of faces to only consider
their internal zone, of size 60� 70; corresponding

to 4200-pixel vectors. At last, we perform a
histogram specification, using the histogram of a
learned face as reference, to compensate for the
variations in illumination and skin colors. Some
examples of manually extracted facial masks are
given in Fig. 6.
We use facial masks extracted from the CMU-

Pittsburgh image database [14] to construct a
learning set containing Nc ¼ 25� 2 samples (facial
mask and their mirror) per expression and six high
intensity facial expressions: surprise, sadness,
disgust, joy, fear and anger. We then have
constructed different test sets using manually
extracted facial masks from different databases
(Fig. 6):

* Test set 1. Contains 194 people which do not
belong to the learning set (CMU-Pittsburgh
database) with high intensity facial expression.

* Test set 2. Contains 151 people from different
databases (Yale, JAFFE [15], etc.), except the
CMU-Pittsburgh one. The faces can have
glasses, bears or mustaches, and high facial
expression intensity.

4.2. Facial expression representation

4.2.1. Three-class problem

We built a learning set using N ¼ 105 facial
masks (Section 4.1) and consider a three-facial
expression class problem (sadness, fear and
disgust) with Nc ¼ 35 4200-dimensional vectors
per class. Images from Fig. 7 show the 2D-
projections of the learning set, along the first two
axes of the basis, onto different subspaces: eigen-
space (E), eigenspace plus Fisherspace ðEþ FÞ;
sorted eigenspace (SE) and sorted eigenspace plus
Fisherspace ðSEþ FÞ:We can visually see that the
representation subspace that exhibits the best
separation between the three classes is ðSEþ FÞ:

Fig. 6. Extracted facial masks, for different facial expressions (templates of size 60� 70: 4200-pixel vectors), from left to right, CMU-
Pittsburgh and Yale databases.
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This can be confirmed by computing the Fisher
criterion value in these different five-dimensional
subspaces (see corresponding values below images
in Fig. 7): the highest value is also obtained for
ðSEþ FÞ: In general, we can draw two conclusions
concerning the effects of the sorting process:

(1) It improves the separation of the classes after
PCA: the Fisher criterion value computed in
the representation subspaces is generally twice
as large for the sorted PCA compared to the
regular PCA.

(2) It improves the discriminant power of LDA
(Fig. 7).

Consequently, Sorted PCA method can be seen as
a preprocessing step useful to improve discrimi-
nant capacities of both PCA and LDA.

4.2.2. Six-class problem

We built a learning set using N ¼ 300 facial
masks (Section 4.1) with Nc ¼ 25� 2 4200-dimen-
sional vectors per facial expression class and six
facial expressions. We first ran PCA on this data

Fig. 7. 2D-projections of the three-class learning set ‘‘Fear/Sadness/Disgust’’ (105 samples) along the two first axes of the basis of: (a)

the eigenspace (E); (b) the sorted eigenspace (SE); (c) the eigenspace plus Fisherspace (E+F); and (d) the sorted eigenspace plus

Fisherspace ðSEþ FÞ: Fisher criterion values computed in each of the five-dimensional subspaces are reported below each graph.
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set, and generate N ¼ 300 principal components.
The selection process then provided an optimal
number K ¼ 58 of needed components, sorted in
decreasing order of their importance for this six-
class problem: the projection from the image space
to the sorted eigenspace maps from R4200 to R58:
Then, the projection from sorted eigenspace to
Fisherspace, by performing LDA, maps from R58

to R5: this discriminant subspace ðSEþ FÞ is used
both for representation and classification. Fig. 8
shows the six-class learning set projected onto the
two first components of the PCA plus LDA ðEþ
FÞ and Sorted PCA plus LDA ðSEþ FÞ subspaces:
we note that Sorted PCA plus LDA method
doubles the Fisher criterion value compared to
PCA plus LDA method.

4.3. Facial expression classification

4.3.1. Facial mask classification

The proposed method has been tested with the
different test sets given in Section 4.1: 345 new
facial masks (which do not belong to the learning
set) from the CMU-Pittsburgh [14], Yale,1 JAFFE
[15] and other databases. The classifier recognizes
the facial expression class of these new samples by

using a measure of similarity between them and
the different facial expression class centroids. After
geometric and illumination normalizations (Sec-
tion 4.1), we project the test samples onto the five-
dimensional discriminant subspace (previous sec-
tions). We then compute the Euclidean distance to
determine to which of the six facial expression
classes they belong. Table 1 shows the classifica-
tion performances, depending on the test set, into
the five-dimensional discriminant subspace. We
can see the performances are lower with test set 2,
because faces do not belong to the same database
than learning samples, and, in addition, people can
have glasses, beards or mustaches. In Table 2, we
present the comparative classification perfor-
mances of the 345 samples belonging to test sets
1 and 2, for four different subspaces. We can see
that the best performances are achieved with the
ðSEþ FÞ subspace, where the correct classification
rate is up to 85:5%: the contribution of our
selection process increases the classification accu-
racy by 3% compared to ‘‘PCA plus LDA’’
method.

4.3.2. Forward versus backward selection of the

principal components

Previous sections describe the forward selection
of the principal components: starting with an

Fig. 8. 2D-projections of the six-facial expression learning set (300 samples) along the first two axes of the basis onto: (a) ðEþ FÞ and
(b) ðSEþ FÞ subspaces. Fisher criterion values computed in the five-dimensional subspaces are reported below each graph.

1http://cvc.yale.edu/projects/yalefaces/yalefaces.html.
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empty set, we progressively select the components
according to their relevance for a recognition
problem. Another well-known selection process
consists in starting with the full set of principal
components, and, step by step, remove the less
discriminant ones. We have compared the classi-
fication results according to these two selection
strategies into ðSEþ FÞ subspace. The character-
istics of the sorted eigenspace are given below:

* Forward selection. The final dimension of the
optimal subspace is K ¼ 58; giving a general-
ization error rate of *eK

gen ¼ 12:22:
* Backward selection. The final dimension of the
optimal subspace is K ¼ 64; giving a general-
ization error rate of *eK

gen ¼ 12:35:

Table 3 shows the 18 first sorted principal
components, according to the selection process.
Their number corresponds to their rank when they
are sorted in decreasing order of their correspond-

ing eigenvalue. The Fisher criterion value, com-
puted in the five-dimensional discriminant
subspace is equal to 20.05 after a forward selection
and is equal to 21.11 after a backward selection.
We can see that the two ways of selecting the
principal components generate comparable discri-
minant subspaces. However, Table 4 shows that
these two subspaces do not characterize the same
facial expression classes. For example, the classi-
fication performances are reversed for the ‘‘Anger’’
and ‘‘Sadness’’ classes.

Table 1

Correct classification performances, for the six universal facial expressions, into the five-dimensional discriminant subspace, depending

on the test set (see Section 4.1). The classifier is based on the Euclidean distance measure

Expression Surprise Anger Sadness Joy Fear Disgust Total

Test set 1 (194 samples) 96% 82% 94% 85% 81% 88% 87.6%

Test set 2 (151 samples) 85% 90% 80% 85% 72% 90% 83.6%

Mean (345 samples) 91% 86% 87% 85% 77% 89% 85.8%

Table 2

Correct classification performances (test sets 1þ 2), for the six universal facial expressions, into different representation subspaces. The
classifier is based on the Euclidean distance measure

Expression Surprise Anger Sadness Joy Fear Disgust Total

No. of test samples 88 27 55 109 38 28 345

(E) 88% 67% 75% 66% 63% 75% 72.3%

(SE) 88% 70% 78% 70% 66% 75% 74.5%

ðEþ FÞ 88% 86% 84% 80% 73% 84% 82.5%

ðSEþ FÞ 91% 86% 87% 85% 77% 89% 85.8%

Table 3

The 18 first optimal principal components, sorted in the order of their importance for the problem of six-facial expression recognition,

depending on the selection process (forward or backward selection)

Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Forward 3 2 14 4 5 12 8 54 19 28 13 16 18 66 112

Backward 125 3 2 5 4 14 12 8 19 54 13 28 19 112 26

Table 4

Correct classification performances, for the six universal facial

expressions, into the five-dimensional ðSEþ FÞ subspace,
depending on the selection process

Surprise Anger Sadness Joy Fear Disgust Average

Forward 91% 86% 87% 85% 77% 89% 85.8%

Backward 90% 91% 84% 84% 80% 85% 85.6%
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Other hybrid stepwise selection strategies could
have been used, considering both forward and
backward moves at each stage and making the best
move (addition or suppression of principal com-
ponents). A time consuming branch-and-bound
procedure could have been used to find a subset
which is guaranteed to be the best. These strategies
are all heuristics to avoid considering all possible
optimal subsets of principal components.

4.3.3. Influence of the size of the eigenspace

We also have compared the evolution of the
classification error rate, for the test set, depending
on the dimension of the PCA and Sorted PCA
subspaces. Fig. 9 shows the results of this com-
parative study. As expected, the average recogni-
tion error rate decreases with the number of
eigenfaces used in the projection for both sub-
spaces. Nevertheless, we note substantial beha-
vioral differences of the classification error
evolution for the two subspaces:

* Eigenspace (PCA). We can see that the classi-
fication error rate rapidly decreases to a
minimum of e ¼ 0:23 for a 20-dimensional
eigenspace. Then it stabilizes.

* Sorted eigenspace (Sorted PCA method). The
classification error rate decreases much more

slowly to a minimum of e ¼ 0:21 for a 50-
dimensional sorted eigenspace. This error then
increases more quickly.

We observe surprisingly on this figure two
points for which the PCA-based classification
error rate is better than the sorted PCA-based
one. This could be explained by the fact that the
learning set (used for the selection) and the test set
(used in this experiment) have slightly different
distributions. However, note that the classification
error rate for the eigenspace is 2% higher than for
the sorted eigenspace: the sorting process provide
a better classification rate. This experiment shows
that the method we propose in this article actually
provide an optimal dimension of a projecting
subspace, beyond which the classification error
increases.

4.3.4. Influence of different facial parts

We now present comparative recognition tests
to determine which part of a face seems to be the
most discriminant for the facial expression
characterization. We have tested four different
facial feature areas: the eyes (templates of size 30�
60; 1800-pixel vectors), the mouth (templates
of size 20� 30; 600-pixel vectors), the eyes and
the mouth (union of the two previous templates,

Fig. 9. Illustration of the influence of the dimension of the projection subspace on the classification error rate, depending on the

learning method (PCA or Sorted PCA).

S. Dubuisson et al. / Signal Processing: Image Communication 17 (2002) 657–673 669



2400-pixel vectors) and the facial mask (4200-pixel
vectors, Section 4.1). Fig. 10 gives examples of
eyes and mouth regions for the six facial universal
expressions. For each of these facial parts, we
independently construct their representation and
recognition subspace by applying Sorted PCA plus
LDA method on a learning set containing N ¼
300 samples. Tests are performed using new
samples of corresponding facial areas. Table 5
gives the facial expression classification perfor-
mances, depending on the considered facial
parts. We note that, as part of these tests, the
entire internal part of a face (facial mask) seems
to be more discriminant than other parts.
These results corroborate the intuitive observa-
tions we made about Fisherfaces of Fig. 5 (Section
3.3). In fact, facial masks include transient facial
features, such as wrinkles, that can appear on the
regions surrounding the mouth (cheek): these
transient features characterize some facial expres-
sions particularly well, such as joy, anger and
surprise. The eyes may not give sufficient informa-
tion to provide a good description of the facial
expression. According to these results, we have
chosen to work, with the entire internal part of
faces.

5. Optimization of the classification process

The previous sections have detailed the principle
of the construction of a discriminant subspace
adapted to a specific recognition problem. We
have illustrated its interest in the case of the three-
and six-facial expression recognition problems. In
this section, we propose a classification process,
using a decision tree classifier [6], that takes into
account the properties of our representation sub-
space. This classifier is trained by an iterative
selection of individual features that are more
salient at each node of the tree. The fundamental
problem when constructing a decision tree is to
determine tree partitions based on the training
data. The next section describes the partitions that
we have chosen.

5.1. Discriminant subspace characteristics

If we look at the confusion matrix (Table 6) and
measure the Mahalanobis distance between classes
(Table 7) in the five-dimensional discriminant
subspace (Sorted PCA plus LDA, see Section 3),
we observe that some classes are very close to each
other. Experimentally, we observe that the six

Fig. 10. Two of the tested facial feature area, from top to bottom: eyes (1800-dimensional vectors) and mouths (600-dimensional

vectors).

Table 5

Influence of different facial parts on facial expression recognition rate. Four cases have been tested: eyes, mouth, eyesþmouth and
facial masks

Expression Surprise Anger Sadness Joy Fear Disgust Tot.

No. of test samples 88 27 55 109 38 28 345

Eyes 85% 63% 66% 70% 46% 59% 64.8%

Mouth 90% 78% 82% 75% 72% 82% 79.8%

Eyesþmouth 90% 88% 82% 75% 73% 82% 81.6%

Facial mask 91% 86% 87% 85% 77% 89% 85.8%
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facial expression classes can be regrouped into
three main clusters: Group1 (G1: Surprise),
Group2 (G2: Anger, Sadness and Disgust),
Group3 (G3: Joy and Fear).
According to these properties, we propose to

construct a decision tree classifier [6], whose
principle is explained in the next section.

5.2. Decision tree classifier principle and

construction

We consider three representation subspaces, all
of them are generated using the Sorted PCA plus
LDA approach, described in Section 3.

* The ‘‘coarse’’ representation subspace SG: It
gives a representation of the three class groups
(2D subspace): Group1 (Surprise), Group2
(Anger, Sadness and Disgust) and Group3
(Fear and Joy). These class groups, respectively,
contain Nc1 ¼ 50; Nc2 ¼ 150 and Nc3 ¼ 100
training samples.

* The representation subspace SG2 (2D), that
gives a finer representation of the three classes
belonging to Group2. It is constructed with
N ¼ 3� 50 ¼ 150 training samples.

* The representation subspace SG3 (1D), that
gives a finer representation of the two classes
belonging to Group3. It is constructed using
N ¼ 2� 50 ¼ 100 training samples.

The tree classification consists in first projecting
a new sample onto the ‘‘coarse’’ representation
subspace SG and in associating it with the nearest
class group, using a Euclidean distance-based
classifier. Secondly, the sample is projected onto
the subspace SGi

; i ¼ f2; 3g; representing the
classes belonging to the group. Again, the Eu-
clidean distance is used to determine the correct
facial expression class. The different representa-
tion subspaces are shown in Fig. 11: a new
sample is first projected onto SG (middle graph
of Fig. 11). If its projection is closer to Group1, it
is classified as Surprise. If it is closer to Group2, it
is projected onto SG2 (left graph of Fig. 11), then
classified into the nearest facial expression class
(Fear, Sadness or Disgust). If it is closer to
Group3, it is projected onto SG3 (right graph of
Fig. 11), then classified into the nearest facial
expression class (Joy or Fear). The pseudo-
algorithm applied to classify a new sample x is
described below:

Define y as the projection of x onto SG

If yAG1
class ’ Surprise

Else If yAG2
Define z as the projection of y onto SG2

Classify z into the nearest class
Else

Define z as the projection of y onto SG3

Classify z into the nearest class
End if

5.3. Results

We have applied the tree classification process,
described in Section 5, on the six-facial expression
recognition problem. We then have compared two
classifiers: PCA plus LDA Euclidean distance-
based classifier (where all six classes are considered
at once) and tree classifier. The results are given in
Table 8: the decision tree classifier yields a correct
classification rate that is 5% larger than Euclidean

Table 6

Confusion matrix for the six-facial expression recognition

problem

Surprise Anger Sadness Joy Fear Disgust

Surprise 80 0 2 0 0 6

Anger 0 23 0 0 0 4

Sadness 0 3 49 2 0 0

Joy 3 3 0 93 10 0

Fear 0 0 0 6 30 2

Disgust 0 1 2 0 0 25

Table 7

Mahalanobis distances between the six facial expression classes

Surprise Anger Sadness Joy Fear Disgust

Surprise 0 253 118 403 108 117

Anger — 0 12 175 153 22

Sadness — — 0 122 129 50

Joy — — — 0 18 131

Fear — — — — 0 74

Disgust — — — — — 0
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distance classifier. This tree classification process is
particularly efficient if classes overlap.

6. Conclusion

In this paper, we have proposed a statistical-
based technique whose goal is to construct a
discriminant representation subspace adapted to a
specific recognition problem. We have illustrated
its performance for the problem of facial expres-
sion recognition: this study shows that choosing an
optimal representation for faces within the princi-
pal component approach can improve the recogni-
tion task. Tests have proven quantitatively and
qualitatively the interest in sorting the principal
components, in the order of their importance for a
recognition task, before applying LDA. We have

then proposed a decision tree process that provides
a ‘‘coarse to fine’’ classification, increasing the
classification accuracy by 5% for the six-facial
expression recognition problem.
Preliminary tests have been performed using a

fully automatic facial feature detection algorithm,
in order to normalize vectors before classification.
The tests reveal that such input face vectors are
less separated in the feature space: the classifica-
tion error rate is 10% larger. It seems that, for our
actual system, the normalization phase of the
samples is important to achieve good classification
results. We then stress that the good performances
of the recognition method strongly depend on the
precision of the facial feature extraction step, that
we did here manually. However, we are currently
investigating the effect of the proposed representa-
tion to improve correct classification rates.

Fig. 11. The tree classification is carried out by successive projections: a new sample is first projected onto a ‘‘coarse’’ representation

subspace, where it is associated with the closest class group of facial expression. The sample is then projected onto a finer

representation subspace, describing the classes belonging to the group, to recognize its expression. The classification is based on the

Euclidean distance.

Table 8

Classification performance, for manually extracted facial masks (4200-pixel vectors), depending on the classifier: Euclidean distance

into ðSEþ FÞ subspace, or decision tree classifier

Expression Surprise Anger Sadness Joy Fear Disgust Tot.

No. of test samples 88 27 55 109 38 28 345

ðEþ FÞ 88% 86% 84% 80% 73% 84% 82.5%

Tree classification 90% 91% 89% 88% 83% 85% 87.6%
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