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Extraction of reference lines and items from formdocument images
with complicated background
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Abstract

The extraction of reference lines and items is a fundamental and crucial task in form document analysis. Most of the studies
performed so far were done in connection with binary images. This paper proposes a method of extracting lines from gray-level
images, by constructing a 2D pseudo Gaussian–Coiflet wavelet with adjustable rectangular support. We also present a method
of extracting items using the extracted reference lines and multiresolution wavelet sub-images, which is independent of the
intensity of the strokes and backgrounds. The experimental results demonstrate the effectiveness of our proposed methods.
� 2004 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

A large number of form documents are processed in
places such as banks, schools, businesses, and government
organizations for many different purposes, such as appli-
cations, information collection, subscribing to or canceling
a service, etc. A form document usually contains several
important items corresponding to important information to
be communicated to the addressee. The main purpose of a
form document system is to extract and understand these
important items. However, it takes much time and effort to
process these documents manually. The development of an
automatic system for the extraction and recognition of these
items of interest is becoming increasingly important in doc-
ument analysis and understanding.
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There are two fundamental and interrelated problems
which are encountered when dealing with a typical automa-
tion form processing system, the first isitem location and
extractionand the second isitem recognition and interpre-
tation. The latter concern can be solved by adopting conven-
tionalOptical Character Recognition(OCR) techniques. In
general, most form document systems concentrate only on
the former problem.
However, a form document consists ofreference lines

(also calledstaff lines or baselines) which are oriented
mostly in the horizontal and vertical directions. Once the
reference lines have been correctly located, the location
of a particular item and the information it contains can
be extracted based on some related reference lines. The
relation between the items and the reference lines can be
described either withform description language(FDL) or
more simply by means of bounding rectangles. Therefore,
the extraction of the reference lines plays a pivotal and
essential role in the building of automatic form document
systems.
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To this end, over the past few years, numerous form doc-
ument processing systems have been presented. Most cur-
rent systems concentrate on the extraction of the fill-in items
from a form document[2–6]. Other researchers have con-
centrated their efforts on one particular sub problem, such
as the overlapping problem[7,8] or the relation between the
items and the reference lines[9–12]. However, almost all of
the current algorithms are based on the extraction of these
reference lines. One exception to this rule is a system that
was developed by Fan et al.[4], who used the cluster-based
technique for the extraction of the characters from the form
documents. Fan et al.[4] supposed that all of the strokes
belonging to a particular item were close to each other, but
distant from other information such as text, reference lines,
noise, etc. Therefore, it is impossible to apply this system to
forms in which the fill-in items are close to or even overlap
the reference lines. Unfortunately, however, most form doc-
uments fall into this category. In summary, the extraction of
the reference lines is a task that cannot be bypassed, if we
are to develop an efficient form processing system.
Form processing systems can be classified into three main

types, depending on the type of input form image which is
employed. The majority of the current systems[2–7,9–12]
are designed to process monochrome document images, in
which the forms are required to be converted to binary im-
ages. This is thebinary based method. Another type, which
is referred to as thecolor based method, uses color dropout
as a means of separating the preprinted entities from the
fill-in items [13]. Some of the above binary based systems
are effective for forms with simple, fixed backgrounds. In
real life, however, forms are becoming more and more com-
plicated with varying styles and complicated backgrounds.
The major problem associated with these complicated forms
is the poor quality of binarization, due to there being much
residual noise, which results in some of the reference lines
being absent in the binary image. The main difficulty asso-
ciated with the color based method is that it is too expen-
sive in terms of both computing power and storage space.
Therefore, very little research has been done on the practi-
cal application of the color-based method. The third type is
thegray based methodfor gray-form images[8,1,14]. Gen-
erally, gray-form images contain sufficient information for
the distinction to be made between the background and the
foreground. Therefore, this method can be use even in the
case of complicated forms. Furthermore, it is much less ex-
pensive in terms of computer processing and storage space
than the color based method. Consequently, in this paper,
we focus our attention on the gray based method.
Many algorithms have been developed for the purpose of

line detection and extraction. Some approaches, such as strip
projection[15] and connected component analysis, are only
appropriate for binary images. There are several gray based
methods.Ye et al.[16] proposed a simple approach to the ex-
traction of reference lines from gray bank checks, but their
method requires that the pixels on the reference lines have
a fixed color (usually black). The Hough transform (HT) is

one of the most popular and basic methods for straight-line
detection.Real-time imagingpublished a special issue on
the HT in April 2000. Briefly, the HT converts each point
in Cartesianx–y image space into Houghr–� space using
the parametric representation:r = x cos� + y sin �. If the
points are co-linear, the sinusoids intersect at a point(r, �)
corresponding to a parameter of the line. Therefore, the use
of the HT is restricted to alignment detection, i.e., the HT
can detect only the polar parameters of straight lines, but
not the exact position of their pixels. There is currently no
algorithm which permits the exact determination of the line
pixels using only HT space. Although the theory of the HT
sounds simple, the computational complexity involved ren-
ders its utilization very expensive in terms of processing
time. Tang et al.[1] presented a novel algorithm based on
the orthogonal 2D Daubechies wavelet. The computing cost
of this method is much lower than that of the HT trans-
form, and the experimental results show that it is effective
when the width of the reference lines is appropriate. Un-
fortunately, however, their method has some disadvantages
which are associated with the nature of the orthogonal 2D
Daubechies wavelet. Details about the wavelet will be pre-
sented in Section 2. Briefly, the wavelet decomposition can
only produce a limited number of sub-images, which show
the different frequency information of the original image.
These sub-images do not show the location of the reference
lines, but only contain strong responses around the reference
lines. As in the case of the HT method, the wavelet itself
cannot extract the reference lines from the form document
images. No description of the line extraction algorithm was
presented in Ref.[1].
In this paper, we present a generic line extraction algo-

rithm for complicated form documents. A pseudo wavelet
function named theGaussian–Coiflet(G–C) pseudo wavelet
(referred to below simply as the G–C wavelet) was con-
structed for the purpose of line extraction. Compared to
the 2D Daubechies wavelet with a square support, the G–C
wavelet is more suited to the task of line extraction, because
it has an adjustable rectangular support. An algorithm based
on the strip growth method was developed to extract the
reference lines from the series of sub-images produced by
the multiresolution wavelet decomposition (MWD) method
(Ref.[1] does not use theMWDmethod). Once the reference
lines have been extracted, we also offer a method of per-
forming item extraction using the wavelet sub-images. This
method attempts to the fill-in item in a field bounded by some
reference lines, and is independent of the color or intensity
of the characters, but only requires that the color or intensity
of the strokes be different from that of the background.
This paper is organized as follows. Section 2 briefly de-

scribes the concept of wavelets and the construction of the
pseudo wavelet with an adjustable rectangular support. De-
tails of the proposed method for form document process-
ing are described in Section 3. Our performance evaluation
method and experimental results are given in Section 4. Fi-
nally, some conclusions are given in Section 5.
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2. Construction of 2D transforms for reference line
extraction

The wavelet theory has become a well-established
tool in the field of image processing. In particular,
multiresolution analysis has been successfully used in many
applications such as image compression, texture analysis
and pattern recognition. The application of wavelet trans-
forms to form document analysis was proposed in Ref.[1]
by Tang et al. In this section, the prevailing method for
the construction of 2D wavelets is introduced. Then, we
construct a category of transforms (the 2D pseudo wavelet)
with adjustable rectangular supports. Finally, we present
the multiresolution decomposition of form documents us-
ing the constructed multiresolution transform and show
why we chose the Gaussian–Coiflet (G–S) wavelet for the
extraction of the reference lines.

2.1. 2D Orthogonal wavelet with square support

In the case of one-dimensional space, the continuous
wavelet transform of any functionf (x) ∈ L2(R) can be
defined as a function of two variables

Wf (u, s)=
∫
R
f (x)

1√
s

�∗
(
x − u
s

)
dx

which is implemented using a wavelet function�(x). The
function�(x) ∈ L2(R) is called awavelet function(mother
wavelet) if it satisfies theadmissibility condition,

∫
R

|�̂(�)|2
|�| dw<+ ∞,

where �̂(�) is the Fourier transformation of�(x). The
admissibility condition also implies that

∫
R �(x)dx =

�̂(0) = 0, which guarantees that the wavelet is well local-
ized. In practice, wavelet functions are usually normalized
to have unit energy, i.e.‖ �(x)‖2 = ∫

R |�(x)|2 dx = 1.
One of the most important challenges facing scientists

working in this domain is how to construct a proper wavelet,
especially one which reflects the properties of a real applica-
tion. A number of wavelet functions have been constructed
by many researchers. However, Mallat[17] presented a the-
oretical frame of multiresolution analysis which constitutes
the fundamental concept necessary to construct and under-
stand the wavelet paradigm.
Mallat [17] first introduced the multiresolution approx-

imation, which is a sequence of nested closed subspaces,
Vn ∈ L2(R), Vn ⊂ Vn + 1, n ∈ Z, which satisfies several
limitations. A scaling function�(x) ∈ V0 is then defined
whose integer-translates span the spaceV0. It is required
that the scaling function satisfy

∫
R �(x)dx �= 0 and

�(x)= √
2

∑
k∈Z

hk�(2x − k) (1)

for some coefficientshk . The wavelet function�(x) is finally
constructed using the scaling function�(x). More details
concerning the construction of wavelet function based on
multiresolution analysis theory can be found in most text
books on the subject of wavelets[18].
Let us suppose that�(x) and�(x) are the wavelet and

the scaling functions of a 1D wavelet, respectively. The tra-
ditional construction of a 2D wavelet can be implemented
from an 1D wavelet by

�(x, y)= �(x)�(y), �1(x, y)= �(x)�(y),
�2(x, y)= �(x)�(y), �3(x, y)= �(x)�(y),

(2)

where �(x, y) is the scaling function and�i (x, y),
i = 1,2,3 are wavelet functions.
In practice, we usually use the compact wavelet whose

support is in a finite interval (being zero out of the support).
Since the sizes of the supports for both the scaling and
wavelet functions of a 1D compact wavelet are always equal,
the support of a 2D compact wavelet, which is constructed
as defined in Eq. (2), is usually a square area.
Tang et al.[1] proposed a new method of extracting ref-

erence lines from documents with gray level backgrounds.
They used a 2D wavelet which is constructed using Eq. (2)
by means of the 1D Daubechies wavelet[19] with 5 vanish-
ing moments. The wavelet function�(x) and scaling func-
tion �(x) are illustrated inFig. 1.
In this approach, however, the authors presented a method

of processing form documents with gray backgrounds. The
experimental results showed that Tang’s method constituted
promising technique for extracting reference lines.
Unfortunately, some difficulties are encountered when at-

tempting to implement the method presented in Ref.[1].
Fig. 2 shows the simplest case, which illustrates the prob-
lems involved, by showing the responses to horizontal lines
with different widths in the LH sub-images. These problems
can be summarized as

• Response pervasion. The response of a line is spread out
over a band shaped area, which extends 10 pixels to each
side of the line edges in the original image. This problem
makes it difficult to obtain the exact location of the line,
and therefore affects the item extraction as well as the
item recognition processes, especially when the item is
close to the line. It only makes matters worse that one or
two peaks may appear near the edge of the line.

• Shift sensitivity. The responses to horizontal (vertical)
lines vary considerably when the line is shifted one-pixel
in the vertical (horizontal) direction. This problem can
be visualized inFig. 2 by observing the visible differ-
ence between (b) and (c), which are the responses to (a)
and (d). InFig. 2, (d) represents (a) shifted vertically by
one-pixel. Fortunately, this is a systematic displacement
of 2 pixels caused by the discrete dyadic wavelet decom-
position.
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Fig. 1. Daubechies wavelet and scaling functions with 5 vanishing moments.
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Fig. 2. Responses of horizontal lines to 2D Daubechies wavelet used in Ref.[1]. (a) Horizontal lines with widths varying from 1 to 10
pixels; (b) LH wavelet sub image of (a); (c) LH sub-images of (d); (d) image shifted by one pixel in the vertical direction. (a1), (b1) and
(c1) are the gray values for one vertical line in (a), (b) and (c). To compare the responses with those of the original lines, images (a) and
(d) are displayed at half the actual size.

• Width sensitivity. The result is sensitive to variations in
the width of the line. Better results were obtained when
the line width was 2 or 3 pixels than in all other cases.

The above problems only concern the simplest case (black
lines on a white background). In fact, the problems may be-
come worse when the issue of noise (such as that originat-
ing from text, background pictures, etc.) is included in the
case of more complicated images (for example, the image
in Fig. 6). The main reason for the above problems is the
use of a discrete wavelet with a square support. If we were
choose a wavelet with a smaller support, then the responses
would be more centralized with respect to the line and the
above problems would be alleviated. However, if the sup-
port square is too small, it will be impossible to obtain a
strong enough response near the line and this will make it
difficult to distinguish the line from other information, such
as text characters or strokes. In summary, there will always
be some drawbacks when using the square support wavelet,
irrespective of whether a small or large support is selected.

2.2. Construction of 2D transforms with adjustable
rectangular supports

From the above analysis, it can be seen that a type of
wavelet needs to be found which can collect enough infor-
mation about the line and whose response is centralized with
respect to the line. A wavelet with an adjustable rectangular
support may meet this requirement.
Indeed, the 2D Daubechies wavelet used in Ref.[1] is

an orthogonal wavelet. The use of this kind of wavelet is
absolutely necessary when the reconstruction of the image
is required, for example in image compression. However,
wavelet orthogonality is not so important for pattern feature
extraction. In the Section 3, we will define 2D transforms
with an adjustable rectangular support. Although, strictly
speaking, these transforms do not fit into the traditional def-
inition of wavelets, and therefore cannot be used to recon-
struct the original signal, we nevertheless refer to them as
2D wavelets(they are also sometimes referred to aspseudo
wavelets). Using these constructed wavelets, however, a
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better result can be obtained in the case of line extraction.
It is known that the 1D wavelet function is defined by the
admissibility condition

∫
R(|�̂(�)|2/|�|)d�<∞. Simi-

larly, we can define the 2D wavelet functions using the 2D
admissibility condition.

Definition 2.1. Suppose�(x, y) ∈ L2(R2), then�(x, y)
is a 2D (pseudo) wavelet function if and only if it satisfies
the admissibility condition

∫ ∫
R2

|�̂i (�x,�y)|2√
�2
x + �2

y

d�x d�y <+ ∞ (3)

where�̂i (�x,�y) is the two-dimensional Fourier transfor-
mation of�(x, y).

Using the above definition of the two dimensional wavelet
function, we can construct a series of transformations (scal-
ing and wavelet functions) by means of the following theo-
rem.

Theorem 2.1. Let�(x) and�(x) be the wavelet and scaling
functions of a1D wavelet, respectively, andg(x) ∈ L2(R),
i.e.

‖ g(x) ‖ =
∫
R

|g(x)|2 dx <+ ∞.

Then (i) �1(x, y) = �(x)g(y) and �2(x, y) = g(x)�(y)
are2D wavelet functions; (ii) �(x, y)= �(x)�(y) is a2D
scaling function.

�(x, y) is a scaling function because its construction is
the same as the traditional construction of a 2D wavelet. To
prove that�i (x, y) is a wavelet function, we only need to
prove that each wavelet function satisfies the admissibility
condition (3).

Proof. We only give the proof of�1(x, y) = �(x)g(y).
Since�1(x, y) is a separable function, by referring to the
property of the 2D Fourier transforms, we have

�̂1(�x,�y)= �̂(�x)ĝ(�y).

Therefore,

∫ ∫
R2

|�̂1(�x,�y)|2√
�2
x + �2

y

d�x d�y

=
∫ ∫

R2

|�̂(�x)|2|ĝ(�y)|2√
�2
x + �2

y

d�x d�y

�
∫
R

|�̂(�x)|2
|�x | d�x

∫
R

|ĝ(�y)|2 d�y <+ ∞. (4)

Remarks.

• The admissibility condition implies that

0= �̂i (0,0)=
∫ ∫

R2
�i (x, y)dx dy. (5)

• If g(x) is subject to‖ g(x)‖2 = 1, then�i (x, y) also
has unity energy

‖ �1(x, y)‖2=
∫ ∫

R2
|�1(x, y)|2 dx dy

=
∫ ∫

R2
|�(x)|2|g(y)|2 dx dy

=
∫
R

|�(x)|2 dx
∫
R

|g(y)|2 dy = 1. (6)

In general, the wavelet defined in Theorem 2.1 is not or-
thogonal, due to the arbitrariness ofg(x), even if the wavelet
defined by�(x) and�(x) is orthogonal. Indeed, according
to this theorem, any functiong(x) with non-zero finite en-
ergy can be used to construct a 2D wavelet, becauseg(x)

can be normalized byg(x)/
∫
g(x)dx. For example, the 2D

orthogonal Daubechies Wavelet is a special case of the the-
ory obtained by setting the 1D Daubechies scaling function
�(x) and the wavelet function�(x) to beg(x) in Theorem
2.1.
If we choose the compact 1D wavelet, the support of the

2D scaling function�(x, y) is still a square, as in the case
of the traditional wavelet. In fact,�(x, y) is no use, if the
multiresolution decomposition is not included in a system
such as[1]. Using the above theorem, the supports for the
wavelet functions�1 and�2 can be defined as adjustable
rectangular supports which depend on the support ofg(x).
The construction can easily be implemented by choosing
different supports for�(x) andg(x) according to the above
theorem. The supports used for the decomposition of a
given function,f (x, y), using the traditional wavelet (right)
and the previous constructed wavelet (left) are shown in
Fig. 3. From this comparison, for the traditional wavelet, not
enough information is collected if the support is too small
(upper-right inFig. 3), while the computing cost is too high
and the wavelet is very noise-sensitive in the case of a large
support (bottom-right inFig. 3). Our method can overcome
these drawbacks effectively.
Furthermore, using the constructed 2D wavelet defined in

Theorem 2.1, any functionf (x, y) can be decomposed into
3 sub functions which indicate different frequency informa-
tion. The related 2D continuous wavelet decomposition can
be estimated by

fLH (x, y)

= 1

2

∫ ∫
R2
f (u, v)g

(
x − u
2

)
�

(
y − v
2

)
dudv, (7)

fHL(x, y)

= 1

2

∫ ∫
R2
f (u, v)�

(
x − u
2

)
g

(
y − v
2

)
dudv (8)
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Fig. 3. Support comparison of the wavelet functions (left and right) and scaling function (center) in (a) the constructed functions and (b)
the traditional wavelet.

which show the low–high and high–low frequency informa-
tion of f (x, y) in the horizontal–vertical order directions.
Moreover, the transformation of scaling function

fLL(x, y)

= 1

2

∫ ∫
R2
f (u, v)�

(
x − u
2

)
�

(
y − v
2

)
dudv (9)

shows the low–low components off (x, y).
If we extend this operation to the low–low component,

fLL(x, y), multiresolution wavelet decomposition can be
implemented as shown inFig. 4 and a series of sub-images
are produced.
The sub-imagesf i

LH
(x, y) andf i

HL
(x, y) are estimated

from f i−1
LL

(x, y) by means of the wavelet functions�1 and

�2, respectively. If we suppose thatf 0
LL
(x, y) = f (x, y),

the sub-imagef i
LL
(x, y) which is used for the next decom-

position is produced from the previous levelf i−1
LL

(x, y) by
the scaling functions�. Therefore, a series of sub functions
{f i
LH
(x, y), f i

HL
(x, y)} (i = 1, . . . , N) can be produced

using this multiresolution wavelet decomposition. The sub-
image sequence off i

HL
(x, y) contains the multi scales in-

formation of the horizontal lines, whilef i
HL
(x, y) contains

the multi scales information of the vertical lines. We will
use these sub images for the purpose of line extraction in
Section 3.
So far, we have compared various kinds of 2D wavelets

constructed by several known wavelet functions, includ-
ing Daubechies orthogonal wavelets, Coiflets, Symlets, and
some other biorthogonal wavelets. We reached the conclu-
sion that the most accurate experimental results can be ob-
tained through the 2D wavelet which is constructed using
the Coiflet wavelet and Gaussian function, i.e.

g(x)= 1

�
√
2�

e−x2/2�2.

This type of wavelet is called a 2DGaussian–Coiflet(G–C)
wavelet. The G–C wavelet functiong(x)�(y) is illustrated
in Fig. 5a, for which the corresponding 1D wavelet function

�(x) and the Gaussian functiong(x) are illustrated inFig.
5b & c, respectively. In fact, the Gaussian function is not
a compact function. We limit the support for the Gaussian
function in[−3�,3�]. According to the 3� rules of the Gaus-
sian function, the discrete signal after discretization is al-
most no different between using the 3� limitation of support
and using the non-limited function.
The Coiflet wavelet originates from the Daubechies

wavelet, but is more symmetric. It is referred to as the
Coiflet wavelet because it was constructed by Daubechies
[19] at the request of Coifman. Therefore, although the
Coiflet wavelet and the well-known Daubechies wavelet
are similar at a certain level, the Coiflet wavelet does have
some differences, in that it was constructed with vanishing
moments, not only for wavelet function�(x), but also for
scaling function�(x). In the Coiflet wavelet formulation
process, the following equations must be satisfied:

∫
R
xl�(x)dx = 0,

∫
R

�(x)dx = 0,

∫ l

x
�(x)dx = 0, (l = 0,1, . . . , L− 1), (10)

whereL is the order of the Coiflet wavelet function, and
�(x) is a scaling function associated with�(x). The near
symmetric property of this wavelet is desirable in the case
of line extraction, due to the strong response at the center of
the line. The Gaussian function is not sensitive to the high
frequency in a signal, but is nevertheless able to collect the
information. It is easy to adjust the support of the Gaussian
function by varying the parameter�.
Compared to the previous wavelet based method[1], the

problems of response pervasion and shift sensitivity can
be alleviated by using the G–C wavelet. In our system, the
problem of width sensitivity was alleviated by using the
principle of multiresolution decomposition, which will be
described in Section 3.
Compared to many other approaches, another consequen-

tial advantage of the G–C wavelet based method is that it
works very well when the original image contains much
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Fig. 4. Multiresolution wavelet decomposition using the constructed wavelet with rectangular support.
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Fig. 5. Construction of Gaussian–Coiflet (G–C) wavelet. (a) 2D G–C wavelet constructed by: (b) 1D Gaussian function with� = 1,3,5;
and (c) Coiflet wavelet with vanishing moment 1.

Fig. 6. Responses to a form with heavy noise. (a) Input image; (b) LH sub-images generated by means of the wavelets used in Tang’s paper
[1]; and multiresolution wavelet decomposition by G–C at: (c) level 1; (d) level 2; (e) level 3.
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noise. It is impossible to use a projection based method to
process an image with heavy noise, as can be seen in the ex-
ample shown inFig. 6a. Tang’s method[1] may not be very
sensitive to noise, but our G–C wavelet based method can
produce a better result than the method described in Ref.[1].
Fig. 6 shows an example of the processing of a form with
heavy noise.Fig. 6 (c–e) illustrates the sub-images at levels
1–3 which were treated by the G–C multiresolution wavelet.
Our method produces much stronger responses around
the lines (Fig. 6b) than the method described in Ref.[1]
(Fig. 6c) and it is possible to extract the lines from coarse
to fine, i.e. by first using the smallest sub image and then
verifying the extracted lines using the larger sub-images at
higher level(s). Therefore, our method can be applied to
form documents with a very complicated background, and
can save computing cost by processing from coarse to fine.

3. Form document processing

In this section, the processing of an input form document
will be illustrated step-by-step. The multiresolution wavelet
decompositionmethod and its implementation by the 2 times
1D filters are first studied. Then, we propose the algorithm
to be used for the extraction of the horizontal and verti-
cal lines, as well as that of whole form table, by the strip
growth method, using the sequence of sub-images. Finally,
the items of interest can be located and extracted based on
the extracted reference lines.

3.1. Estimation of 2D wavelet decomposition

Using the multiresolution wavelet decomposition method
shown inFig. 4, an input imagef (m, n) can be decomposed
into a series of LH and HL sub-images by means of the
2D pseudo wavelet proposed in Theorem 2.1. Please note
that the wavelet and scaling functions are separable, and
therefore the integrals in Eqs. (7)–(9) can be converted into
repeated integrals in 1D. In the discrete case, therefore, sup-
pose thatLg is a filter for the Gaussian functiong(.), and
H andL are filters related to the wavelet function�(.) and
the scaling function�(.), respectively. The 2D G–C wavelet
decomposition for estimating each sub image of a discrete
imagef (m, n) can be estimated as two repeated 1D filters
as illustrated inFig. 7.
For a given filterK ={k1, k2, . . . , kN } with supportN,

the filtered results along the horizontal or vertical direction
for an imagef (m, n) can be produced by

f x(m, n)=
N∑
i=1

kif (2 ∗m+ i, n), (11)

f y(m, n)=
N∑
i=1

kif (m,2 ∗ n+ i), (12)

wheref x andf y represent the filtered results obtained with
filterK (namedKx andKy ) in the horizontal and vertical
directions, respectively.Fig. 8 provides an example of the
multiresolution wavelet decomposition of a form document
image. This is a very complicated form which was scanned
under poor lighting conditions and the signal of some lines
is very weak. We will use this example to illustrate our
algorithm. To save space, we do not show the original image,
which is similar to the LL sub-images but is at twice the
size of the LL sub image at level 1 (the bottom right image
shown inFig. 8).

3.2. Horizontal and vertical line extraction

A series of LH and HL sub-images of an input form
image were produced using the multiresolution G–Cwavelet
decompositionmethod, as described in the previous sections.
No matter how much difference in color or intensity there
is between the lines and the background, strong responses
can be obtained with respect to the horizontal or vertical
lines in the series of LH or HL sub-images, only in so far
as a strong contradistinction exists between the line and the
near background. Unfortunately, strong responses are also
obtained from some other components such as the printed
texts, althoughmost of them can be restricted. In this section,
we propose a method of preserving the lines and removing
the noise from the series of LH and HL sub-images. The
method of coarse to fine is used for line searching, i.e. the
long line is roughly located in the small sub-images and then
the extracted lines are verified in the larger sub-images. The
steps required to extract the form lines are as follows.

Step1: Definition of the shortest line lengths,LH
min

and

LV
min

, which should be shorter than the shortest horizontal
and vertical reference lines to be estimated, respectively.
Nevertheless, if the length of the shortest line is too large,
thenLH

min
and theLV

min
should be set much smaller than

the shortest reference lines, so that the system can be
applied to slightly skewed forms. However, the length of
the shortest lines should be large enough so that any hand
written strokes or printed texts will be excluded.

Step2: Extraction of the reference lines from the smallest
sub image. To limit the time spent searching and alleviate
the problem of shift sensitivity, we start searching in the

smallest sub-images, whose width and height are only1
2
N

(N is the max decomposition level and is usually set to
2–5, depending on the complexity of the processing form)
of the input image. The main feature of the algorithm
used for treating the horizontal lines can be described as
follows.

• Threshold selection. The responses to most pixels are
close to zero in the LH and HL sub-images at all levels.
We divide all the pixels in a sub image into three sets
by means of two thresholdsT1 andT2 (T1<T2): weak
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Fig. 7. Estimating the Gaussian–Coiflet wavelet decomposition by means of two 1D filters.

Fig. 8. Multiresolution G–C wavelet decomposition of a form document image. The LH, HL and LL sub-images at levels 3 to 1 shown at
the top, left and diagonal, respectively.

response set:Sw = {(x, y)|fLH (x, y)�T1}, normal
response set:Sn = {(x, y)|T1<fLH (x, y)�T2} and
strong response set:Ss = {(x, y)|fLH (x, y)>T2}. In
practice,T1 andT2 are usually set to about 10 and 30,
respectively. For a form document image which is not
too complex,Sw may contain more than 90% of the
pixels, while each of the other two sets,Sn and Ss ,
contains about 5%. A pixel situated on a line should
be in setSn or Ss .

• Line extraction by strip growth. For a given pixel
P ∈ Sn⋃

Ss , supposeSP denotes the followingLH
min

(LV
min

) pixels of P in the LH (HL) sub image. Then,
SP is not on a line if: (a)SP contains some pixels in
Sw; (b) the pixels inSP vary frequently inSn andSs .
This case may arise in an area containing printed texts
or strokes. On the other hand,SP is a part of one line
andP is the start point of the line if: (a)SP ⊂ Sn or

Ss almost everywhere(a.e.) which means thatSP is a
subset ofSn or Ss for exception of few pixels, which
may be overlapped by other lines or text strokes; (b)
the pixels inSP vary slowly and interactively inSn
andSs , which may happen in the case of a skewed line
or if there is a change in luminosity. IfSP is a part of
a line, the length of the extracted lineSP is extended
so as to extract the whole single horizontal or vertical
line (strip growth for single line extraction). Then,
slightly moving the extracted line in its perpendicular
direction enables us to extract the whole line (strip
growth for whole line extraction). A concise block
diagram of this algorithm is shown inFig. 9.

Step3: Verification of the extracted lines with the help of
the ensuing bigger sub-images. The extracted lines in Step
2 are not well situated with respect to the original lines,
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Fig. 9. Block diagram of the proposed algorithm for line extraction from the smallest sub image after categorizing by threshold.Sn and
Ss denote the sets for the pixels with normal and strong responses in the sub-image, respectively.SP = {(xP + i, yP )|0< i <LHmin} for
LH sub images orSP = {(xP , yP + i)|0< i <LV

min
} for HL sub-images, where(xP , yP ) is the coordinate of pixelP. The symbol ‘a.e.’

(almost everywhere) means that this property holds in a set except for a few pixels.

because we only used the smallest sub-images where one
pixel corresponds a 2N×2N block in the original image. It
is still necessary to locate the lines precisely by verifying
these extracted lines in the following larger sub-images,
level by level, ending with level 1. A process similar to
that used in Step 2 was applied to the extracted line pixels
only.
For the example inFig. 8, we start the search at level 2,

because some horizontal lines at the bottom left are very
close to each other. These neighboring lines may be indis-
tinguishable in the sub image, because it is too small. In this
example, we set the thresholds atT1 = 10 andT2 = 35. We
set the lengths of the horizontal and vertical shortest lines
to LH

Min
= 40 andLV

Min
= 30, the corresponding values of

(LH
Min

, LV
Min

) in the sub-images at level 2 and 1 are (10,
8) and (20, 16). The extracted horizontal and vertical lines
based on the previous algorithm are combined into a single
image and illustrated inFig. 10(a).
The start and end points of an extracted line may not

completely match those of the original line after simply
combining the horizontal and vertical lines, as shown in
Fig. 10(a). Therefore, we may need to check and adjust
the end-points of the extracted lines. We check whether
the end point of an extracted line is on another extracted
perpendicular line. If not, we check whether the distance
from the end point to one of the extracted lines is less
than the threshold. If both the “L” and “T” shapes are
found for an end point, we choose the shape of the end
point as the “L” (corner) shape (a corner) but not choos-
ing the “T” shape. If such a line is found, then the end
point is taken to be a redundant start point and is there-
fore eliminated.Fig. 10(b) illustrated the adjusted form lines
of Fig. 10(a).

3.3. Item extraction

After extracting all of the reference lines, we can deter-
mine the field containing the item of interest by making use
of the particular structure of a given form. The identifica-
tion of a field can be accomplished by using the positional
relation of the item to the reference lines. One example of
this would be the case where a particular field happens to
be situated between some horizontal and vertical reference
lines. In the example shown inFig. 8, the strokes of the
customer are located in the rectangle limited by the second
and third vertical and the fourth and fifth horizontal lines.
Thus, using this information, we can obtain the rectangular
region pertaining to this item.
The fill-in strokes are usually accompanied by strong re-

sponses in both the LH and HL sub-images, because the
intensities of the background and the strokes are likely to
be different. Therefore, we can locate and extract the fill-in
item in the extracted item rectangle. In practice, the strong
response off 2

LH
(x, y) + f 2

HL
(x, y) from the smallest to

the largest sub-images is applied to extract the location of
the fill-in strokes information. The algorithm used for the
extraction of the item can be summarized by means of the
following steps.

• Rough item location. Initial search for the strongest
responsesf 2

LH
(x, y) + f 2

HL
(x, y) in the extracted

rectangle at the smallest levelN decided by the rect-
angular size. The simple smooth filter is used and the
region containing the strokes produces much stronger
responses then the background. Therefore, it is easy to
obtain the threshold required to distinguish the regions
containing strokes from the background.
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Fig. 10. (a) The extracted horizontal and vertical lines of the example inFig. 8; (b) the merged form structure of (a).

• Location verification. A more exact location of the region
containing the strokes can be obtained by means of the
ensuing larger sub-images, using an approach similar to
that described in the previous step. This verification step
is limited to the extracted regions. The resulting location
should be better than the initial one, because we use
the larger sub-images, which contain finer information
pertaining to the image.

• Fill-in item strokes extraction. The main background
color (gray intensity) may be estimated from the region
near to the extracted strokes in the original image. Then,
the stroke color can be decided in the extracted region,
because the main color is different from that of the back-
ground. Furthermore, the strokes can be extracted by
making use of the stroke color. It is possible to extract
the part of a character where it crosses the reference
lines and even goes outside of the rectangle.

One example is illustrated inFig. 11. The extracted rect-
angle containing a focus item is shown in(a) while the cor-
responding wavelet sub-images at levels 1, 2 and 3 are listed
in (b1), (b2) and(b3), respectively. To make them visually
comparable, the images are shown after adjusting them so
that they are the same size. The extracted item strokes are
shown in(c).
Most current methods of extracting strokes suppose that

the strokes have a fixed color. In our method, strong re-
sponses to the strokes are obtained in the extracted rectan-
gle, no matter what the colors of the background and the
strokes are, the only requirement being that their colors are
different and that the background in the small rectangular
region is not too complicated. The example of strokes ex-
traction shown inFig. 11has two different colors and it is
easy to extract both items successfully. In practice, the first
and second steps can be merged by using only one level
sub-images, especially when the rectangle is small. How-
ever, using the multi level sub-images for a large rectangular
region may save computing time.

Fig. 11. Example of the item strokes extraction from an extracted
rectangle. (a) Extracted rectangle according to the form structure.
(b1–b3) Related responses off 2

LH
+ f 2

HL
in sub-images at levels

1–3. (c) Extracted fill-in characters.

4. Experimental results and analysis

The performance of the proposed algorithm was tested
using a form image database containing 368 document im-
ages. We also demonstrated the superiority of our algorithm
by comparing its performance with that of the well-known
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method using the Hough transform and with that of another
novel method based on the orthogonal Daubechies wavelet
[1]. Most of the other methods of form processing are de-
signed for simple binary images, and thus are difficult to
apply to complicated forms. Therefore, it is difficult to com-
pare the proposed method with other methods.
The experiments were conducted using Visual C++ 6.0

on Microsoft Windows 2000. The form database includes
several categories of forms, such as sales slips, airplane tick-
ets, bank checks, telephone bills, and forms used in post
offices, schools, supermarkets, etc. The original form docu-
ments were imported using an optical scanner and converted
to monochrome gray scale images. The scanning resolution
range was from 200 to 600dpi (dots per inch). The width
or height of the images in the database varies from 300 to
7000 pixels. Most of the form images in the database are
not skewed, but there are some images with a slight skew
(less than 2◦).
To illustrate the results of our system for those forms

which are not skewed, three examples are shown. To save
space, the original images are not shown in this paper, except
for the airplane ticket, but they are very similar to the LL
sub-images. The parameters concerning the technical details
are illustrated inTable 1and a comparison of the processing
time with that of the other two methods is given inTable 2.
The first example is used to explain our algorithm which

is described in Section 3. The original image is a form
used in Korean banks and the image has been contaminated.
The form structure extracted fromFig. 8 is shown inFig.
10(b) and one example item (customer name) is proposed in
Fig. 11.
The second example, an airplane ticket, is shown in

Fig. 12. The original document (Fig. 12a) is very compli-
cated because it contains not only printed texts in different

Table 1
Detailed parameters used in the examples

LH
min

(pixels) LV
min

(pixels) Max decomposition level Extracted lines

Fig. 8, 400dpi 20 15 2 23 horizontal, 26 vertical
Fig. 12, 600dpi 20 30 3 33 horizontal, 34 vertical
Fig. 13, 200dpi 70 30 3 16 horizontal, 17 vertical
Fig. 14, 300dpi 20 15 3 29 near horizontal

19 near vertical

Table 2
Comparison of the extraction times for the three methods

Image size (pixels) Our method (s) Method in Ref.[1] (s) Hough transform (s)

Fig. 8, 400dpi 1048× 743 0.86 3.10 34.74
Fig. 12, 600dpi 2356× 969 2.12 6.23 74.90
Fig. 13, 200dpi 714× 1098 0.78 2.94 30.81
Fig. 14, 300dpi 1725× 1160 2.08 4.47 60.53

colors, fill-in texts and a complicated colorful background,
but also has an intricate form structure with reference lines
of different lengths. Moreover, there is some overlapping
here and there. However, strong responses were obtained to
the lines, and clutter was kept to a minimum in the sub-
images (Fig. 12b). The extracted forms and some items are
shown inFig. 12c and d, respectively.
Another example is a KS card sales slip shown inFig. 13.

The original image of the sales slips does not have much
color information, but contains some dashed lines and the
edges of the rectangle in the bottom left are not normal lines.
We also prepared an example (Fig. 14) to show the ap-

plication of our method to forms with a slight skew angle.
In this example, the skew angle in the image is 1◦. When
applying our method to the skewed form, the shortest hor-
izontalLH

min
and verticalLV

min
, in the step involving line

extraction by strip growth, should not be too large, because
the length of the strong response for one single line should
not be too long. Therefore, the reference lines are easily con-
fused by the presence of large characters. It would be possi-
ble to develop an algorithm to overcome this problem using
the properties of the responses to the skewed lines. How-
ever, this topic is outside the scope of this paper and will
not be discussed here. We will be preparing another paper to
discuss the application of the wavelet to skewed form doc-
uments in the near future. However, the method proposed
in this paper works well in the case of form images with a
slight skew (less than 2◦).
According to our experimental results, the reference lines

can be extracted even when there is some overlap. We also
discussed the issue of item extraction from an extracted
rectangular field in Section 3.3. The items can be extracted
even when overlapping occurs. It is also possible to ex-
tract the part of an item that goes outside of the rectangle.
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Fig. 12. An example of an airline ticket. (a) The original image; (b) multiresolution G–C wavelet sub-images; (c) extracted form; (d) some
extracted items.

This can be done based on the variation in the responses at
the crossing point and then tracing the extracted part outside
of the rectangle based on the color or intensity information of
the extracted strokes. However, this is not the main purpose

of this paper; therefore, please refer to other papers for more
information on this topic[7,8].
Please note that all of the examples shown in the paper

are displayed in reduced size, the original sizes of the test
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Fig. 13. An example of a KS card sales slip. (a) Multiresolution G–C wavelet sub-images; (b) extracted form; (c) some extracted items.

images being listed inTable 2. The processing times are
compared with those of the other methods and the results for
the examples are also shown inTable 2. The extraction time
depends on the complexity of the input image. In general,
the processing time required by our system is less than half
that of themethod described in Ref.[1] and only about 5% of
that of the method based on the classical Hough transform.

5. Conclusions

In this paper, we proposed a pseudo wavelet based sys-
tem for the extraction of reference lines, as well as the
items, from complicated gray-level form document images.
Our methodology can overcome the problems of slow com-
puting and large memory requirements associated with the
widely used HT based line extraction methods. Compared
to the novel method based on the 2D Daubechies orthog-

onal wavelet described in Ref.[1], the Gaussian–Coiflet
pseudo wavelet described in this paper is better adapted to
the problem of line extraction, mainly because of the use of
an adjustable rectangular support in place of the traditional
square support. The use of the multiresolution wavelet de-
composition method, and its implementation using 2 times
1D wavelets, makes our system much faster than the method
described in Ref.[1]. In this paper, we not only presented
the algorithm used for line extraction, but we also proposed
a complete system of form document processing, including
both the extraction of reference lines, using a strip growth
method, and the extraction of the items of interest, based on
the LH and HL wavelet sub-images.
The experimental results show that the occasional cases of

false extraction are mainly due to the following situations.

• The length of the reference lines is too short for them to
be distinguished from the text or from filled in strokes
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Fig. 14. An example of skew form image processing. (a) The original image; (b) multiresolution G–C wavelet sub-images; (c) extracted
form; (d) some extracted items.

whose length is bigger than or similar to that of the
shortest reference lines.

• The scanning rate is too low, which leads to the reference
lines being too thin and the responses for the area around
them not being strong enough.

• When the original image is skewed at an angle which
is not negligible, preprocessing should be performed to
provide skew correction.

Furthermore, multiresolution analysis may only applicable
to cases in which the source images are large. In the case
of small form images, wavelet decomposition only needs to
be performed at level 1. In addition, future works will be
concentrated on the estimation of skew angles based on the
wavelet sub-images.

6. Summary

Form document analysis is one of the most essential tasks
in document analysis and recognition. One fundamental and
crucial task is the extraction of the reference lines which are
contained in almost all form documents. Several approaches

to this problem have been developed in recent years. Most
of the studies performed so far, however, were done in con-
nection with the binary images of the documents and, there-
fore, cannot be readily applied to more complicated image
formats. More recently, some researchers have made effort
to progress in the processing of gray form images. The HT
is a popular method for generic line extraction, but the com-
puting time and storage space associated with this technique
are too onerous for it to be applied to the processing of real
complicated forms. A novel algorithm based on orthogonal
wavelet decomposition has also been developed by Tang et
al. [1], but it has some innate defects mainly because of the
square support which is used.
In this paper, we propose a pseudo wavelet based system

for the extraction of reference lines from complicated gray-
level form document images. Our methodology can over-
come the problems of slow computing and large memory
requirements, which are associated with the widely used
HT based line extraction methods. Compared to the novel
method based on the 2D Daubechies orthogonal wavelet, the
Gaussian–Coiflet pseudo wavelet described in this paper is
better adapted to the problem of line extraction, mainly be-
cause it employs an adjustable rectangular support in place
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of the traditional square support. The use of the multiresolu-
tion wavelet decomposition method, and its implementation
using 2 times 1D wavelets, makes our system faster than
Tang’s 2D Daubechies wavelet based method.
Another important problem which is commonly encoun-

tered in automatic form document processing is the extrac-
tion of item strokes. Variations in the intensity (color) of
these fill-in strokes and their complicated background makes
this problem all the more difficult. Most current methods
suppose that the strokes have a fixed color. In this paper,
we also present a method of extracting these items, which
is independent of the intensity or color of the strokes, using
the previously extracted reference lines and the multireso-
lution wavelet sub-images. In our method, strong responses
to the strokes are obtained in the extracted rectangle, which
can be estimated based on the form structure and the ex-
tracted reference lines, irrespective of the color of either the
background or the strokes. The only requirement is that the
colors corresponding to the strokes and background are dif-
ferent and that the background in the small rectangular re-
gion is not too complicated. As shown in the experiments,
the proposed algorithms demonstrate high performance and
fast speed for complicated form images. This system is also
effective for form images with a slight skew (less than 2◦).
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