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Abstract. In this paper, we present a new method for refining image
annotation by integrating probabilistic latent semantic analysis (PLSA)
with random walk (RW) model. First, we construct a PLSA model with
asymmetric modalities to estimate the posterior probabilities of each an-
notating keywords for an image, and then a label similarity graph is
constructed by a weighted linear combination of label similarity and vi-
sual similarity. Followed by a random walk process over the label graph
is employed to further mine the correlation of the keywords so as to
capture the refining annotation, which plays a crucial role in semantic
based image retrieval. The novelty of our method mainly lies in two
aspects: exploiting PLSA to accomplish the initial semantic annotation
task and implementing random walk process over the constructed label
similarity graph to refine the candidate annotations generated by the
PLSA. Compared with several state-of-the-art approaches on Corel5k
and Mirflickr25k datasets, the experimental results show that our ap-
proach performs more efficiently and accurately.

Keywords: Refining Image Annotation, PLSA, EM, Random Walk,
Image Retrieval.

1 Introduction

With the rapid development of multimedia information technology, image re-
trieval has become more and more important in Internet and other multimedia
platforms. As we known, image annotation is a previous and vital step when
it comes to the semantic based image retrieval. Traditional method for image
annotation is to let people manually annotate the images by some keywords.
However, this method is onerous and time-consuming. Furthermore, the an-
notating result is subjective to different people. To address these limitations,
automatic image annotation (AIA) has become a focus and received extensive
investigation, whose purpose is to automatically assign some keywords to an
image that can well describe the content of it. Subsequently many methods have
been developed for AIA, and most of them can be roughly classified into two
categories, i.e. classification-based methods and probabilistic modeling methods.
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The representative works of the former are automatic linguistic index for pictures
[1] and content-based annotation method with SVM [2] etc. The probabilistic
modeling methods include the translation model (TM) [3], the cross-media rele-
vance model (CMRM) [4], the continuous-space relevance model (CRM) [5], the
multiple-Bernoulli relevance model (MBRM) [6] and the latent aspect model
PLSA [7], etc. Unfortunately, all the mentioned annotation methods, to some
extent, can achieve relative success compared to the manual annotation, but
they are still far from satisfaction due to the well-known semantic gap problem.

In recent years, some researchers propose to refine the image annotation by
taking the word correlation into account. As a pioneer work, Jin et al. [8] imple-
ment image annotation refinement based on WordNet by pruning the irrelevant
annotations. In their work, however, only global textual information is employed
and the refinement process is independent of the target image, which means that
different images with the same candidate annotations would obtain the same re-
finement results. Subsequently, Wang et al. [9] apply random walk with restarts
model to refine candidate annotations by integrating word correlations with the
original candidate annotation confidence together. Followed by they propose a
content based approach by formulating the annotation refinement as a Markov
process [10]. Recently Liu et al. [11] rank the image tags according to their rele-
vance with respect to the associated images by tag similarity and image similarity
in a random walk model. Xu et al. [12] come up with a new graphical model
termed as regularized latent Dirichlet allocation (rLDA) for tag refinement. In
addition, Zhu et al. [13] put forward an efficient iterative approach for image tag
refinement by pursuing the low-rank, content consistency, tag correlation and
error sparsity, which constitute a constrained yet convex optimization problem
and an efficient accelerated proximal gradient method is utilized to resolve it.
More recently, Zhuang et al. [14] propose a two-view learning approach for image
tag ranking by effectively exploiting both textual and visual contents of social
images to discover the complicated relationship between tags and images.

Most of these approaches can achieve state-of-the-art performance and moti-
vate us to explore image annotation with the help of their excellent experiences
and knowledge. So in this paper, we present a new method for refining image an-
notation by means of combining PLSA and random walk model (PLSA-RW). To
begin with, a PLSA model with asymmetric modalities is constructed to estimate
the scores (i.e. posterior probabilities. For simplicity, we use the terminologies
score and posterior probability interchangeably in the rest of this paper) of all
the annotating keywords, and this can be seen as the initial annotation for the
image. And then a label 1 similarity graph is constructed by a weighted linear
combination of label similarity and visual similarity. Followed by a random walk
process over the label similarity graph is implemented to further mine the words
correlation. Once the random walk reaches the steady-state probability distri-
bution, the top several candidates with the highest probabilities can be seen as
the refining annotation. Our method can boost the annotating performance by
introducing a two-stage annotation refinement process. We evaluate our method

1 Here label means the initial annotation generate by the PLSA.



Refining Image Annotation by Integrating PLSA with Random Walk Model 15

on Corel5k and Mirflickr25k datasets and their experimental results compare fa-
vorably with several state-of-the-art approaches. To the best of our knowledge,
this is the first study to try to integrate PLSA with random walk in the task of
refining image auto-annotation.

The rest of the paper is organized as follows. Section 2 presents how to ap-
ply PLSA to model annotated images. In section 3, the construction of label
similarity graph is first introduced, and then a random walk over the graph is
elaborated. Experimental results on Corel5k and Mirflickr25k datasets are re-
ported and analyzed in section 4 respectively. Finally, we end this paper with
some important conclusions and future work in section 5.

2 PLSA Model

PLSA [15] is a statistical latent class model which introduces a hidden variable
(latent aspect) zk in the generative process of each element xj in a document di.
Given this unobservable variable zk, each occurrence xj is independent of the
document it belongs to, which corresponds to the following joint probability:

P (di, xj) = P (di)

K∑

k=1

P (zk|di)P (xj |zk) (1)

The model parameters of PLSA are the two conditional distributions: P (xj |zk)
and P (zk|di). P (xj |zk) characterizes each aspect and remains valid for docu-
ments out of the training set. On the other hand, P (zk|di) is only relative to the
specific documents and cannot carry any prior information to an unseen docu-
ment. An EM algorithm is used to estimate the parameters through maximizing
the log-likelihood of the observed data.

L =

N∑

i=1

M∑

j=1

n(di, xj) logP (di, xj) (2)

where n(di, xj) is the count of element xj in document di. The steps of the EM
algorithm can be succinctly described as follows.

E-step. The conditional distribution P (zk|di, xj) is computed from the previous
estimate of the parameters:

P (zk|di, xj) =
P (zk|di)P (xj |zk)∑K
l=1 P (zl|di)P (xj |zl)

(3)

M-step. The parameters P (xj |zk) and P (zk|di) are updated with the new ex-
pected values P (zk|di, xj):

P (xj |zk) =
∑N

i=1 n(di, xj)P (zk|di, xj)∑M
m=1

∑N
i=1 n(di, xm)P (zk|di, xm)

(4)
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P (zk|di) =
∑M

j=1 n(di, xj)P (zk|di, xj)
∑M

j=1 n(di, xj)
(5)

If one of the parameters (P (xj |zk) or P (zk|di)) is known, the other one can be
inferred by using fold-in method, which updates the unknown parameters with
the known parameters kept fixed, so that it can maximize the likelihood with
respect to the previously trained parameters. In this paper, we construct a PLSA
model with asymmetric modalities since the textual modality is more appropri-
ate to learn a semantically meaningful latent space [7], and the joint probability
between an image and the semantic concepts is calculated from two linked PLSA
models sharing the same distribution over aspects. Given an unseen image vi-
sual features v(dnew), the conditional probability distribution P (zk|dnew) can
be inferred with the previously estimated model parameters P (v|zk),then the
posterior probability of words can be computed by the following equation.

P (w|dnew) =
K∑

k=1

P (w|zk)P (zk|dnew) (6)

3 Random Walk-Based Refining Annotation

As a latent aspect model, PLSA has been successfully applied in automatic image
annotation, such as the representative PLSA-WORDS and PLSA-FEATURES
[7] as well as the PLSA-FUSION proposed by Li et al. [16], which uses two
linked PLSA models to learn the mixture of aspects from both visual and tex-
tual modalities. However, since all the annotations are calculated independently
in PLSA model and the relations among them are not exploited, which inevitably
results in some ambiguity and inconsistency in the process of image annotation.
In order to combine the prior confidence of candidate annotations and word cor-
relations together, we present a two-stage image annotation refinement frame-
work displayed in Figure 1. More details of it will be described in the following
subsections.

3.1 Label Graph Construction

To construct the label graph, i.e. the initial annotation graph, each candidate is
transformed to a vertex, and the pair-wise label similarity is used as the weight
of the corresponding edge. For now we focus on how to reasonably estimate
the similarities between pair-wise concepts related to an image, which is still a
tough problem in multimedia information processing. The mostly used methods
include WordNet [17] and normalized Google distance (NGD) [18]. From their
definitions, we can easily see that NGD is actually a measure of the contextual
relation while WordNet focuses on the semantic meaning of keyword itself. What
is more, both of them build word correlations only based on textual descriptions,
and the visual information of images in the dataset is not utilized for refinement,
which also plays a key role in precise image annotation. So in this paper, the
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Fig. 1. The proposed refining annotation framework in this paper

pair-wise annotation similarity is calculated by a weighted linear combination of
label similarity and visual similarity, which can effectively avoid the phenomenon
that different images with the same candidate annotations would obtain the same
refinement results. The label similarity between wi and wj is defined as follows:

sl(wi, wj) = exp(−d(wi, wj)) (7)

where d(wi, wj) represents the distance between two labels wi and wj and it is
defined similarly to NGD as:

d(wi, wj) =
max(log f(wi), log f(wj))− log f(wi, wj)

logG−min(log f(wi), log f(wj))
(8)

where f(wi) and f(wj) are the numbers of images containing labels wi and wj

respectively , and f(wi, wj) is the number of images containing both wi and wj ,
G is the total number of images in the dataset. Similar to [11], for a label w
associated with an image x, we collect the K nearest neighbors from the images
containing w, and these images can be regarded as the exemplars of the label w
with respect to x. Thus from the point view of labels associated with an image,
the visual similarity between labels wi and wj is given as follows:

sv(wi, wj) = exp(− 1

K ×K

∑

x∈Γwi
,y∈Γwj

‖x− y‖2
σ2

) (9)

where Γw is the representative image collection of label w, x and y denote image
features corresponding to the respective image collections of label wi and wj , σ
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is the radius parameter of the Gaussian kernel function. To benefit from each
other of the two similarities described above, a weighted linear combination of
label similarity and visual similarity is defined:

sij = s(wi, wj) = λsl(wi, wj) + (1− λ)sv(wi, wj) (10)

where λ ∈ [0, 1] controls the weights for each measurement and the corresponding
performance with different λ values is to be discussed in section 4.

3.2 Random Walk over Label Graph

Implementing randomwalk over the graph structure at least needs two important
parameters, i.e. the importance of nodes and the probability transition matrix.
Suppose that a label graph constructed in subsection 3.1 with n nodes, we use
rk(i) to denote the relevance score of node i at iteration k, P denotes a n−by−n
transition matrix, whose element pij indicates the probability of the transition
from node i to node j and it is computed as follows:

pij = sij

/∑
k
sik (11)

where sij is the pair-wise label similarity (defined in Eq.10) between node i and
node j. Then the random walk process is formulated as:

rk(j) = α
∑

i
rk−1(i)pij + (1 − α)vj (12)

where α ∈ (0, 1) is a weight parameter to be determined, vj denotes the initial
annotation probabilistic scores calculated by the PLSA. In the process of refining
annotation, random walk proceeds until it reaches the steady-state probability
distribution and then the top several candidates with the highest probabilities
can be seen as the final refining image annotation results.

4 Experimental Results and Analysis

For the purpose of comparison, we first conduct our experiments on the Corel5k
dataset, which consists of 5000 images from 50 Corel Stock Photo CD’s provided
by [3]. Each CD contains 100 images with a certain theme, of which 90 are
designated to be in the training set and 10 in the testing set, resulting in 4500
training images and a balanced 500-image test collection. Since the focus of this
paper is not on image feature selection, we use similar features extracted by [6]
to make a fair comparison with the state-of-the-art approaches. First of all, we
simply decompose images into a set of 32× 32-sized blocks, then compute a 36
dimensional feature vector for each block, consisting of 24 color features (auto-
correlogram) computed over 8 quantized colors and 3 Manhattan Distances,12
texture features (Gabor filter) computed over 3 scales and 4 orientations. As a
result, each block is represented as a 36-dim feature vector. Then each image is
represented as a bag of features, i.e., a set of 36 dimensional vectors.
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Fig. 2. Evaluation for weight parameters λ and α

4.1 Evaluation for the Weights

Since there are two variable weights λ and α to be determined, we should first
fix one of them so as to observe the other’s varied trend and vice versa. Suppose
that α is set to 0.5, then we range λ from 0 to 1. As shown in Figure 2(a), we
can clearly see that the performance is better when λ ∈ (0, 1) than λ = 0 or
λ = 1 individually. Particularly, the best result is achieved when λ = 0.7, which
demonstrates the complementary nature of label similarity and visual similarity.
On the other hand, we set λ = 0.7 and range α from 0 to 1. From the curve
in Figure 2(b), we note that the performance improves consistently before 0.5,
followed by it almost keeps in a smooth state. The performance begins to reduce
when α exceeds 0.7. Thus we choose α = 0.5 as the optimal parameter in our
experiment.

4.2 Refining Image Annotation on Corel5k

To show the effectiveness of our model (PLSA-RW) proposed in this paper, we
make a direct comparison with several previous approaches [3,4,5,6,7,16]. Similar
to [6], we compute the recall and precision of every word in the test set and use
the mean of these values to summarize its performance. The experimental results
listed in Table 1 are based on two sets of words: the subset of 49 best words and
the complete set of all 260 words that occur in the training set. From table 1, it is
easy to see that our model PLSA-RW outperforms all the others, especially the
first three approaches. Meanwhile, it is also superior to MBRM, PLSA-WORDS
and PLSA-FUSION.

Figure 3 shows some annotating results (only four cases are listed here due
to the limited space) using PLSA-FUSION and PLSA-RW. It is worth noting
that the annotations with the highest probabilities obtained in the last itera-
tion of the random walk process are considered as the final annotation of the
corresponding image. It is also important to note that the annotation order
of the keywords for each image, which is very significant for semantic based
image retrieval. Especially those with different annotating orders and enriched
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Table 1. Performance comparison of AIA on Corel5k dataset

Models Translation CMRM CRM MBRM PLSA-WORDS PLSA-FUSION PLSA-RW

#words with recall > 0 49 66 107 122 105 122 126

Results on 49 best words

Mean per-word recall 0.34 0.48 0.70 0.78 0.71 0.76 0.78
Mean per-word precision 0.20 0.40 0.59 0.74 0.56 0.65 0.75

Results on all 260 words

Mean per-word recall 0.04 0.09 0.19 0.25 0.20 0.22 0.27
Mean per-word precision 0.06 0.10 0.16 0.24 0.14 0.19 0.25

Fig. 3. Annotation comparison between PLSA-FUSION and PLSA-RW (Re-ranked
and enriched annotations are underlined and italic)

annotating keywords compared to the PLSA-FUSION and the ground truth
annotation are underlined and italic, respectively.

4.3 Refining Image Annotation on Mirflickr25k

To further demonstrate the effectiveness of PLSA-RW proposed in this paper,
we also conduct experiment on Mirflickr25k dataset 2, which contains 25000
images with 1386 labels. For the sake of fair comparison with the state-of-the-
art approaches in [10] and [13], we use similar features to reference [13], that is,
a 428-dimension feature vector is extracted from each image, including 225-dim
block-wise color moment features generated from 5× 5 fixed partition, 128-dim
wavelet texture features and 75-dim edge distribution histogram features. At the
same time, we evaluate the performance on 18 tags in Mirflickr25k where the
ground-truth annotation of these tags has been provided. In addition, we remove
those tags whose occurrence numbers are less than 50, thus 205 unique tags are
obtained in total for Mirflickr25k in our experiment.

Table 2 summarizes the average performances measured by F-value for differ-
ent refinement methods. As can be seen from Table 2, the F-value of our method
is 0.475 which gives significant better result than the value obtained by the orig-
inal user-provided tags (UT) [19]. Furthermore, it compares favorably with the

2 Download from http://press.liacs.nl/mirflickr/dlform.php

http://press.liacs.nl/mirflickr/dlform.php
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Fig. 4. Four exemplars of image annotation refinement on Mirflickr25k

state-of-the-art approaches proposed by Wang et al. (RWR) [10] and Zhu et
al. (LR-ES-CC-TC) [13], which further proves that the PLSA-RW is efficient in
refining image annotation.

Table 2. Performance comparison of different methods on Mirflickr25k

Methods UT RWR LR-ES-CC-TC PLSA-RW

F-value 0.221 0.338 0.477 0.475

Alternatively, some exemplars of image annotation refinement are depicted
in Figure 4 (only four cases are listed here due to the limited space). It can be
observed that our method PLSA-RW can generate more accurate annotation
results compared with the original annotations as well as the ones provided in
[13]. Taking the second image of the first row for example, there exists only one
tag ‘girl’ in the original annotation. However, after refinement by PLSA-RW,
its annotation is enriched by other three keywords ‘face’, ‘child’ and ‘portrait’,
which are very appropriate and reasonable to describe the visual content of the
image. Overall, the experiment on Mirflickr25k indicates that PLSA-RW is fairly
stable and efficient with respect to its parameters setting.

5 Conclusions

In this paper, we have proposed a novel refining image annotation method by
combining PLSA with random walk to enhance the annotating performance. We
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first construct a PLSA model with asymmetric modalities to estimate poste-
rior probabilities of each annotating keyword for one image, and then employ
a random walk process to mine the correlations of the keywords so as to cap-
ture the final refining annotation results. A weighted linear combination of label
similarity and visual similarity is employed to calculate the pair-wise similarities
between two candidate annotating keywords. Experimental results on Corel5k
and Mirflickr25k datasets show that our model outperforms several state-of-the-
art approaches. In the future, we intend to introduce semi-supervised learning
into our approach and employ different image datasets to detect its performance
comprehensively.
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