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Abstract −− This paper presents the architecture 
and the VHDL design of the integer Two-
Dimensional Discrete Cosine Transform (2-D DCT) 
used in the H.264/AVC codecs. The forward and 
inverse 2-D DCT architectures were designed and 
their synthesis results mapped to Altera FPGAs are 
presented. The 2-D DCT calculation is performed by 
exploring the separability property, in such way, 
each 2-D DCT architecture is divided in two 1-D 
DCT calculations that are joined through a trans-
pose buffer. The 1-D DCT transforms implemented 
and herein described are multiplierless, hence opti-
mized shift-add operations are used. The architec-
tures have a dedicated pipeline, optimized to process 
one input data per clock cycle. These architectures 
are able to cope with H.264/AVC encoder or decoder 
requirements targeting High Definition Digital Tele-
vision (HDTV), with 1920x1080 pixel/frame at 30 
frames per second. 

Keywords −− H.264/AVC video compression, 
dedicated hardware for video compression,  
2-D FDCT, 2-D IDCT, integer transforms. 

I. INTRODUCTION 
The H.264/AVC is the new international standard for 
video compression (Joint Video Team, 2003). The main 
characteristic of the H.264/AVC is to provide 
significantly higher compression rates than the previous 
standards as MPEG-2, MPEG-4 and H.263 (Wiegand et 
al., 2003; Sullivan et al., 2004; Sullivan and Wiegand, 
2005). The H.264, also known as MPEG4 part 10 or 
AVC, was developed to supply the processing rates 
demanded by video applications in high definition. 

An important factor that differentiates the 
H.264/AVC from other video compression standards is 
the use of integer transforms (Richardson, 2003; Malvar 
et al., 2003). The integer transforms have a final result 
that is an approximation of the real transforms result. 
The H.264/AVC standard defines the use of two 
different integer transforms: 2-D DCT and Hadamard. 
These integer transforms are multiplierless and all 

operations could be realized using just additions, 
subtractions and shift-adds.  

Differently from other standards, the H.264/AVC 
defines a minimum image partition matrix (called 
block) with 4 x 4 samples. This option reduces the 
block and borders artifacts in the compressed image.  

With the use of integer coefficients and 4x4 input 
blocks, the complexity of the transforms in the 
H.264/AVC is significantly reduced in relation to other 
image and video compression standards. 

This paper will present the architectural design of a 
2-D FDCT and a 2-D IDCT targeting the H.264/AVC 
compression standard. The 2-D DCT separability 
property was used in these architectures: the 2-D 
transforms are calculated by applying twice the 
transforms in one dimension which are joined by a 
transpose buffer. The designed architectures were 
described in VHDL (Airan et al., 1994) and synthesized 
to Altera FPGAs (Altera, 2006). The synthesis results 
are also presented. 

This paper is organized as follows. Section 2 
presented an introduction to the H.264/AVC standard. 
Section 3 details the integer transform used in this 
standard. Section 4 presents the designed architectures. 
The synthesis results for the designed architectures are 
showed in section 5. Section 6 presets a comparison 
with related works. Conclusions and future works are 
presented in section 7. 

II. THE H.264/AVC STANDARD 
An increasing number of services and the growing 
popularity of high definition TV are creating greater 
needs for higher coding efficiency. As a result of the 
ongoing demand for better compression performance 
the latest video coding standard, the H.264/AVC 
(Advanced Video Coding) (Joint Video Team, 2003) 
was developed. The H.264/AVC is also known as 
MPEG-4 Part 10 (Wiegand et al., 2003; Sullivan et al., 
2004; Richardson, 2003).  

H.264/AVC uses the state-of-the-art coding tools 
and provides enhanced coding efficiency for a wide 
range of applications (Wiegand et al., 2003; Sullivan et 
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al., 2004, Richardson, 2003). This standard was created 
to improve the coding efficiency by a factor of, at least, 
two (on average) over MPEG-2 – the nowadays most 
widely used video coding standard (Sullivan et al., 
2004; Kamaci and Altunbasak, 2003). In that way, it 
provides significantly higher compression rates than the 
previous standards and the most interesting balance 
between the coding efficiency, implementation 
complexity and cost, besides of to introducing many 
new features. But as might be expected, the increase in 
coding efficiency and coding flexibility comes with an 
increase in global compressor complexity with respect 
to earlier standards (Puri et al., 2004).  

Two distinct layers are used in the H.264/AVC 
standard: a video coding layer (VCL) and a network 
adaptation layer (NAL) (Joint Video Team, 2003; 
Sullivan and Wiegand, 2005; Richardson, 2003). The 
standard also specifies the use of an improved de-
blocking filter within the motion compensation loop in 
order to reduce visual artifacts and improve prediction. 
The standard also features a more complex and efficient 
context-based arithmetic coding (CABAC) for entropy 
coding. With the exception of the de-blocking filter, 
most of the basic functional elements (prediction, 
transform, quantization, entropy coding) are present in 
previous standards (MPEG-1, MPEG-2, MPEG-4, 
H.261, H.263) but the important changes in H.264/AVC 
occur in the internal construction of each functional 
block (Richardson, 2003).  

A block diagram of the H.264/AVC encoder is 
presented in Fig. 1. The main blocks of the encoder 
(Richardson, 2003), as shown in Fig. 1, are motion 
estimation (ME), motion compensation (MC), intra 
prediction, forward (T) and inverse (T-1) transforms, 
forward (Q) and inverse (Q-1) quantization, entropy 
coder and de-blocking filter.  

The decoder blocks, presented in Fig. 2, are a sub-
group of the coder blocks (Richardson, 2003), including 
entropy decoder, inverse quantization (Q-1) inverse 
transforms (T-1), motion compensation (MC), intra 
prediction and the de-blocking filter. 

This work focuses just on the design of a part of the 
forward and the inverse transforms (T and T-1 in Fig. 1 
and T-1 in Fig. 2).  

 

Figure 1. Block diagram of a H.264/AVC coder 

 
Figure 2. Block diagram of a H.264/AVC decoder 

 
The forward transform block (T) uses three different 

two dimensional transforms, depending on the type of 
input data. These transforms are 4x4 2-D FDCT, 4x4 2-
D forward Hadamard and 2x2 2-D forward Hadamard 
(Richardson, 2003). The inverse transform block (T-1) 
uses also three different two dimensional transforms: 
4x4 2-D IDCT, 4x4 2-D inverse Hadamard and 2x2 2-D 
inverse Hadamard (Richardson, 2003). T and T-1 blocks 
must synchronize the operation of their three transforms 
to generate a correct data flow in their outputs.  

This work presents the architecture design of the 
forward and inverse 2-D DCT to be used in H.264/AVC 
coders and decoders. 

An advantage of the H.264/AVC is the simplicity of 
its transform (Malvar et al., 2003; Wien, 2003; Wang et 
al., 2003). The standard adopts integer transforms. 
Since the coefficients are integer, there will be no 
mismatch between encoder and decoder. Integer 
coefficients also imply in a simpler hardware 
implementation. This transform also reduces the 
occurrence of blocking and ringing artifacts (Kamaci 
and Altunbasak, 2003).  

III. THE H.264/AVC INTEGER 2-D DCT 
The two dimensional DCT (2-D DCT) is a mathema-
tical tool that is used to transform the information from 
the space domain to the frequency domain. In image 
and video compression, many standards like JPEG, 
MPEG and H.264/AVC use the 2-D DCT to transform 
the input data to the frequency domain. The information 
represented in the frequency domain could be handled 
to discard the frequencies that are less important to the 
human visual system perception. This operation reduces 
the amount of information used to represent the image 
or video, allowing higher compres-sion rates with little 
impact in the image quality.  

There are many image and video compression 
standards that apply the 2-D DCT over 8x8 input 
blocks. However the DCT used in the H.264/AVC is 
applied over 4x4 input blocks, reducing the 
computational complexity of this calculation.  

The H.264/AVC is the first video standard that uses 
an integer transform (Sullivan and Wiegand, 2005; 
Malvar et al., 2003). The previous standards use 
floating point transforms. The final results of the integer 
transform are an approximation of the real DCT results, 
but this integer conversion causes a minimal loss of 
accuracy in this calculation (Richardson, 2003). The 
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implementation of an integer transform generates some 
important advantages. The first one is that this is a 
multiplierless transform and just additions and shifts are 
needed to perform its calculations. The second 
advantage is that this integer solution reduces the 
computational complexity of the 2-D DCT calculations, 
thus simplifying the task of the hardware implement-
ation. The third advantage is that the use of integer 
numbers makes the transformation faster than those that 
use floating point numbers and can reduce signifi-cantly 
the power consumption, allowing a wide use of the 
H.264/AVC in mobile applications (Richardson, 2003). 

The forward 2-D DCT adopted in this paper uses the 
matrix operation presented in (1). This is an integer and 
scaled formula to calculate the 2-D DCT. This 
alternative was proposed by Malvar (2003) and reduces 
the 2-D DCT calculation complexity, once the scalar 
multiplication (⊗ E) is joined with the quantization 
process without increase the complexity of this 
compression step (Richardson, 2003). Then, the 
hardware design makes just the CXCT calculation that 
is a matrix multiplication. C is the 1-D DCT integer and 
scaled matrix, X is the 4x4 input matrixes and CT is the 
transposed of the 1-D DCT integer and scaled matrix. 

 Y= C X CT ⊗ E =  

= 

2 2

2 2

2 2

2 2

ab aba a
2 2

1 1 1 1 1 2 1 1 ab b ab b
2 1 1 2 1 1 1 2 2 4 2 4X
1 1 1 1 1 1 1 2 ab aba a

2 21 2 2 1 1 2 1 1
ab b ab b
2 4 2 4

⎡ ⎤
⎢ ⎥
⎢ ⎥⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎢ ⎥⎜ ⎟⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥− − − −⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥ ⊗ ⎢ ⎥⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥− − − − ⎢ ⎥⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎜ ⎟− − − −⎣ ⎦ ⎣ ⎦⎝ ⎠ ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

(1)

The inverse transform is given by the equation 
showed in (2). Note that just additions and shifts are 
also needed to implement the inverse 2-D DCT 
calculation. 

 Y= CT (Y ⊗ E) C =  

= 
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11 1 1 1 1 1 12
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2
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(2)

The scale factors in (1) and (2) are constants, where 
a is 21  and b is 52 . 

IV. DESIGNED ARCHITECTURES 
In this work, the 2-D FDCT and the 2-D IDCT 
architectures were designed using the separability 
property of this transform: each 2-D transform (forward 
or inverse) is divided in two 1-D transforms that are 
joined through a transpose buffer. Thus, the output data 
from the first transform is reorganized by a transpose 
buffer and used by the second transform. This division 
is generically presented in Fig. 3 (a) for the 2-D FDCT 
and Fig. 3 (b) for the 2-D IDCT. This solution allows a 
significant reduction in the 2-D FDCT and in the 2-D 
IDCT calculation complexity. 

 

  
(a) 

 
(b) 

Figure 3. (a) 2-D FDCT blocks and  
(b) 2-D IDCT blocks 

 
The 2-D transforms architectures consume one input 

value at each clock cycle. The global latency of the 2-D 
DCT and 2-D IDCT are equal, once these architectures 
are organized in a similar structure. This latency is of 32 
clock cycles and, when the pipeline is full, a new output 
data is available at each clock cycle.  

The input dynamic range of 2-D FDCT is from -256 
to +255, i.e. 9 bits. The first 1-D FDCT inputs are the 
same 2-D FDCT inputs. The dynamic range of the first 
1-D FDCT is increased in 3 bits and its outputs will 
have 12 bits. The bit width input and output of the 
transpose buffer are the same and it is determined for 
the first 1-D FDCT output that is 12 bits. The dynamic 
range of the second 1-D FDCT also is increased in 3 
bits, and then its 12 input bits are transformed in 15 
output bits. The second 1-D FDCT outputs are the 2-D 
FDCT outputs, then the 2-D FDCT dynamic range is 
increased in 6 bits, from 9 input bits to 15 output bits. 

The input of the 2-D IDCT is 15 bits wide. The first 
and second 1-D IDCT dynamic ranges are increased in 
2 bits and the transpose buffer does not increase its the 
dynamic range. The first 1-D IDCT inputs are of 15 bits 
and the outputs are 17 bits wide. The second 1-D IDCT 
inputs are 17 bits wide and the outputs are 19 bits wide. 
The second 1-D DCT outputs pass trough a shift right 
of 6 bits (Wang et al., 2003) and this shifted value, with 
13 bits, is sent to the 2- D IDCT outputs.  

Four different 1-D transforms were designed in this 
work, two for the 2-D FDCT and two for the 2-D IDCT. 
The two 1-D FDCT architectures are similar and only 
the bit widths of their inputs and outputs are different. 
The second 1-D FDCT architecture could be used also 
to realize the first 1-D FDCT calculation, but the first  
1-D FDCT was optimized to save logic elements. The 
two 1-D IDCT are also similar and just the bit width is 
different between these architectures.  

The designed architectures for 1-D FDCT and 1-D 
IDCT calculations are composed of two pipeline stages, 
to increase the calculation performance. The latency of 
these 1-D FDCT and 1-D IDCT architectures is of eight 
clock cycles. Figure 4 (a) shows the 1-D FDCT 
architecture and Fig. 4 (b) shows the 1-D IDCT 
architecture.  
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(a) 

 
(b) 

Figure 4. Designed architecture for (a) 1-D FDCT and (b) 1-
D IDCT 

 
Each 1-D DCT employs two ping-pong buffers, four 

multiplexers, two shifters and two adders. The ping-
pong buffers are necessary to maintain the four input 
data stable for each adder during four clock cycles, 
allowing the use of pipeline and the use of just one 
operator in each pipeline stage. These buffers allow 
maintaining the input rate of one data per clock cycle, 
storing the values in the gray registers, when the data 
are stable in the white registers to be used in each 
calculation step. The multiplexers are used to select the 
correct adder inputs at each clock cycle. The shifters are 
used to make the multiplications or divisions by two 
presented in formulas (1) and (2). A finite state machine 
is used to control the 1-D DCT block producing all the 
control signals. 

Figure 5 shows the transpose buffer architecture that 
was designed to connect the two 1-D FDCTs into the  
2-D FDCT architecture. The transpose buffer used into 
the 2-D IDCT architecture is similar to that presented in 
Fig. 5. The transpose buffers are composed of two 16-
word RAMs and three multiplexers besides various 
control signals. The RAM memories operate in an 
intercalated way: while one of them is used for writing, 
the other is used for reading. Thus, the first 1-D FDCT 
or 1-D IDCT architecture writes the results line by line 
in one memory (RAM1 or RAM2) and the second 1-D 
FDCT or 1-D IDCT architecture reads the input values 
column by column from the other memory (RAM2 or 
RAM1). 

 

 
Figure 5. 2-D FDCT Transpose Buffer Architecture 

The memories used to implement the transpose 
buffers are the internal RAM macroblocks available in 
the target FPGA. The memories used into the transpose 
buffer of the 2-D FDCT implementation have 12-bit 
words because this is the bit width of the first 1-D 
FDCT output. The memories used into the 2-D IDCT 
have 17-bit words and this is the difference between the 
two transpose buffer architectures. The bit width of the 
first 1-D IDCT output is 17 bits and hence, the 
transpose buffer memories must have the same bit 
width. The transpose buffer latency is of 16 clock 
cycles, which are necessary to complete the first write 
operation and to start the first read operation. 

V. SYNTHESIS RESULTS 
Table 1 presents the synthesis results of the 2-D FDCT 
architectures. The 2-D FDCT architecture is composed 
of two 1-D DCT calculations and a transpose buffer. 
These architectures, which were presented in previous 
sections, were described in VHDL and synthesized to 
Altera FPGAs (Altera, 2006). These three architectures 
were joined to construct the 2-D FDCT and were 
synthesized again. Table 2 shows the synthesis results 
for the 2-D IDCT and its internal blocks. 

 
Table 1. 2-D FDCT synthesis results 

Hardware Block LEs Period 
(ns) 

Memory 
Bits 

Throughput 
(Msamples/s)

1st 1-D FDCT 168 4.23 0 236.52 

Transpose Buffer 33 3.15 384 317.86 

2nd 1-D FDCT 216 4.86 0 205.97 

2-D FDCT 395 5.92 384 169.03 

Altera device: Stratix EP1S10F484C5
 

The syntheses of all architectures were mapped to 
EP1S10F484C5 Altera Stratix device (Altera, 2006). 
From Tab. 1 and Tab. 2 it is possible to notice that in 
both 2-D FDCT and 2-D IDCT architectures the 
transpose buffers are the blocks that use the lowest 
amount of logic elements and are the blocks that are 
able to operate at the highest throughput. On the other 
hand, just the transpose buffers use memory bits. 

Table 2. 2-D IDCT synthesis results 

Hardware Block LEs Period 
(ns) 

Memory 
Bits 

Throughput 
(Msamples/s)

1st 1-D IDCT 248 5.19 0 192.64 

Transpose Buffer 38 3.13 544 319.18 

2nd 1-D IDCT 278 5.19 0 192.57 

2-D IDCT 465 6.09 544 164.10 

Altera device: Stratix EP1S10F484C5
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Comparing the results presented in Tab. 1 and  
Tab. 2 it is possible to notice that the 2-D FDCT 
architecture uses 395 logic elements of the target device 
and reaches a period of 5.92ns. On the other hand the  
2-D IDCT uses 465 logic elements and reaches a 
minimum period of 6.09ns.  

According to the results presented in Tab. 1 and 
Tab. 2, the 2-D FDCT integer transform is able to 
process 169.03 million of samples at each second, and 
the 2-D IDCT integer transform is able to process 164.1 
million of samples per second. These processing rates 
are higher than that defined to HDTV (High Definition 
Digital Television), which must process 1920x1080 
pixels per frame at 30 frames per second with a color 
relation of 4:2:2. Hence, the 2-D DCT designed 
architectures are able to be used in a complete 
H.264/AVC codec targeting HDTV. 

VI. RELATED WORKS 
There are a few papers in the literature about dedicated 
hardware architectures for H.264/AVC transforms. We 
do not find any similar solution for the 2-D FDCT and 
2-D IDCT transforms that realizes the calculations in a 
serial fashion like the solution presented in this paper. 
This section will compare our design with the 
previously published solutions. The literature papers are 
based on standard-cells implementations and the 
comparisons are not easy. We will compare just the 
architecture design strategy and the performance. The 
used hardware resources will not be compared, once we 
just have results for FPGAs. 

The solution presented in (Kordasiewicz and Shirani 
2004) realizes just the 2-D FDCT calculation. The 
solutions proposed in (Agostini et al., 2006; Cheng et 
al., 2004; Chen et al., 2005; Wang et al., 2003) are 
multitransform architectures that are able to process the 
calculations related to the four 4x4 forward and inverse 
transforms (FDCT, IDCT, forward Hadamard and 
inverse Hadamard). The solution (Agostini et al., 2006) 
process also the 2x2 forward Hadamard and is able to 
select the level of parallelism desired in its calculations. 
The designs presented in (Wang et al., 2003) grouped 
individually each 4x4 transform (FDCT and forward 
Hadamard) with their specific quantization. The 
quantization calculation is a multiplication by constants 
and it has a low level of complexity. 

The number of samples processed in each clock 
cycle varies form 4 to 16 in the related designs. Four 
solutions process 8 samples per clock cycle. This 
parallelism allows a very high processing rate from 273 
(Lin et al., 2005) to 3,499 (Agostini et al., 2006) 
millions of samples per seconds. These processing rates 
surpass the high resolutions application requirements. A  
HDTV resolution video with frames of 1920x1080 
pixels, at 30 frames per second, need a processing rate 
near to 95 millions of samples per second.  

The very high performance obtained in the literature 
solutions, if used, implies in several difficulties to use 

these architectures in a complete T or T-1 block and in a 
H.264/AVC codec. In this case, the memory overhead 
will be an important challenge to be solved. Other 
important question is that the connection of these blocks 
with the other H.264/AVC blocks will use a lot of 
routing resources, once the I/O interface will use a lot of 
wires. Finally, it is really very difficult to design 
parallel H.264/AVC inter and intra prediction blocks 
with the necessary throughput required by the parallel 
transforms. Then, it is probable that these parallel 
transforms will be underutilized when integrated in a 
H.264/AVC codec. For these reasons we decided to 
design an architecture that process just one sample per 
clock cycle. 

In the literature was not found a solution that 
process just one sample per clock cycle and, then, our 
throughput is lower than that obtained in the parallel 
solutions. But is important to notice that our solution 
reaches the performance requirements for HDTV and a 
higher throughput was not necessary in this case. The 
hardware consumption of our transforms is lower, once 
we process just one sample per clock cycle. A complete 
comparison in relation with the hardware resources 
consumption will be available when we finished a 
standard-cell version of our architectures. 

VII. CONCLUSIONS AND FUTURE WORK 
This paper presented an architectural design of two 
serial 2-D DCT transforms (forward and inverse) for the 
H.264/AVC standard. The architectures were described 
in VHDL and were synthesized for Altera FPGAs. The 
synthesis results were presented. 

The forward 2-D DCT transform architecture uses 
395 logic elements of the device and reaches a 
throughput of 169.03 millions of samples per second. 
On the other hand, the inverse 2-D DCT transform uses 
465 logic elements and reaches a maximum throughput 
of 164.10 millions of samples per second. With these 
results it is possible to notice that the designed 2-D 
DCT architectures are able to be used in a H.264/AVC 
encoder and/or decoder hardware targeting HDTV, with 
frames of 1920x1080 pixels at 30 frames per second. 

Our 2-D FDCT and 2-D IDCT designed architec-
tures are serial and pipelined. These architectures were 
designed targeting FPGAs, but they can be synthesized 
in a standard-cell version. The DCT architectures are 
simple and goals to minimize the resources 
consumption trough a serial implementation. This 
reduced consumption of resources is very important, 
once that a complete H.264/AVC encoder or decoder is 
formed by various complex blocks that will consume a 
lot of hardware resources. Then, the implementation of 
all blocks must minimize its resources consumption to 
allow a complete coder or encoder mapping in FPGAs 
that is the main goal of the project that supports this 
work. But it is very important to emphasize that all this 
H.264/AVC blocks must reach the performance 
requirements that are defined to the complete 
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H.264/AVC encoder or decoder. The 2-D FDCT and 2-
D IDCT architectures designed in this paper are able to 
operate at a processing rate higher than 160 millions of 
samples per second, considering the target FPGA. This 
processing rate is enough to respect the HDTV 
requirements and, for consequence this design is able to 
be used in all other video transmission standards with 
resolutions lower than HDTV. 

As future work we plain to design a standard-cell 
version of our 2-D FDCT and 2-D IDCT architectures. 
With the synthesis results will be possible a comparison 
in terms of use of hardware resources between our 
solution and the literature solutions. Other work that are 
being developed is the design of architectures for the 
two Hadamard transforms. Other H.264/AVC blocks, 
like quantization and entropy coding are planned to be 
designed as next activities. 
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