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ABSTRACT 
 
English is the only language available for global communi-
cation. Due to the influence of speakers’ mother tongue, 
however, those from different regions inevitably have dif-
ferent accents in their pronunciation of English. The ulti-
mate goal of our project is creating a global pronunciation 
map of World Englishes on an individual basis, for speakers 
to use to locate similar English pronunciations. If the speak-
er is a learner, he can also know how his pronunciation 
compares to other varieties. Creating the map mathematical-
ly requires a matrix of pronunciation distances among all the 
speakers considered. This paper investigates invariant pro-
nunciation structure analysis and Support Vector Regression 
(SVR) to predict the inter-speaker pronunciation distances. 
In experiments, the Speech Accent Archive (SAA), which 
contains speech data of worldwide accented English, is used 
as training and testing samples. IPA narrow transcriptions in 
the archive are used to prepare reference pronunciation dis-
tances, which are then predicted based on structural analysis 
and SVR, not with IPA transcriptions. Correlation between 
the reference distances and the predicted distances is calcu-
lated. Experimental results show very promising results and 
our proposed method outperforms by far a baseline system 
developed using an HMM-based phoneme recognizer. 

Index Terms — World Englishes, speaker-based pro-
nunciation clustering, pronunciation structure analysis, f-
divergence, support vector regression 
 

1. INTRODUCTION 
 
English is the only language available for global communi-
cation. In many schools, native pronunciation of English is 
presented as a reference, which students try to imitate. It is 
widely accepted, however, that native-like pronunciation is 
not always needed for smooth communication. Due to the 
influence of the students’ mother tongue, those from differ-
ent regions inevitably have different accents in their pronun-
ciation of English. Recently, more and more teachers accept 
the concept of World Englishes [1,2,3,4] and they regard US 
and UK pronunciations just as two major examples of ac-
cented English. Diversity of World Englishes is found in 

various aspects of speech acts such as dialogue, syntax, 
pragmatics, lexical choice, pronunciation etc. Among these 
kinds of diversity, this paper focuses on pronunciation. If 
one takes the concept of World Englishes as it is, he can 
claim that every kind of accented English is equally correct 
and equally incorrect. In this situation, there will be a great 
interest in how one type of pronunciation is different from 
another, not in how that type of pronunciation is incorrect 
compared to US or UK pronunciation. As shown in [5], the 
intelligibility of spoken English heavily depends on the na-
ture of the listeners as well as that of the speaker and the 
spoken content, and foreign accented English can indeed be 
more intelligible than native English. Generally speaking, 
speech intelligibility tends to be enhanced among speakers 
of similarly accented pronunciation. 

The ultimate goal of our project is creating a global map 
of World Englishes on an individual basis for each of the 
speakers to know how his pronunciation is located in the 
diversity of English pronunciations. If the speaker is a learn-
er, he can then find easy-to-communicate English conversa-
tion partners, who will have a similar kind of pronunciation. 
If he is too distant from many of other varieties, however, he 
will have to correct his pronunciation to achieve smoother 
communication with these others. 

To the best of our knowledge, our project is the first trial 
to cluster World English pronunciations automatically and 
even on an individual basis. For this project, however, we 
have two major problems. One is collecting data and label-
ing them, and the other is creating a good algorithm of 
drawing the global map for a huge amount of unlabeled data. 
In [6], some accented English corpora with good quality 
were introduced. However, labeling data is needed in this 
paper. Luckily enough, for the first problem, the fourth au-
thor has made a good effort in systematically collecting 
World Englishes from more than a thousand speakers from 
all over the world and labeling them. This corpus is called 
the Speech Accent Archive (SAA) [7], which provides 
speech samples of a common elicitation paragraph and their 
narrow IPA transcriptions. To solve the second problem, we 
propose a method of clustering speakers only in terms of 
pronunciation differences. Clustering items can be per-
formed by calculating a distance matrix among all of them. 
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The technical challenge here is how to calculate the pronun-
ciation distance between any pair of speakers in the archive, 
where irrelevant factors involved in the archive, such as 
differences in age, gender, microphone, channel, back-
ground noise, etc have to be ignored adequately. To this end, 
we use pronunciation structure analysis for feature extrac-
tion and we also use support vector regression for distance 
prediction. The invariant structure analysis was proposed in 
[8,9] inspired by Jakobson’s structural phonology [10] and it 
can extract invariant and robust features. The structural fea-
tures were already introduced to various tasks such as pro-
nunciation scoring [11,12], pronunciation error detection 
[13], language learners clustering [14], dialect analysis [15], 
and automatic speech recognition [16,17,18]. 
 

2. SPEECH ACCENT ARCHIVE 
 
The corpus is composed of read speech samples of more 
than 1,700 speakers and their corresponding IPA narrow 
transcriptions. The speakers are from different countries 
around the world and they read a common elicitation para-
graph, shown in Fig. 1, where an example of IPA transcrip-
tion is also presented. The paragraph contains 69 words and 
can be divided into 221 phonemes using the CMU diction-
ary as reference [19]. The IPA transcriptions will be used to 
prepare reference inter-speaker pronunciation distances as 
label, which will be adopted as target of prediction using 
SVR in our study. This is because IPA transcription is done 
through phoneticians’ ignorance of non-linguistic and 
acoustic variations found in utterances such as differences in 
age, gender, channel, etc. It should be noted that the record-
ing condition in the corpus varies from sample to sample 
because the audio data were collected under many different 
situations. To create a suitable map automatically, these 
non-linguistic variations have to be cancelled adequately. 

Use of read speech for clustering is considered to reduce 
pronunciation diversity because read speech may show us 
only “controlled” diversity. In [20], however, English sen-
tences read by 200 Japanese university students showed a 
very large pronunciation diversity and [21] showed that the 
intelligibility of the individual utterances to American lis-
teners covered a very wide range. Considering these facts, 
we considered that read speech samples can still show well 
how diverse World English pronunciations are. 

It is well-known that pronunciation diversity is found in 
both segmental and prosodic aspects. In this study, however, 
we will prepare reference pronunciation distances by using 
IPA transcriptions, which means that prosodic diversity will 
be ignored. We do not claim that the prosodic diversity is 
minor but, as will be shown in this paper, clustering of Eng-
lish users only based on the segmental aspect seems able to 
show validly how diverse World Englishes are in terms of 
pronunciation. Preparation of reference distances with pro-
sodic variation considered will be a future work. 

 

 
Fig. 1 The elicitation paragraph used in the SAA and an 
example of narrow IPA transcription 

 
In this study, only the data with no word-level insertion 

or deletion were used. The audio files that had exactly 69 
words were automatically detected as candidate files and 
then, 515 speakers’ files were obtained. Some of these files 
were found to include a very high level of background noise 
and many pauses, and we manually removed them. Finally, 
381 speakers’ data were obtained and used here. 

 
3. REFERENCE INTER-SPEAKER PRONUNCIA-

TION DISTANCE 
 
In this study, a pronunciation distance predictor based on 
pronunciation structure analysis is constructed. To this end, 
we have to prepare reference inter-speaker distances in the 
speech data, which can be used to train the distance predic-
tor and verify the predicted distances. In this paper, the ref-
erence pronunciation distance between two speakers is cal-
culated through comparing their individual IPA transcrip-
tions using dynamic time warping (DTW). Since all the 
transcriptions contain exactly the same number of words, 
word-level alignment is easy and we only have to deal with 
phone-level insertions, deletions, and substitutions between 
a word and its counterpart in a transcription pair. 

The process of estimating reference inter-speaker dis-
tances can be divided into two steps. Since DTW-based 
alignment of two IPA transcriptions needs a distance matrix 
among all the existing IPA phones in the archive, we pre-
pared the distance matrix in the first step. We calculated 
frequency of each kind of the IPA phones, many of which 
were with a diacritical mark, and extracted the IPA phones 
that covered 95% of all the phone instances in the archive. 
The number of the kinds of the extracted phones 
with/without a diacritical mark was 153. One phonetician, 
the third author, was asked to pronounce each of these 
phones twenty times. Here, he was requested to pay atten-
tion to diacritical difference within the same IPA phone. In 
the recording, the phonetician pronounced each vowel twen-
ty times. For consonants, a consonant was succeeded and 
preceded at the same time by vowel [a]. For example,  to 
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collect samples of phone [p], the phonetician spoke [apa] 
twenty times. In this way, every consonant was recorded.  

Using the wav files and their IPA transcriptions, a 
speaker-dependent three-state HMM was constructed for 
each phone, where each state contained a Gaussian distribu-
tion. After training the HMMs for all the phones, the 
Bhattacharyya distance was calculated between two corre-
sponding states of each phone pair. By averaging the three 
state-to-state distances, we could finally define the acoustic 
distance between any phone pair. We note here that, since 
the HMMs were speaker-dependent, all the models were 
built in the same and matched condition. 

The other 5% phones, which were not pronounced by the 
phonetician, were all with a diacritical mark. So, for these 
phones, we substituted the HMMs of the same phones with 
no diacritical mark.  Using these HMMs, the inter-phone 
distance information among all the existing kinds of phones 
in the archive can be estimated. Due to limit of space, we do 
not visualize the 153x153 phone-based distance matrix in 
this paper, but by converting it to a tree diagram, we con-
firmed that we obtained a phonetically valid distance matrix. 
This was used as local distance or penalty in the next step to 
estimate the inter-speaker distance through DTW alignment 
between any two transcriptions. 

In the next step, DTW was conducted to compare two 
IPA transcriptions in a word-by-word manner by using the 
phone-to-phone distance matrix. The resulting distance be-
tween two speakers will be used as reference inter-speaker 
distance. Because all the used files contained exactly 69 
words, word-level alignment was easy and we could focus 
only on phone-level differences in each word pair between 
two IPA transcriptions. The local and allowable path of the 
DTW used in this section is shown as Fig. 2. 

P1, P2 and P3 are allowable paths of insertion, match 
and deletion. Path selection is done based on equation 1. 
 

DTW[m, n] :=  
minimum( DTW[m-1,n] + phone_dist[m,n],  

DTW[m-1,n-1] + 2*phone_dist[m,n],  
                DTW[m,n-1] + phone_dist[m,n] )  (1) 

 
DTW[m, n] is the current accumulated cost at position (m,n) 
and phone_dist[m,n] is a distance between the phone of 
time m and the phone of time n. Out of P1, P2, and P3, the 
path of which the accumulated cost at (m,n) is the minimum 
is selected. For DTW, phone-to-phone distances were used 
as penalty and we obtained a distortion score for each word 
pair between the two transcriptions. After normalizing this 
score by the number of phones found in the word pair, the 
score was summed for all the 69 words existing in the two 
transcriptions. This final score will be used as reference in-
ter-speaker distance, namely, in training our predictor and in 
verifying the predicted distances. 

After obtaining the inter-speaker distances, all the speak-
ers can be clustered using Ward’s method, one of the hierar- 

 

 
Fig. 2 Allowable paths of the DTW 

 
chical clustering methods. Pronunciation can be affected by 
their mother tongue in different ways and to different de-
grees. In Fig.3, the clustering result of 18 selected speakers 
is shown. We picked up German speakers from the archive 
who were born in Germany, the number of whom was 9. 
Then, 9 native American English speakers were randomly 
selected. “EN” and “GE” denote American and German, 
respectively. The numbers succeeding “EN” or “GE” in the 
figure are speaker IDs. From Fig. 3, it can be seen that the 
all American speakers are clustered into one sub-tree and 
eight German speakers are clustered into the other sub-tree. 
Although GE16 is clustered into the same sub-tree with 
American speakers, by inspecting his biography included in 
the SAA, it is found that he had lived in USA for 4 years. It 
seems that his pronunciation has been reasonably affected 
by and adapted to American accent. On the other hand, most 
of the other German speakers had lived in America less than 
1 year. We consider that this result indicates that the esti-
mated inter-speaker distances are valid enough. 
 

4. BASELINE SYSTEM 
 

For comparison, we built a baseline system, which cor-
responds directly to an automated version of the inter-
speaker distance calculation procedure described in section 
3. As mentioned above, the procedure is composed of two 
steps: 1) IPA manual transcription and 2) DTW alignment 
for distance calculation. In the baseline system, the process 
of 1) is replaced with automatic recognition of phonemes in 
input utterances1. Here, monophone HMMs were obtained 
through ML-based training using the WSJ-based mono-
phone HMMs [22] as initial model and all the utterances of 
the 381 SAA speakers as training samples. For this training, 
each IPA transcription was converted into American pho-
neme transcription. This conversion was done by preparing 
a phone-to-phoneme mapping table with special attention 
paid to conversion from two consecutive IPA vowels to an 
American diphthong. 

Since IPA transcription is based on phones and HMMs 
are trained based on phonemes, even if we could have a per-
fect phoneme recognizer, the generated transcriptions have 
to be phonemic versions of IPA transcriptions. Phone to  

1As far as we know, there does not exist an automatic recognizer 
of IPA phones with a diacritical mark. Then, we used a phoneme 
recognizer of American English instead in this study. 
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         Fig.4 An example of word-based grammar 

 
phoneme conversion is an abstraction process and some 
detailed phonetic information will be lost inevitably. To 
evaluate this abstraction process quantitatively, we calculat-
ed correlation between the inter-speaker distances obtained 
in section 3 and those obtained by using perfect phoneme 
recognition results and DTW. The perfect results are the 
phone-to-phoneme conversion results explained above. Here, 
DTW alignment between any two phoneme transcriptions 
was done by using a phoneme-to-phoneme distance matrix, 
which was obtained from the same monophone HMMs as 
above. The correlation was found to be 0.882, meaning that 
information loss exists to some degrees. 

What about a real phoneme recognizer?  By using the 
phone-to-phoneme conversion results above, we can build 
word-based network grammar which can cover all the pro-
nunciation diversity found in the 381 speakers. Fig. 4 shows 
an example of word-based network grammar. In this figure, 
Wij denotes the i-th word and the j-th possible pronunciation. 
Using this grammar, each utterance can be converted into a 
phoneme sequence automatically. It should be noted that the 
monophone HMMs and the network grammar were built in 
a speaker-closed manner. The phoneme recognition accura-
cy was 73.36%. Considering a recent study on pronunciation 
error detection [23], this performance is very reasonable. 
However, the correlation between the IPA-based reference 
inter-speaker distances and the inter-speaker distances using 
automatically generated phonemic transcriptions and DTW 
was found to be so low as 0.313. This clearly indicates that  
 

 
 
 
 
 
 
 

Fig. 5 Procedure of representing an utterance only by BD 
 
 
phoneme recognition errors are very influential to inter-
speaker distance calculation and real phoneme recognizers 
are not working well for this task. 

 
5. INVARIANT PRONUNCIATION STRUCTURE 

 
As described in section 1, we have to use a very robust 

method to estimate the pronunciation distance. Minematsu 
et al. proposed a new method of representing speech, called 
speech structure, and proved that the acoustic variations, 
corresponding to any linear transformation in the cepstrum 
domain, can be effectively unseen in the representation [9]. 
This invariance is due to the invariance of the Bhattacharyya 
distance (BD), which is calculated using equation 2 and is 
proved to be invariant with any linear transform. 

 
 
                                                                                      (2) 

where M1, M2 are mean vectors and P1, P2 are covariance 
matrices of two Gaussian distributions. P= (P1+P2)/2. 

Fig. 5 shows the procedure of representing an input ut-
terance only by BD. The utterance in a cepstrum space is a 
sequence of vectors and it is converted into a sequence of 
distributions through automatic segmentation. Here, any 
speech event is characterized as distribution. The BD is cal-
culated from any pair of distributions and the resulting full 
set of the BDs forms an invariant distance matrix. This ma- 
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Fig.6 Speaker-independent pronunciation structure 

 

 
Fig.7 Inter-speaker structure difference [12] 

 
trix-based representation of an utterance is called pronuncia-
tion structure [9]. The structure only represents the local and 
global contrastive aspects of a given utterance, which is the-
oretically similar to Jakobson’s structural phonology [10]. 
By calculating the BD of every pair of sound units in the 
elicitation paragraph read by a speaker, the pronunciation 
structure specific to that speaker can be obtained. Thus, the 
structural differences between two speakers can be used as 
features to predict the inter-speaker pronunciation distance.  

Fig. 6 shows the procedure to construct a pronunciation 
structure much more in detail. We firstly trained a para-
graph-based universal background HMM using all the data 
available. 24-dimensional MFCCs (MFCC +Δ MFCC) were 
used to train the HMM. Here, the paragraph was converted 
into its phoneme sequence by using the canonical pronun-
ciation of each word found in the CMU dictionary. The 
number of the states in the background HMM was 3M, 
where M is the number of phonemes in the paragraph. To 
construct a specific speaker’s HMM, forced alignment of 
that speaker’s utterance was done to obtain state boundaries 
and MLLR adaptation was done to adapt the background 
model to that speaker. In MLLR adaptation, the number of 
regression classes used is 32. In the adapted model, each 
state contains one Gaussian. Finally, the BD is calculated 
between a state and another in the adapted HMM. By as-
suming that three consecutive states form a phoneme-like 
unit, the averaged BD distance (

i jp pd ) was calculated be-

tween a unit pi and another unit pj in equation 3. 

dpi p j =
BD( pi

1, p j
1 )+ BD( pi

2 , p j
2 )+ BD( pi

3, p j
3)

3
.
     (3) 

 

p1, p2 and p3 are the first, second and third states of the 
phoneme-like unit p. All the distances {

i jp pd  } are used 

together to derive the pronunciation structure. The distance 
matrix Smatrix of speaker S can be represented as follows 
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This matrix is reasonably symmetric and only the ele-

ments found in the upper triangle are used to form the pro-
nunciation structure of a specific speaker.   

For two given pronunciation structures (two distance 
matrices) from speakers S and T, a difference matrix be-
tween the two is calculated by equation 5 (D in Fig. 7). 

( , ) ,   where i < j.ij ij
ij

ij ij

S T
D S T

S T
−

=
+                                     (5) 

Sij and Tij are (i,j) elements in S and T. Since Sij and Tij 
are invariant features, Dij also becomes an invariant and 
robust feature. For speaker-based clustering of World Eng-
lishes, we use Dij as a feature in support vector regression. 
 

6. SVR TO PREDICT PRONUNCIATION DIS-
TANCES AMONG SPEAKERS 

 
Using the IPA-based reference distance between any two 
speakers as target and using the upper triangle elements of 
the difference matrix D between them as input attribute, we 
trained a model of support vector regression (SVR). In this 
paper, LIBSVM [24] was adopted to train the SVR. Here, 
the epsilon-SVR was used. The kernel type is a radial basis 
function: exp( -gamma * |x1-x2|^2). 

For this experiment, we divided the elicitation paragraph 
into 9 sentences. Therefore 9 pronunciation structure matri-
ces were obtained, one for each sentence. From all of them, 
a set of 2,804 unit-to-unit distances were obtained for each 
speaker. Then, between any two speakers, 9 difference ma-
trices can be obtained, which also have 2,804 elements. 

For performance evaluation, the correlation between the 
IPA-based reference distances and the predicted distances 
was calculated. We divided all the speaker pairs into 2 sets 
based on the reference distances and performed a 2-fold 
cross-validation, where a set was used to train SVR and the 
other set was used for testing. The correlations found in both 
test sets were 0.808 and 0.812. The average correlation was 
0.810. Fig. 8 shows the prediction results of both sets simul-
taneously. It is clearly shown that our system outperforms�
by far the speaker-closed baseline system (corr. = 0.313) 
and the performance of our system can be said to be close to 
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Fig.8 Correlation of the predicted distances and the refer-

ence inter-speaker distances 
 
that of an imaginary perfect phoneme recognizer (corr. = 
0.882), although there still exists a certain performance gap. 
In Fig. 8, a large number of dots are found closer to the di-
agonal line, but not a small number of dots are found off the 
line. Currently, we’re investigating these data. We also con-
sider that our system can become more comparable to the 
perfect recognizer by tuning input features and regression 
methods. For features, we can use Multiple Stream Structur-
alization (MSS) [9] and, as discussed in [12], use of absolute 
features in addition to contrast (relational) features will also 
be effective to improve the performance. For regression, 
we’re interested in applying kNN-SVR [25] to our task. 
 

7. CONCLUSIONS 
 
With the ultimate aim of drawing the global map of World 
Englishes on an individual basis, this paper investigated 
invariant pronunciation structure and SVR to predict inter-
speaker pronunciation distances for new speaker pairs. The 
speech accent archive, containing data from worldwide ac-
cented English speech, was used as training and testing 
samples. Evaluation experiments showed very promising 
results. The correlation between the IPA-based reference 
inter-speaker distances and the predicted inter-speaker dis-
tances obtained using the proposed method was 0.810, 
which is absolutely higher than the correlation obtained by 
the baseline system using a phoneme recognizer. In future 
work, we are planning to make the proposed predictor more 
comparable to the perfect phoneme recognizer and collect a 
more data using smart phones and social network infrastruc-
ture such as crowdsourcing. Pedagogical application of the 
World and individual English map will also be considered in 
collaboration with language teachers. 
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