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Abstract— We consider an amplify & forward multihop net-
work with n single-antenna nodes in the source and destination g e — /N~
stage each, as well asz%), l e {1,...,L}, single-antenna relay
nodes in thel-th relay stage. The relay gain allocation scheme )
proposed in [1] decouples this network into parallel singleénput S, @
single-output (SISO) links betweenn source-destination pairs
under certain conditions on the network topology. Hence, al
degrees of freedom are achieved in a distributed fashion. We
extend this as follows: for i.i.d.CA(0, 1) fading coefficients and S,
SISO coding/decoding at source and destination nodes, werde
an upper-bound on the diversity-multiplexing tradeoff curve of
the network. Moreover, we devise a scheme that we conjectute
achieve the bound, if the network can be decoupled and, > 2.

Fig. 1. Network Graph.

I. INTRODUCTION

The understanding of fundamental performance limits @djacent hops. More specifically, these degrees of freedem a
wireless networks is one of the main foci of current wirelesgchieved for a certain class of network topologies throughra
research. An insightful and popular performance measureharent amplify & forward scheme. This scheme decouples the
this context are degrees of freedom. This measure is partietwork inton parallel single-input single-output (SISO) links
ularly meaningful in the regime of high signal-to-noiseigat between the source-destination (S-D) pairs. We conjethére
where it is the key indicator for spectral efficiency. subsequent conditions to be necessary (each) and sufficient

As a prominent example for results of this kind, it hagboth conditions together) for the feasibility of this depting
recently been shown in [2] that/2 degrees of freedom in a network withL relay stages anoi%) nodes in thel-th
are achievable in an-user interference network with single-relay stage [1]:
antenna terminals in sufficiently frequency selective areti

O] 2
variant environments. This insight has triggered a lot of Z”R 2n”—n+1L, @)
research activity in the field, and in the meanwhile signiftca ! o
progress in the characterization of the ergodic capaciguoh ng > mn, vie{l,...,L} (2)

ne_'i_v;]/orks Lg]’ [4] hz;s be_enldmahde. b | . If the conjecture of [5] on degrees of freedom inruser
e schemes that yield the above results require tfjge orence networks was true, our conjecture would imply

variance "?‘”d"’r frequency selectivity in general. In castir that multihop interference networks can exhibit more degre
our work is concerned with channels that are frequency flgf ¢ ..o yom than single-hop networks do

and constant over time. In this case, the best known UPPer5ince the capacity of slowly fading and frequency flat
pound on degrees of freedom ofuser mterference newVorkschannels is formally zero for most common fading distribu-
is n/2 as for time varying/frequency selective channels [5], e

the best of K led H h is th iact ons, outage capacity/probability becomes the mostisgik
€ best of our khowledge. HoWever, Inere IS the conjec L%Sn‘ormance measure in this case. In order to charactegize p
that degrees of freedom are limited to one [5].

E h Is th both with . formance at high signal-to-noise ratio, it is thereforecessl
or channels that are constant both with respect 1o tirgg, only to consider achievable degrees of freedom, but also

and freqluergtl:y, it is known tT)";‘_t smogl;le-anten?a]: rel(;;\y npdﬁéhievable diversity, which determines outage behavibigit
arel ghva ua ? means to eStlf‘ B;g) e(jgregs E reedom 'ndsignal-to-noise ratio. Accordingly, our contribution &akthe
multihop interference networks witinnodes in the source an prior work [1] as a starting point and broadens the focus to

destination stage each [1}see Fig. 1. Herel /p is the pre-log only studying degrees of freedom, but the full diversity
due to the use of multiple time or frequency slots required f?nultiplexing tradeoff (DMT) curve [7].

half-duplex relays or for orthogonalization of transmige in Specifically, our contributions are summarized as follows:

1For the time varying and/or frequency selective case degoédreedom ° U_nder the assumption of ""CCN(Ov 1) fadlng Coe_ﬁ"
of multiuser multihop networks have also been studied in [6] cients, we develop an upper-bound on the achievable



DMT curve. The bound is found through a specifiof source transmit signals through the linear map deterthine
isolation of each hop in the network. by the matrixD =H; G H; ---G1H;.

« We extend the network diagonalization scheme proposedThe receive signal of each relay and destination node is
in [1] by incorporating relay set selection and selectioassumed to be distorted by additive white Gaussian noise of
among relay gain allocations (from a specific finite setyariances?. We allocate a common transmit powBg /n to
We conjecture this scheme to achieve the upper-boualll source nodes, wherBs is the sum-transmit power aS.
on the DMT, if the network is both diagonalizable andRelay nodes within a stagR(") are subject to a sum-power
has more than two hops. This conjecture is supported bgnstraint} _, PRL” < Ppru each, wherePRg) denotes the

numerical evidence. transmit power of relayt'{,(f).
Notation: We use boldface lowercase and capital letters

to indicate vectors and matrices, respectively. Alike, vee u I1l. REPRISE OFBASIC CONCEPTS

the notation(a;;)i—1...m_j—1...n for anm x n matrix A. A A. Network Diagonalization

diagonal matrix with vectox on its diagonal is denoted by The concept of distributed network diagonalization asointr

diag(x). The probability/conditional probability of the eventduced in [1] is briefly reviewed. Here, the term “distributed

A is denoted byP[A] andP[A]], respectively. refers to the fact that cooperation among relay nodes in the

same relay stage is disabled (in the sense of exchanging

transmit symbols). The considered network is said to be
We consider a coherent multiuser amplify & forward muldiagonalized, if the effective multiple-input multiplesput

tihop network. The network consists of a source stdgean (MIMO) channel from source to destination nodes decouples

destination stag® and the relay stageR("), / € {1,...,L}. into n parallel SISO channels between the pdfis D,), i.e.

Relay stageR(Y) comprises the single-antenna relay nodés D is diagonal with nonzero entries on its diagonal. This

Rg), ked{l,..., n%)}. Then single-antenna nodes i and corresponds to fulfilling the following conditions:

D are matc_hed to S-D paif$;, D,), i € {1,...,n} that wish dp,s, = 0 for all (D;,S;) € D x & St.i # j, 3)

to communicate over the same physical channel and make use o3 )

of standard SISO codes. Signals are fed into the networklby al dp;s; # 0 foralli e {1,...,n}. (4)

source nodes simultaneously in evergh time slot, traverse We conjecture that (3) and (4) can be fulfilled simultanegusl

all L relay stages, and arrive at the destination nodes affrboth conditions (1) and (2) are fulfilled. This conjectur

L + 1 time slots. A sketch of the network graph is providegs proved for the special cases i)= 2 and (ii) L = 1, and

in Fig. 1. Channel coefficients between nodes are assumgfinerically confirmed for several topologies. Since théesys

to be quasi-static and i.i. N (0, 1), if nodes are located in of equations (3) is polynomial with respect to the unknown

adjacent stages, and zero otherfisé/e denote byhr; the relay gain coefficients, there are, in general, multipleisohs

complex multiplicative fading coefficient that correspsnd to this system of equations even for the minimum feasible
the transmission from nodeto nodel, and bygr the complex number of relays.

II. NETWORK TOPOLOGY& SYSTEM MODEL

relay gain coefficient of relayR. We define theeffective  In the following we consider only networks that are diago-
multiplicative fading coefficientlp, s, as the superposition of nalizable and study such networks in terms of the achievable
all paths betwees; andD; in the network graph: DMT [7].
dp,s, = Z hR(kl)Sj hRf)Ri” "'hDiR;“gR(k“ R B. Diversity-Multiplexing Tradeoff
'O mE) 2 Lo v The definition of the DMT according to [7] tailored to our
cRM . xR network is as follows. We assume that each S-D pair makes

use of the same set of SISO codes. For a specific value of

For notational convenience we define the following matriceﬁqe average receive signal-to-noise rNR (averaged over

D = (dp;8;) i1 pict. channel realizations and S-D pairs) each source node choose
T the same SISO code in a way such that the code Rads a
G, = diag ((ng) m) , function of SNR fulfills
k /Jk=1,..., nR R
. AT
h if =1 i GeSNR 0
R(Vs, =1 Gt m =1 SNR—oo logSNR  n
H — (h R ) fo<i< The quantity- is referred to as multiplexing gain. The diversity
L= RIORIY ) n®j=1,..,n¢" — — 77 achieved by the code set at multiplexing gaiis given by
h ) if l=L+1. n g
( DiR;L) i ...,n,j:l,...,ng‘) ~ lim IOgP I:UZZIE’L ‘ R,SNR] A d(T),

] ) ] ] ] SNR— oo log SNR
W'th. this notation, the vector_of r(_ecelveq signals at th&de\?VhereEi denotes the event of a maximum likelihood decoding
tination antennas (without noise) is obtained from the aect

error at destination nod®,;. We refer tod(r) as DMT

2The minimump that does not cause interference between signals that &H"V€- The quantitySNR 'i taken to '_nfm'ty b_y _a_ssumlng
injected into the network in different time slots is thusegivby3 for L > 2. Ps = Py = ... = Pru) = P and takingP to infinity.



IV. UPPERBOUND ONDMT CURVE a)

We developl.+1 upper-bounds;(r), 1 € {1,...,L+1},0n
the achievable DMT curvé(r). Each bound(r) is obtained
through a specific isolation of theth hop in the network.
Eventually, we combine all these bounds into the bound

d(r) < mlin di(r) & d(r).

To obtain thed; (1), we apply the following relaxations, which
for each value of the multiplexing gaincan only increase the
DMT curve of the networkd(r):

« We neglect all noise in the network except for that
introduced in the respective receive stage of lhppe.
in RO if I <L,and inDif I =L +1.
« If I > 1, we replace the subnetwork from source st&ge
to relay stageR(~1) by an arbitrary linear map defined
by the matrixG,El_l) e € xn that fulfills the sum- )
power constraint orR(=1) . Likewise, if | < L, we
replace the subnetwork from relay stag&? to the
destination stagé® by an arbitrary linear map defined
by the matrixGSl) € CrrnR
The second relaxation yields an upper-bound on the DMT,
since we allow for an arbitrary linear processing on the
transmit and/or receive side of the hOp. That is, nen@éér; Fig. 2. Receive (a), joint transmit/receive (b), transnajt lfeamforming.
needs to follow the structur#l; 1 Gy ---H2G; nor G,
needs to follow the structur&;H;--- G;H;. Note that in
the physical network only the diagonal elements of (Be DMT curve of this channel is achieved by diagonalization via
can be varied in order to control the multiuser interference singular value decomposition and equalization of the digna
For the evaluation of the resulting upper-bounds, it tummis oto-noise ratios through power loading. It is given by (proof
that three cases have to be distinguished. These afe=(i), omitted due to space constraints)
(i) I=L+1and (ii2<1<L. - B et
Case [ = 1: This case corresponds to the bound obtained;(r) = (n%) —n-+ 1) . (n% D_n4t 1) . (1 — p—) .
through the isolation of the hop betweéhand R(). The "

subnetwork fromR(1) to D is replaced by an arbitrary linear 3% | = L + 1: This case corresponds to the bound
P o) y obtained through the isolation of the hop betw&etf) and

map defined by the matriG\) € Cn*n’ . Thus, a single- (L) : .
hop network is obtained that corresponds to a MIMO multiplg' The subnetwork fron% to R (Ii replaced by an arbitrary

. . ) n(L)Xn .
access scenario with a linear receive structure. A sketthi®f linear map defined by the matri%, ™ € C"'= that fulfills

network is depicted in Fig. 2a. The DMT curve of this networwe power cc_)nstramt. oR (™). Thus, the actual network is
is derived in [8]. It is achieved through receive zero-forci transformed into a smglt_a—ho_p netv_vork that cor_responds o a
and given in terms of the functiom™ 2 max(0, z) by (taking MIMQ broadcast scenario Wlth a linear transmitter whase
again into account the pre-log/p) spatlal streams are con;tra|_ned to sum-polReA sketch of
this network is depicted in Fig. 2c. We can argue based on the
dy(r) = (n%) a4 1) _ (1 _ M)’L . uplink-downlink duality [9] that the sets of achievable rear
n to-interference-plus-noise ratios coincide with thosetloé
Case 2 < [ < L: This case corresponds to the singleMIMO multiple access scenario from the previous case, when
hop channels between any two adjacent relay st&fés!) the per node power constraints of the source nodes are delaxe
and R". The subnetwork fromS to R~V is replaced by to a sum-power constraint. Accordingly, we can consider an
a linear map determined by the matr@ff’l) € Crr xn equivalent multiple-access problem and (analogously ® th
that fulfills the power constraint oiR(~1). Likewise, the derivation ofd;) infer from [8F that the corresponding DMT
subnetwork fromR® to D is replaced by a linear mapcurve is achieved through transmit zero-forcing and given b
determined by the matriG.\" e Crxng Thus, a single-hop - L) per\T
channel is obtained that corresponds to a point-to-poin®| dp1(r) = (”R —n+ 1) ' (1 - T) :
link with joint linear transmit and receive beamforming. A
sketch of this channel is depicted in Fig. 2b. To obtain a3ln [8] it is considered to allocate equal trans_mit power t«theaaf_the
. . n_spatial streams due to the absence of transmit channel isfatenation.
suitable upper-bound on the DMT curve, we must insist

- ' qlﬂ)wever, it can be shown that relaxing these per node powast@nts to
n spatial streams supporting a ratgn log SNR each. The a sum-power constraint does not affect the achievable DMT.




V. ACHIEVABILITY: TWO APPROACHES

Algorithm 1 Relay Set Selection

Assuming that the obtained upper-bound on the DMT curve
is achievable appears to be overly optimistic at first glambe
derivation not only ignores most of the noise in the network,
it also assumes full cooperation among relay nodes within
the same stage. Nevertheless, we are confident of this bein

feasible, if both of the following conditions are fulfilled: n

mlan

for 1=2,...,L do

(1) (L)

—-n+1,mppaa=ng’ —n+1

m; = (n%) —n—i—l)(ng) —n+1)

end for

a7 = min; my
(L+1) &

« the network is diagonalizable, i.e. (1) and (2) are fulfi/led SﬁRth =0

« the network extends over at least three hops,/i.&: 2.

kl)=0V1e{l,...,L}

Subsequently, we distinguish three different cases. We confor : =1 to M do

jecture that the upper-bound can be achieved in the first two
cases and devise corresponding schemes.

1) Case L > n: In this casen relay nodes in each stage
suffice for diagonalizing the network according to (1) any (2

for i=1,3,5,...do

k(D) ((i —1) mod () —n + 1)) +1
end for
for 1 =2,4,6,... do

We devise a relay set selection algorithm that te&ty (an k(1) = [/ min(n(l—l) 1Y 1)]
integer that corresponds to the diversity order for coristade end for R TR
rates) different relay sets. Each relay stage contributastly R { {R(l) RM }
n out of its n%) relays to each test set. In every test cycle tmp k() k() 4n—1 f 0
we obtain a network diagonalizing gain allocation by fixing {Rf()z), . .Rf()g)%_l} ey
G; x I, in each of the stageR("),..., R(E=") such that R(@) R(®) }}
the per stage sum-power constraints are fulfilled and usiag t . (L) k(L) +n—1
gain coefficients of the: relay nodes in each of the stages comp ute gain coefficients fofRimp
RE—n+D) R to solve the resulting system (3). We for j =1ton do _ _
randomly pick a single out of the finitely many solutions (tha SNR; = signal-to-noise ratio &b;
fulfill the power constraint) as potential relay gain allboa gnd .for
and test it with respect to the signal-to-noise ratio of the I i SNR; = SNRy, then
weakest S-D pair. Eventually, the best among the testegi rela 21 eh = min SNR;
sets is scheduled for data transmission. The assemblirfgeof t R_: Reimp
test sets is designed according to the following criterion. end if
Design Criterion: In test cyclem, the corresponding relay end for
test set must fulfill the following property for each of the return R
S-D pairs: there exists a path between source and destinatio
node whosel + 1 fading coefficientsh; form a set that is €000 €000
disjoint to the set of fading coefficients involved in any bét a) @00 [ I Jole}
prior test cyclesn’ < m. ° 4 oceeo 16 oceeo 4
We propose a relay set selection algorithm that fulfills coee 0oee
this criterion (proof omitted due to space constraints)isit
formulated in pseudo-code in Algorithm 1. A corresponding Co0e ooce
illustration is provided in Fig. 3. We distinguish relay gts
with odd and even indek For the stages with odd indices the b) ®000 ®000
algorithm uses the initial test seR!” ..., R{"} in cycle one. 0000 eeee . P00 o
In the following, we remove the relay with smallest indexfro ° 4 ceeo 4 000 4 ceeo 4
the current test set and add the relay whose index is the next 000® 000@®
larger compared to the largest index in the current set, taiob 000e 000e
the next test set each. The algorithm keeps on proceeding thi
way until it either arrives in test cyc[é(o) or reaches the set 0000 0000
{Rn%)fnﬂ, .. ,R:()l)}. If test cycled(0) is not yet reached C) 0000 0000 00 0000
at this point, the a@orithm starts over with the first tegt se ® 4 ceeo g 4 g ceeo 4
Also for the stages with even indices the initial test ¢ 0060  eoceo °
set is given by{Rgl),...,Rgf)}. However, this test set is coee oocee ceoce coee
000® 000®

kept in the next test cycle, unless a test set in an adjacent

stage (?ither a relay Stag? Wi.th O.dd index or the deStinatip_B. 3. Relay set selection algorithm applied to differempdiogies with
stage) is starting over with its first test set. Thereby, th&0) =4:2x5x5x2(@),2x5x2x5x2(b),2x5x3x3x5x2(c).
destination stage is treated like a relay stage that staes oSelected relays: black (cycle 1), red (cycle 2), blue (c®legreen (cycle 4).

in every test cycle. The algorithm introduces the notatio%oundel(O) are indicated in grey.



ni+D)

stage in this context. Relay stages with even indices upd
their test set according to the same procedure as sta
with even index. Since for relay stages with even indice
- . (1—1) I+1) @
d(0)/min{ng ' —n+1,ng ' —n+1} <ng —n+1,

the algorithm changes the test sé,? —n + 1 times at most
in these stages. Thus, they never start over with the first si

We have applied the algorithm to several topologies wit
n =2 andL € {2,3,4} and numerically evaluated the cor-
responding diversity performance at multiplexing gais- 0.
We observed that the upper-bouif(@) appears to be achieved
in all examined cases. Due to space constraints we restrict
to providing outage performance graphs for a network wit
configuration2 x ng X 2 X ng X 2, ng € {2,3,4,5}. The
upper-bound on diversity at= 0 is given byd(0) = ng — 1.
For "R = 5. the teSt.ed relay sgts are depicted in Fig. 3a. IFr|]g 4. Outage probability versus SNR for various four-h@works. The
the simulation we fixR = 1 bit/channel uses( = 0). The code ?ate is fixed ta? = 1 bit/channel use which correspondsite= 0'.
outage probability versuSNR curves are shown in Fig. 4.

The asymptotic slope of the curves in log-log scale appears t
tend to1 — ng, which corresponds to the bound. cannot comprise more thazﬁ) —n(n—1) test sets. Moreover,

) Case 1 < L < n: In the previous case we havethe network diagonalizing gain allocation in a minimum-

assumed that the network extends owet 1 hops at least. config_uration s ur_lique, since _the system (3). is linear. Thus
This was the key for the identification @f0) relay sets that se(zll)ecuon among different so!utlpns 1S UOt fea5|b!e. Th@helr
fulfill the design criterion. IfL. < n, a relay set selection "r — (n — 1) < d(0) coincides with the dimension of
algorithm with d(0) different test sets that fulfills the designthe _subspace of network d|agon§1I|zmg gain vectors, and we
criterion does not exist (proof omitted). We thereforeantice conjecture that the upper-bound is not achievable.

selection among network diagonalizing relay gain allawai

in minimum-configurations, which fulfill (1) with equalitys

= n for the number of nodes in the destinatior 10° -~
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VI. CONCLUSION

: ! ] This paper provides evidence that in terms of the DMT
a complement to relay set selection this scheme might diese h{) distributed single-antenna relay nodes in a stage achieve

persisting diversity gap. Multiple such relay gain allooas the performance of a relay node w'mlﬁ? collocated antennas
exist, whenever, > 2, i.e the system of equations (3) is.

. : ) in multiuser amplify & forward multihop networks. Proving
nonlinear. Generally, the number of solutions seems t@aws achievability of the provided upper-bound strikes us asipei
[i]p;jnl)(; ant(?teansitzgg;krglsrgSpcseloerllsegrfc())vrvs(ggl]ler:lejtrv?/giﬂsn;eta difficult task. The key challenge comes along with the
consider 2 x 4 x 4 x 3-network for instance. The DMT UIOper_(Eilependence of the relay gain coefficients on the channel stat
bound for this network evaluates tfr) < 2- (1 —p-r/n)* REFERENCES
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