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Abstract: A tutorial introduction is provided to the relatively new subject of hybrid systems. 
The modelling of hybrid systems is assuming ever greater importance for systems where the 
combination of continuous control and with logical decision making is required. This arises in 
some of the most critical operating regions where systems are under start-up, shutdown or are 
undergoing major planned changes. There is recognition that separate independent design of 
these functions will reduce achievable performance and cause unpredictable behaviour in 
some of the most safety critical areas of operation. The introduction provided is not exhaustive 
but it introduces some of the main concepts and motivates the use in applications of this 
relatively new area of control design. The theoretical results are illustrated using engineering 
examples. 
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1 Introduction 

Traditional control loop design has been concerned with 
feedback loops and either continuous or discrete-time 
control of the loop. Any switching that has been involved 
or reconfiguration has been treated as a separate issue, left 
to operators or even automatic decision making systems. 
In some systems the control in such operating regions is 
some of the most difficult and critical and yet an integrated 
approach has not been available. The feature that makes 
these problems different is the importance of the  
discrete events that occur and that may require major 
operational changes. Such events may of course occur at 
random times when say loading conditions require new 
sources of power or reconfiguration of a system. These 
changes are therefore event driven and a so-called hybrid 
control strategy is needed. 

No common definition for a hybrid system is available. 
A general definition suggests that a dynamical system 
should be considered a hybrid system if (and only if) it is 
impossible to treat the system either as a purely 
continuous-variable system or as a purely discrete-event 
system (Lunze, 2002). It is evident that hybrid  
dynamical systems have existed for a long time but  
in the past discrete events have mainly been treated 
separately from the control of the continuous dynamics  
of the system. 

Continuous systems theory often assumes that the 
system is described by continuous-time differential 
equations or discrete-time differential equations. On the 
other hand discrete event theory considers systems whose 
dynamics are characterised by the asynchronous 
occurrence of discrete events. These systems are   
described by a traditional Discrete Event Systems  
(DES) approach such as Automata, Petri nets and  
Markov chains. 

The main reason hybrid systems is becoming such an 
active area of research in automotive and aerospace 
systems is that advances are needed in systems with 
automated decision making/switching, if companies are to 
gain a competitive advantage. There are also cases where 

considering systems as purely continuous or as purely 
discrete is not sufficient to provide even adequate control. 
The interaction between event driven (discrete) and time 
driven (continuous) dynamics can result in very complex 
behaviour that requires methods in which both continuous 
and discrete systems theory are used simultaneously. 
Hybrid behaviour is of course exhibited in most technical 
systems that are composed of physical components with 
continuous dynamics, where the reaction to external events 
plays a major role. The hybrid aspects of a system can also 
arise from internal causes, like operating mode changes 
and failures. Hybrid features can be identified in many 
applications such as: 

• automotive (Borrelli et al., 2001; Möbus et al., 2003; 
Vasak et al., 2004) 

• power generation plant (Ferrari-Trecate et al.,  
2000, 2002) 

• aerospace (Pritchett et al., 2000) 

• manufacturing (Gallestey et al., 2003; Pepyne and 
Cassandras, 2000) 

• traffic control (Tomlin et al., 1998) 

• chemical process control (Lennartson et al., 1996). 

This paper is organised as follows. Sections 2 and 3 
provide an introduction to the dynamic behaviour and to 
existing modelling frameworks for hybrid system 
respectively. In Section 4 the most promising techniques 
for control of hybrid systems are described. Section 5 
illustrates the application of predictive control techniques 
to a case study. The tutorial includes a variety of 
approaches, but the coverage is only partial and  
does not address the problem of hybrid systems analysis. 
The main aim is to give an introduction to a field that  
has been the subject of extensive research over the  
past few years. For surveys on stability analysis the  
reader can refer to Decarlo et al. (2000) and Davrazos  
and Koussoulas (2001). 
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2 Hybrid systems behaviour 

Hybrid systems involve both continuous-valued and 
discrete-valued variables and their evolution is described 
by an equation of motion that generally depends on both. 
For example, consider the state trajectory of an 
autonomous first-order system shown in Figure 1  
(Lunze, 2002). 

Figure 1 State trajectory of a hybrid system 

 

Note that when the state reaches the threshold value xs its 
trajectory exhibits a jump. As the system state does not 
move continuously in a Lipschitz sense from one real value 
to another its dynamics cannot be described by the method 
of purely continuous theory. Conversely, discrete event 
theory provides a suitable method to represent the 
autonomous jump between the instants  and − +

k kt t  but not 

the behaviour of the system between the changes for t ≠ tk. 
A detailed description of hybrid phenomena can be 

found in Branicky et al. (1998) and Lunze (2002). 
Generally such systems can be characterised by a 
differential equation: 

( ) ( , , ), 0= ≥ξx t x u t t  (1) 

where the function ξ depends on the continuous state 
trajectory x(t), the continuous part of the control u(t) and 
the discrete phenomena. 

Four phenomena exhibiting hybrid features can be 
particularly highlighted: 

1 Autonomous switching: the state trajectory cannot be 
represented by a unique expression. The vector field 
ξ(⋅) is composed of different fields ξi(⋅) defined inside 
a region of validity h(⋅) and changes discontinuously  
if the state reaches a given bound. 

2 Autonomous impulses: the state of a system  
changes impulsively or jumps after it has reached  
a threshold xs. 

3 Controlled switching: this case is similar to 
autonomous switching, but here the changes in the 
vector ξ(⋅) is governed by the control input u with an 
associated cost. 

4 Controlled impulses: the state of the system may 
change impulsively or jump if the control input u with 
an associated cost reaches a given bound us. 

The modelling of hybrid phenomena is extremely 
challenging. The models proposed for this kind of system 
have to describe both the continuous and the discrete-time 

dynamics of the system. At the same time they have to be 
simple enough for the analysis and solution of synthesis 
problems. 

3 Hybrid system modelling 

3.1 Decomposition of hybrid systems 

The decomposition of hybrid systems involves the use of a 
discrete event model and a continuous model and a means 
of coupling them by suitable interfaces. These convert 
continuous-valued measurements into discrete event 
signals and vice versa (Antsaklis et al., 1993).  
This approach has been used widely in hierarchical 
systems and supervisory control systems (Branicky et al., 
1998; Lemmon et al., 1999; Stiver et al., 1996). A hybrid 
control system may have the structure depicted in Figure 2 
(Lunze, 2002). In this case the plant constitutes the 
physical part of the system whose behaviour is governed 
by the laws of physics or chemistry and can be 
approximated by differential equations modelled in 
continuous time. On the other hand, the controller is a 
discrete-event system driven by external state events.  
The state-space of the discrete part is a discrete set and the 
state trajectory is a piecewise constant function that 
switches from one value to another when an event occurs. 
A number of frameworks exist for describing DES, such as 
automata, Petri nets, finite state machine, semi-Markov 
process, max-plus-algebra and so on (Cassandras and 
Lafortune, 1999). Suitable interfaces called quantisers and 
injectors map the measurements of continuous variables 
from the plant into a set of discrete valued signals or 
symbols and vice versa. 

Figure 2 Decomposed hybrid system 

 

The complexity due to the interaction between the 
continuous and discrete aspects and the synchronisation of 
the two models requires adequate simulation and 
modelling toolboxes. An overview of the hybrid simulation 
and software packages supporting hybrid features is 
presented in Mosterman (1999). Some of the main 
packages include: 

• gPROMS is designed for process modelling, 
simulation and optimisation. It has discrete-event 
modelling facilities and can solve large sets of 
equations efficiently, partial differential equations  
and partially determinable systems (Van Beek and 
Rooda, 2000). 
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• Dymola, Omola and Smile are object-oriented 
modelling languages, in which the structure of the 
system is represented in the hierarchical formulation 
of the model. Submodels can be connected in  
different ways that express the physical nature of  
the connections (Elmqvist et al., 1993). 

• Modelica is a language for physical modelling that 
aims to unify several different languages, building on 
non-causal modelling with true ordinary differential 
and algebraic equations and using object-oriented 
constructs to facilitate reuse of modelling knowledge 
(Elmqvist and Mattsson, 1997). 

• χ is a hybrid specification language developed for 
modelling and simulation of discrete-event, 
continuous-time and hybrid systems, especially for 
manufacturing plant. The simulation of a hybrid 
model consists of a sequence of continuous phases 
that alter with discrete phases at certain time points 
(Van Beek and Rooda, 2000). 

• Simulink/Stateflow (1999) is block diagram-based  
for modelling and simulating event-driven systems.  
It provides a valid solution for designing embedded 
systems that contain supervisory logic, combining 
graphical modelling and animated simulation 
(www.mathworks.com). Stateflow is a tool integrated 
into the Matlab environment that uses a variant of the 
conventional finite state machine notation and state 
diagram, called a State charts approach (Harel, 1997; 
Pascal and Sahbani, 2000). 

A simulation can involve a detailed model and description 
of the plant. However, the analysis of large hybrid systems, 
by means of simulation tools, involves problems and limits 
due to the computational complexity and the dependency 
on the model parameters. 

3.2 Representation of hybrid systems by  
extended discrete event models 

The extended discrete event models technique is based on 
formal graph theoretic models well known in the computer 
science community, such as finite state machines and Petri 
nets. This approach consists of extending classic DES 
theories by continuous variables, whose behaviour is 
governed by differential equations connected to discrete 
states (Kowalewski, 2002). The resulting frameworks used 
in this area are hybrid automata and Hybrid Dynamical 
Nets (Hummel and Fengler, 2001; Svadova, 2001). 

3.2.1 Hybrid automata 

A hybrid automata model integrates discrete finite 
automata with time-dependent continuous variables. It can 
be represented as a tuple: (N, X, init, inv, flow, jump, Σ, 
event), where (Henzinger, 1996): 

• N is a finite directed graph (V, E) that denotes all 
possible states that a discrete-event system can 
occupy. Here, V is a set of vertices called control 
modes and E ⊂ V × V is a set of directed arcs  
between vertices called control switches. 

• X is a finite set {x1,…, xn} of continuous-valued 
variables called timers, that represent the continuous 
dynamics of the hybrid system. 

• Init, inv and flow are three labelling functions that 
assign each vertex v ∈ V three predicates. Init(v) 
determines an initial condition in P n for the time  
and the continuous states. Inv(v) formulates  
conditions which have to be true while the system 
remains in a discrete state and when an invariant 
evaluates to false, the discrete state must be left or 
must not be entered, respectively. Flow(v) are 
differential equations assigned to each discrete  
state that describe the evolution of continuous states  
of the system. 

• Jump(e) is a labelling function that assigns to each 
edge e ∈ E a predicate formed from guard atomic 
event, that is, equations of the form [ ]′ ′

i ja x Rb x  or 

[ ]′ ia x Rc , where a and b are real vectors and c is a 

constant. These equations mean that the product a′xi 
stands in relation R (< or >) with b′xi or c. 

• Σ is a finite set of events and event is an edge 
labelling function that assigns to each edge an event 
event: E → Σ. 

Thermostat example: a simple example for hybrid 
automaton is shown in Figure 3 (Henzinger, 1996). This 
automaton provides a rough model for a thermostat.  
The continuous variable x represents the temperature and it 
is controlled by the heater that can assume two discrete 
states. In control mode Off, the heater is off, and the 
temperature falls according to the flow condition 

0.1 .x x= −  In control mode On, the heater is on, and the 
temperature rises according to the flow condition: 

5 0.1 .x x= −  As an initial condition the heater is assumed 
off and the temperature is 20°. When the temperature falls 
below 19°, the heater may go on, according to the jump 
condition x < 19. According to the invariant condition  
x ≥ 18, the heater must go on when the temperature falls  
to 18°. 

Figure 3 Thermostat automaton 

 

In the literature of hybrid systems there are different 
classes of hybrid automata, depending on the type of 
continuous dynamics of the system. Among them we can 
distinguish: 

• Timed automata: in a timed automaton the dynamics 
of the continuous variable x increases with a rate  
of one. In other words, the flow conditions satisfy  
the differential equation. 
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• Rectangular automata: in this case the flow  
conditions are specified by an interval, and therefore 
the dynamics of each continuous variable x varies 
according to the non-deterministic differential 
equation [ , ]∈x a b . 

• Linear automata: in this case the derivatives of the 
continuous variables satisfy linear relationships. 

• Input/output automata: in this case the concept of 
hybrid automata is refined introducing input and 
output variables and input and output actions (Lynch 
et al., 2003). 

Hybrid automata have been used mainly for the analysis 
and verification of hybrid systems. Algorithmic 
verification is a procedure that aims to check whether the 
hybrid systems satisfied the desired specifications. This is 
achieved using a computer algorithm that receives an input 
to the model of the system and has the desired 
specifications, and then verifies by means of search 
techniques if the behaviour of the system model in all 
possible circumstances satisfies the requirements 
(Kowalewski, 2002). The analysis could be addressed to 
safety specifications, in order to check if the system is able 
to avoid undesirable regions and satisfy reachability issues. 
This aims to verify if a desired state is reachable from a 
given state. The algorithmic approach for the analysis of 
hybrid systems involves computational issues and it is only 
possible for classes for which the search procedure 
terminates in a finite number of steps. It can be 
demonstrated that verification problems are feasible for 
restricted classes of hybrid systems (Henzinger et al., 
1995). For the other classes the problem is not totally 
solved. 

In order to show that the analysis problem is solvable 
for a class of hybrid systems, abstraction techniques could 
be applied mapping the original system into an hybrid 
automaton, in which both the quantitative measurement 
and the qualitative information related to the dynamics of 
the system are preserved. 

3.2.2 Hybrid dynamical nets 

The main idea of the Hybrid Dynamical Nets approach 
consists of modelling the discrete and the continuous 
behaviour of the hybrid system combining discrete Petri 
Net with continuous Petri Net (Drath, 2002; Drath et al., 
1999). The Petri Net is a mathematical and graphical 
modelling tool constituted by a bipartite oriented graph. 
Place P and transition T represents the nodes of the graph 
connected by arcs. There are directed arcs from the input 
places (preconditions) of a transition to the transition, and 
directed arcs from the transition to its output places  
(post-conditions). A place can be connected with several 
input/output transitions and a transition can be connected 
with several input/output places. The marking M of a  
Petri Net denotes the current state of the network places, 
and is governed by a marking function m(Pi) that assigns  
a positive integer number of tokens to each place  
of the net. Moreover, a function W: F → R+ assigns  
each arc of the network a weight w. 

A transition is enabled if all its input places contain at 
least as many tokens as is the weight of arc from the place 
to the transition. An enabled transition may be fired. 
During firing the transition removes wi tokens (where wi is 
the weight of the arc whose endpoint is the transition) 
from its starting (input) place and adds wj tokens (where wj 
is the weight of the arc starting at the transition) to its 
ending (output) place. 

The classical Petri Net approach is suitable  
for a variety of systems including concurrent,  
distributed, asynchronous, parallel, deterministic and  
non-deterministic, but not for continuous systems.  
This type of system could be described by the continuous 
Petri Net approach, in which the marking of a place is a 
real positive number. A firing of a transition is carried out 
like a continuous flow (Svadova, 2001). In a continuous 
Petri Net a transition Tj is always active and the 
instantaneous firing speed function v = f(u, y) at time t 
indicates the quantity of marks transferred from input 
place to output place of transition Tj per unit of time. In the 
field of hybrid systems, the continuous net with constant 
speed (CCPN) is usually used in modelling hybrid Petri 
nets. In CCPN the marking M is a real positive number, 
whose value is function of the time. The maximum firing 
speed Vj associated with transition Tj is constant and 
marking independent, whereas the instantaneous firing 
speed vj(t) at time t indicates the quantity of marks 
transferred from input place to output place of transition  
Tj per unit of time. 

A continuous system represented by means of 
continuous Petri Net is showed in Figure 4 (Drath, 2002). 

Figure 4 Continuous Petri net system 

 

Hybrid systems can be modelled combining the discrete 
and continuous PN described above, by means of discrete 
or continuous transitions. The result is a Hybrid Dynamic 
Net, in which the discrete and continuous elements in 
Figure 5 are simultaneously adopted (Drath, 2002). 

The firing rules for these transitions in Hybrid 
Dynamic Nets are the following (Svadova, 2001): 

• a discrete transition is enabled if each input place has 
Mn(Pi, Tj) ≥ Pre(Pi, Tj) 

• a continuous transition is enabled if for each input 
discrete place Pi M

n(Pi, Tj) ≥ Pre(Pi, Tj) and  
M n(Pi, Tj) > 0. 

Three main interactions between continuous and discrete 
subsystems are defined (Drath, 2002). 
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Discrete control of continuous processes: discrete 
control places govern the firing of continuous transitions 
according to the rules above. In the example in Figure 6 
the transition T is enabled only if P3 is marked. 

Figure 5 Modelling element in Hybrid Dynamical Nets 

 

Figure 6 Discrete control of continuous processes 

 

Generation of step functions: the firing of discrete 
transitions generates an immediate change in continuous 
valued variables, as shown in Figure 7 when T2 fires, the 
value of u changes instantly to u + c. 

Figure 7 Generation of step functions 

 

Event generation from continuous state variables: in this 
case continuous state variables govern the firing of discrete 
transition in two alternative ways illustrated in Figure 8. 
Transition T1 is activated if x1 > c1 and T2 is activated if x2 < 
c2. The last condition is graphically denoted by an inhibitor 
arc that connects place P2 with transition T2. 

Figure 8 Event generation from continuous state variables 

 

The Hybrid Dynamical Nets is a powerful method of 
formulating hybrid system problems that allows 
integrating continuous and discrete dynamics. However, 
the complexity of hybrid system can result in highly 
complicated structures difficult to manage using this 
paradigm. 

3.3 Representation of hybrid systems by extended 
continuous models 

This approach represents an extension of continuous 
models based on differential equation systems to  
include discrete variables that give discontinuous 
behaviour. The resulting modelling form for a discrete 
time hybrid system is the following (Bemporad  
et al., 2002b): 

( 1) ( ( ), ( ), ( ))

( ) ( ( ), ( ), ( ))

0 ( ( ), ( ), ( ))

+ =
=

≤

x k f x k u k w k

y k g x k u k w k

h x k u k w k

 (2) 

where u(k) ∈ Rm, x(k) ∈ Rn and y(k) ∈ Rl denote the input, 
the state and the output and w(k) ∈ Rr is a vector of 
auxiliary variables. The form of the functions f: Rn × Rm × 
Rr → Rn, g: Rn × Rm × Rr → Rl, h: Rn × Rm × Rr → Rq 
determines different classes of hybrid systems such as 
Piecewise Affine (PWA) systems, Mixed Logical 
Dynamical (MLD) systems and Linear Complementary 
(LC) systems. The following systems are assumed subsets 
of the general class of hybrid systems represented by 
Equation (2). 

3.3.1 Piecewise affine systems 

PWA systems are a class of hybrid systems characterised 
by a straightforward structure defined as a set of  
affine dynamics. This structure is obtained by dividing  
the state space into polyhedral regions, each of them  
linked to a linear state-update equation (Morari  
et al., 2003). 

( 1) ( ) ( )

( ) ( ) ( )

( )
if : 1, ,

( )

+ = + +

= + +

⎧ ⎫⎡ ⎤ ⎡ ⎤
∈Ω + ≤ = …⎨ ⎬⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦⎩ ⎭

i i i

i i i

i

x k A x k B u k f

y k C x k D u k g

x k x
H x J u K i si i iu k u

 (3) 

where {0,1}∈ ×c ln nx R , ,{0,1}c lm mu R∈ ×  Ωi is a 
polyhedral partition of the sets of the state plus input space 
Ω ⊂ Rn+m, n = nc + nl, m = mc + ml. 

This model is suitable to describe a large number of 
physical processes like discrete-time linear systems with 
static piecewise-linearities, discrete-time linear systems 
with logic states and inputs or switching systems.  
A drawback of the PWA formulation is in the fact that 
PWA systems are a particular class of non-linear systems, 
therefore linear control theory can not be applied directly 
to design the controllers (Morari et al., 2003). For this 
reason in Bemporad and Morari (1999) a MLD framework 
is presented. 
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3.3.2 Mixed logical dynamical systems 

MLD systems are described by linear dynamic equations 
subject to inequalities involving continuous and binary 
variables. The key idea consists of describing the evolution 
of continuous variables through linear dynamic equations 
and discrete variables through propositional logic 
statements. The Boolean variables characterising the logic 
part are transformed into 0–1 integers and embedded in the 
state equations by expressing them as mixed-integer linear 
inequalities. The general MLD form is the following 
(Bemporad and Morari, 1999): 

2

1 2 3

1 3

1 2 3 4 5

( 1) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

+ = + + +

= + + +

+ + + ≤

δ
δ

δ

x k Ax k B u k B k B z k

y k Cx k D u k D k D z k

E x t E u t E k E z k E

 (4) 

where x = [xc xl] is the state of the system, whose 

component ∈ cn
cx R  represents the continuous part of the 

state and {0,1}∈ ln
lx  represents the logical or discrete part 

of the state, n = nc + nl, y = [yc yl] is the output vector with 

{0,1}∈ ll
ly , l = [lc ll], u = [uc ul] is the input signal with 

∈ cm
cu R , {0,1}∈ lm

lu , m = mc + ml, {0,1}∈δ lr  is the binary 

variable that represents auxiliary logic and ∈ crz R  is a 
continuous variable given by: 

( ) ( ) ( )= δz k k x k  (5) 

Finite state machines, piecewise linear systems, systems 
with mixed discrete/continuous inputs and state are 
examples of systems that could be described by mean of 
MLD formalism. 

3.3.3 Linear complementarity systems 

The dynamic behaviour of a LC system evolves in  
time following a sequence of continuous phases and 
discrete events which cause a jump in the state vector. It is 
possible to find analogies between the inequalities that 
appear in the LC problem of mathematical programming 
and the inequalities that regulates the incidence of the 
events in LC systems. Formally, a LC system is governed 
by the equations (Bemporad et al., 2002b): 

1 2

1 2

1 2 3 4

( 1) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

0 ( ) ( ) 0

+ = + +

= + +

= + + +

≤ ⊥ ≥

x k Ax k B u k B w k

y k Cx k D u k D w k

v k E x t E u t E w k E

v k w k

 (6) 

where v(k), w(k) ∈Rs are called complementary variables 
and ⊥ signifies the orthogonality of v(k) and w(k). 

The study of complementary systems can be motivated 
by a whole range of interesting applications, such as 
electrical networks with (ideal) diodes, piecewise linear 
systems switching control systems, variable structure 
systems, hydraulic processes with one-way valves and so 
on (Heemels et al., 2000). A more general 
complementarity modelling framework that uses methods 
from LC problem is described in Van der Schaft and 
Schumacher (1998). 

It has been demonstrated previously that PWA systems, 
LC systems and MLD systems are an equivalent 
representation for different hybrid systems (Heemels  
et al., 2001). In theory, their simple structure can be 
exploited to extend the analysis and control design 
methodologies developed for linear systems to hybrid 
systems. 

4 Control strategies for hybrid systems 

4.1 Switching control 

In control theory, the idea of switching between several 
distinct modes depending on the range of operation has 
been applied for many years. For example, in non-linear 
control it is common practice to approximate the  
non-linear dynamics with a set of linear models defined for 
various operating regimes and switch among these models. 
Switching control schemes are also common basis for 
different control strategies such as gain scheduling, 
adaptive control, sliding mode control and fuzzy control. 
As mentioned before, switched systems are a class of 
hybrid systems that can be described by a family of time 
driven (continuous time or discrete time) subsystems and a 
transition system that is either time-based or event-driven. 
The transition mechanism is usually represented by a set of 
logic expressions or a DES described with finite automata 
or Petri nets formalism. 

Switched systems that appear in practical applications, 
especially in an adaptive system, are continuous plants 
controlled by switching among a family of controllers. 
Figure 9 shows a graphical representation of this 
multicontroller architecture. For each model a controller 
satisfying the performance requirements is designed.  
At each sampling time only one of the controllers is 
chosen based on the switching norm and its output is used 
to drive the plant. 

Figure 9 Switching control architecture 

 

The relevance of switching systems arises not only from 
the fact that they represent a suitable modelling formalism 
for many complex systems but also because theoretical 
properties (e.g. existence of a solution, stability, 
observability, controllability) have been widely explored 
(Branicky, 1998; Ezzine and Haddad, 1989; Hou et al., 
1996; Peleties and DeCarlo, 1991; Wicks et al., 1994). 
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4.2 Optimal control 

Optimal control for hybrid systems is closely related to 
optimal control of continuous or discrete time systems. 
The purpose of optimal control is to synthesise a control 
law with certain properties. These properties are specified 
in an optimisation criterion or a cost function. For hybrid 
systems, the cost function in general involves an integral 
cost accumulated along continuous evolution and 
switching costs associated with discrete transitions.  
The cost function can be used to penalise various 
quantities such as energy consumption, deviation from a 
desired set point, areas of the state space that are not 
considered safe. The switching costs can prevent the 
system from taking Zeno execution1 since infinite mode 
changes in infinite time would mean infinite cost. Once a 
cost function for the problem is specified, the control 
synthesis is transformed to an optimisation problem.  
In this way, it would be possible to formally state once and 
for all what good control for a certain process is, and then 
apply suitable mathematical tools to find the controller that 
best meets the specifications. However, one problem is that 
it is often difficult to find a good cost function a priori. 
Therefore it is common practice to choose a cost function, 
compute the controller, run experiments, evaluate the 
results, go back to the first step and adjusting the cost 
function. Thus, the design procedure has to be iterative. 
Another potential obstacle is the resulting mathematical 
problem. It often involves non-convex optimisation of a 
non-linear function subject to dynamic constraints.  
This obstacle may be particularly visible in optimal control 
of hybrid systems where the constraints of combined  
time-driven and event-driven dynamics in general are very 
complex. In practical systems, it is often desirable to 
reduce complexity by optimising a selection of 
subcomponents of the process to make the overall result 
‘almost optimal’. It is suggested to use the suboptimal 
solutions for the actual implementation (Johansen et al., 
2000). A different approach to compute upper and lower 
bounds on the optimal cost is presented in Hedlund and 
Rantzer (1999). The optimal control problem for a finite 
set of switching surfaces has been investigated in 
Sussmann (1999), Xu and Antsaklis (2002) and Shaikh and 
Caines (2002). Homogeneous regions in the state space 
that control the switching for a time optimisation problem 
is presented in Giua et al. (2001). The problem of optimal 
design of switching surfaces has been addressed in Seatzu 
et al. (2006). Below various methods for optimal control of 
hybrid systems are presented. 

4.2.1 Maximum principle 

The maximum principle was formulated for continuous 
systems in 1962 (Pontryagin et al., 1962). Given an initial 
state, it is used to find an optimal trajectory by calculus of 
variation. The maximum principle gives similar necessary 
constraints on a trajectory to minimise a cost function in a 
dynamical system. Each trajectory that satisfies the 
constraints of the maximum principle is a candidate for 
optimal trajectory. The candidates can sometimes be found 
analytically, but often have to be computed by numerical 
methods, while the optimal one have to be selected by 

other means. As an important method for optimal control 
of continuous systems, there have been recent efforts to 
extend the maximal principle to hybrid systems 
(Sussmann, 1999). However, the local optimisation of the 
maximum principle relies on comparisons between 
neighbouring trajectories. The maximum principle can still 
be used on continuous evolution of trajectory between 
switches. 

4.2.2 Dynamic programming 

The term dynamic programming was introduced by 
Bellman (1957). The basic idea is the principle of 
optimality that is, in any state along an optimal trajectory, 
the remaining part must constitute an optimal trajectory 
when that state is considered as an initial state. The value 
function or the cost-to-go function is central in dynamic 
programming. It is a function that maps every state onto 
the cost for a trajectory starting in that state. The principle 
of optimality can be translated to mathematics in terms of 
constraints on the optimal value function and the 
corresponding control signal. The constraint equation, 
named Hamilton-Jacobi-Bellman (HJB) equation, is a 
partial differential equation for continuous system case and 
a differential equation for the discrete systems case. One of 
the difficulties in applying the HJB equation for systems 
with continuous dynamics is that the value functions of 
many optimal control problems are not differentiable.  
The HJB equation still makes sense, however, if  
non-classical interpretation of solutions to differential 
equations are used, such as viscosity solutions (Bardi and  
Capuzzo-Dolceta, 1997; Bensoussan and Menaldi, 1997) 
Versions of HJB equation for optimal control of hybrid 
systems have been formulated in Bensoussan and Menaldi 
(1997) and Branicky and Mitter (1995). 

4.2.3 Model predictive control 

Model Predictive Control (MPC) is an advanced 
optimisation control technique widely applied in many 
sectors of the process industries (Linkens and Mahafouf, 
1994; Qin and Badgwell, 1997; Richalet, 1993; Wen et al., 
1997) that has recently been employed for hybrid systems 
control. Predictive Control methods are characterised by 
the explicit use of a model to predict the process output 
over a future prediction horizon, the minimisation of a cost 
function in order to calculate an optimal control sequence 
and the adoption of a receding horizon strategy, which 
means that only the first element of the computed control 
sequence is applied to the plant. At the next time step a 
new sequence is computed to replace the previous one. 
The minimisation problem can be solved either with 
Mixed Integer Quadratic Programming (MIQP) techniques 
if p = 2 or as a Mixed Integer Linear Program (MILP) if  
p = 1 or ∞ (Bemporad et al., 2002a). The Predictive 
Control formulation can also explicitly handle constraints, 
processes with dead times and delays and multivariable 
interactions. 

The predictive control paradigm provides the 
maximum output from a given plant and takes into account 
various constraint violations, minimising costs and 
maximising the efficiency of operations. Nevertheless, 
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MPC involves solving an optimisation problem online at 
each sampling interval and for this reason it is not suitable 
for fast and complex systems. It is clear that an efficient 
implementation of online optimisation tools depends on a 
quick and repetitive online computation of the optimal 
control actions (Pistikopoulos et al., 2002). 

In order to avoid the online optimisation, a 
multiparametric programming approach can be used to 
obtain the optimal state-feedback control law u(x(k)) as an 
explicit function of the state variables x(k) and therefore 
online optimisation breaks down to simple function 
evaluations, at regular time intervals, for the given state of 
the plant to compute the corresponding control actions. 
The main classes of multiparametric programming are 
represented by multiparametric MILP for performance 
indexes based on 1-norm or ∞-norm (Borrelli et al., 2003) 
and multiparametric MIQP for performance indexes based 
on 2-norm (Bemporad et al., 2002a; Borrelli et al., 2003; 
TØndel et al., 2001). The importance of multiparametric 
programming in predictive control has huge benefits, as it 
allows moving off-line the computation of the next 
command action significant computational savings 
(Bemporad et al., 2000). 

4.2.4 Other methods 

Various methods exist that utilise the structure of certain 
subclass of hybrid systems. A common approach is to split 
the optimisation algorithm into a discrete part and a 
continuous part rather than to optimise simultaneously 
over discrete and continuous variables. An outer loop of 
the algorithm takes care of discrete event by clever choice 
of different number of switching and order of discrete 
modes. The inner loop finds the optimal continuous 
evolution given the switching scheme dictated by the  
outer loop. Examples include optimal control of switched 
systems (Xu and Antsaklis, 2000) and optimal control in 
the manufacturing model (Pepyne and Cassandras, 2000). 

5 Case study: hybrid control design for  
optimal load sharing 

The case study described here analyses the optimal load 
distribution in a power generation system with several gas 
turbines (Balbis and Ordys, 2005). The objective of the 
control problem is to select the optimal number of working 
units and the optimal load sharing between them in order 
to minimise the fuel consumption in the system. A similar 
problem is described in Hansen et al. (1998). However, in 
that case starting and stopping costs of each unit were not 
considered. The approach proposed here uses a MLD 
modelling in a MPC framework. 

5.1 Process description 

The power generation system here described is powered by 
gas turbines. In our example, simple cycle gas turbines are 
adopted. They have the ability to start up fast, producing 
electrical power in 10 to 30 min. Moreover, gas turbine 
efficiency and emissions performance improves as load 
increases. The dynamic equations describing the behaviour 

of the gas turbine at various operating points are based on 
the models reported in Ferrari-Trecate et al. (2002) and 
Ordys et al. (1994). Inputs to the gas turbine are: 

• fuel flow wf to the combustor [kg/s] 

• air flow wa to the compressor [kg/s] 

• the ‘on/off’ command ul for the gas turbine. 

The outputs of the system are: 

• mechanical power delivered P [MW] 

• fuel consumption Fc [kg/s]. 

The fuel consumption of each generation unit is a  
non-linear function of the power production P and varies 
according to the relationship Fc = g(P) shown in Figure 10 
(Ordys et al., 1994). 

Figure 10 Expected fuel consumption versus power 

 

The power production is subject to lower and upper limits: 

min max( )≤ ≤P P t P  (7) 

The efficiency of operation of a gas turbine depends on the 
operating mode, with nominal load operation giving the 
highest efficiency. The efficiency deteriorates rapidly 
approaching the lower and upper limit of the available 
produced power. The non-linear function g can be defined 
in each region by a different affine state-update equation as 
follows: 
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1 1 min 1
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In addition starting and stopping costs are considered.  
The increasing operating costs due to fuel consumption 
during non-dispatched times suggest a review of the 
traditional start up/shut down scheme. In other words, if 
the load is expected to change from high value to low 
value and back again, it may not be optimal to shut down 
one of the units but rather to reduce the load on all of 
them. The duration of the start up can vary from a 
minimum time of 7 min to a maximum time of 14 min. 
This corresponds to a downtime assumption of 3 hr 
(normal) or more than 2 hr (cold) shown in Table 1. 



268 L. Balbis et al. 

 

Table 1 Start up duration 

 Time off [h] Start up duration [min] 

Normal start up [0, 2) 7 

Cold start up [2,+∞) 14 

The several start up modes are modelled introducing 
continuous state variables xoff(t) and xsu(t) that define 
respectively the uninterrupted time during which the 
turbine is switched off and the duration of the start up 
procedures (Ferrari-Trecate et al., 2002). The dynamics of 
these variables is expressed by the relation: 

off off

off
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( 1) 0                if ( ) 1
l

l

x t x t u t

x t u t

+ = + =⎧
⎨ + = =⎩

 (9) 

( ) ( )
( ) ( )

su su

off

su

off

( 1) ( ) 1   if ( ) 1

7    if 0 ( ) 2 ( ) 0
( 1)

14   if 2 ( ) ( ) 0

l

l

l

x t x t u t

x t u t
x t

x t u t

+ = − =⎧
⎪

≤ ≤ ∧ =⎧⎨ ⎪+ = ⎨⎪ < ∧ =⎪⎩⎩

(10) 

The power production dynamics are expressed as: 

1 2 3( ) ( ) ( ) if( 0) ( ( ) 1)
( )

0                                 otherwise

f a d lk w t k w t k x t u t
P t
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= ⎨

⎩
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The fuel consumption is assumed to be constant  
during the start up and the shut down modes, and to be a 
function of the mechanical power during the operative 
condition: 

( ) ( )
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The continuous dynamics depending on time, that is, 
mechanical power production, fuel and air flow and fuel 
consumption interacting with discrete-valued dynamics, 
that is, the binary command ul and the piecewise relations 
(8)–(12), originate from the hybrid characteristic of the 
systems. 

5.2 Optimisation problem 

The optimal load sharing between several generation units 
can be solved minimising a quadratic function weighting 
the future errors between the load demand and the 
predicted power production and the fuel consumption. 
Given n generators and a load demand Pl [MW] find Pi 
such that minimises the cost function: 

2 2

0 1 2
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pN

j l j
Q Qk

t k t k

t tpi

J P P F
=

⎛ + ⎞ ⎛ + ⎞
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where Np is the prediction horizon, Nu is the control 
horizon, Q1,2 is a positive definite error weighting matrices, 
Pj(t)is the total power production and Fj(t) is the total fuel 
consumption. 

The quantities Pj(t) and Fj(t) are given by the 
equations: 
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The choice of high values for the matrix Q1 helps to satisfy 
the requirement: 

1

( )

n

i l
i

tP P
=

=∑  (16) 

and the presence of the second term in the cost function 
forces the unit to work in the optimal region regarding the 
fuel consumption. The overall problem of minimising the 
cost function subject to the MLD dynamic can be solved 
using Mixed Integer Quadratic solvers. 

5.3 Design study 

A case study of a power generation system with two 
different gas turbines of different powers is considered. 
The first gas turbine is assumed to have output power 
varying between 20 and 40 MW and the second gas 
turbine between 15 and 35 MW. The total load demand is 
therefore allowed to vary in a range between 0 and  
75 MW. For each of the gas turbines the optimal fuel 
versus power curve shown in Figure 2 has to be identified. 
For the two gas turbines the non-linear functions g1(P1(t)) 
and g2(P2(t)) are described by the different affine state-
update Equations (17) and (18), respectively: 
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In both units the power production in normal operating 
conditions is governed by a liner function of air flow and 
fuel flow. This linear relationship is obtained by 
linearisation of the model described in Ordys et al. (1994) 
and is expressed by: 

( ) 2.5 ( ) 4.3 ( ) 5.5= + +a fP t w t w t  (19) 

Other assumptions are that there is no limit on the air flow, 
the maximum fuel flow is limited to 2.5 kg/s. A simulation 
horizon of 1 hr and sampling period of 1.2 sec are 
assumed. 

In the first simulation experiment the initial condition 
for both gas turbines is that they have been off for 2 hr. 
This means that the start up periods before the production 
of power has a duration of 7 min, during which the fuel 
consumption assumes high values. The total load demand 
is set to vary from 45 to 70 MW and then down to 40 MW. 
The prediction horizon of 10 min is adopted. The purpose 



 Tutorial introduction to the modelling and control of hybrid systems 269  

of this first experiment is to show the effect of the 
redistribution of load between generators when the total 
load changes (Figure 11). 

Figure 11 Optimal load sharing 

 

In the second case, at the initial condition the gas turbines 
are supposed to be working. The total load is set to vary 
from 60 to 40 MW and then up to 70 MW. As it can be 
noted, when the load demand goes down to 40 MW the 
second gas turbine is not switched off. This fact appears to 
be in contrast with the results obtained in the first 
simulation, in which the drop in demand corresponded to 
the shut down of a unit. This behaviour is justified by the 
adoption of a predictive control strategy, that allows to 
‘see’ the load variation from high value to low value and 
back again: considering the starting and stopping costs it is 
not optimal to shut down one of the units but rather to 
reduce the load on all of them (Figure 12). 

Figure 12 Optimal load sharing with N
p
 = 10 

 

In the third simulation experiment a shorter prediction 
horizon of 8 min is adopted. The total load is set to vary 
from 70 to 40 MW and then back again to 70 MW.  
In contrast with the previous case, when the load demand 
goes down to 40 MW the second gas turbine is switched 
off. This is due to the fact that the choice of the prediction 
horizon shorter than the period of time during which the 

load has a value of 40 MW does not permit to foresee  
the next increase in the power demand and therefore to 
take into account the cost of the start up procedure  
(Figure 13). 

Figure 13 Optimal load sharing with N
p
 = 8 

 

6 Conclusions 

In this paper some of the methods that can be used to 
address the problems of modelling hybrid systems have 
been presented. These include: 

• approaches such as hybrid automata and hybrid Petri 
nets extending discrete formalisms 

• approaches merging continuous and discrete event 
theories 

• approaches integrating continuous dynamic 
components with logic and discrete values, such as 
MLD formalism, PWA and LC Systems. 

The three modelling techniques listed above can be 
considered equally valuable. The choice of one of the 
approaches depends on the application to which the model 
is dedicated. For example, models that involve finite 
automata or Petri nets are suitable for understanding the 
behaviour of the system through simulation, but not for 
analysis and design purpose. Therefore the first approach 
has been preferred by computer scientists whereas the 
second and third approaches have been adopted by the 
control community. 

Perhaps the third modelling technique is the one that 
has reached the highest level of development in both 
analysis and controller synthesis. 

In particular, the MLD framework seems very 
promising, both for its capacity to describe a wide set of 
models, ranging from finite state machines to non-linear 
systems, approximated by piecewise linear functions, and 
for the equivalence with PWA systems, LC systems and 
Max–Min-Plus Scaling (MMPS) systems. 

A key advantage of the MLD framework is that several 
problems like control, verification, state estimation and 
fault detection, observabilty and stability can be 
formulated and solved as mixed integer linear or quadratic 
programs. The popularity of this approach has also been 
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increased by the availability of a compiler HYSDEL 
(Torrisi and Bemporad, 2004) that generates MLD models, 
given the textual-based descriptions of the systems. 

In the above, the MLD modelling associated  
with Mixed Integer Programming and a Predictive  
Control strategy were used to solve the problem of 
minimal fuel consumption for a power system involving 
several gas turbines. The costs relating to the operating 
conditions and the start up/shut down periods have all  
been considered. 

As outlined in Section 4, MPC has computational 
issues due to the online optimisation but the 
multiparametric approach is an effective technique to 
reduce complexity issues. However, this approach has 
limitations in case of large scale systems.  
The multiparametric mixed integer programming paradigm 
involves solving an optimisation problem in an  
extended space, which increases the complexity of the 
problem considerably, and for many applications might  
not be possible to find the explicit solution (Baric  
et al., 2005). 

The root of the problem is that there are not 
sufficiently powerful computers for the analysis and  
design of extremely complex systems (Morari and  
Baric, 2006). 

Future research will therefore focus on finding a 
concise description of complex systems in order to avoid 
exponential growth of data and to provide numerical 
algorithms which reduce the computational complexity of 
the optimisation problems. 
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