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On a time-splitting method for a scalar conservation law
with a multiplicative stochastic perturbation
and numerical experiments

CAROLINE BAUZET

Abstract. In this paper, we present a numerical scheme for a first-order hyperbolic equation of nonlinear
type perturbed by a multiplicative noise. The problem is set in a bounded domain D of R and with
homogeneous Dirichlet boundary condition. Using a time-splitting method, we are able to show the existence
of an approximate solution. The result of convergence of such a sequence is based on the work of Bauzet—
Vallet—Wittbold (J Funct Anal, 2013), where the authors used the concept of measure-valued solution
and Kruzhkov’s entropy formulation to show the existence and uniqueness of the stochastic weak entropy
solution. Then, we propose numerical experiments by applying this scheme to the stochastic Burgers’
equation in the one-dimensional case.

1. Introduction

We are interested in the formal nonlinear scalar conservation law with a stochastic
perturbation of type:

du+divf(u) dt = h(u) dw in £2x]0, T[x D, D

for an initial condition u¢ and with homogeneous Dirichlet boundary condition.

One assumes that D is a bounded domain of R¢ (d > 1) with a Lipschitz boundary
ifd > 2, T apositive number, Q =]0, T[x D and that W = {w;, F;; 0 <t <T}isa
1-D standard adapted Brownian motion defined on the probability space (2, F, P).
We suppose that

H;: f: R — R? is a Lipschitz continuous function with f(0) = 0.
Hy: & : R — Ris a Lipschitz continuous function with 2(0) = 0.
Hi: ug € L®(D)N BV (D).

Hy4: There exists M > 0 such that supph C [-M, M].

Mathematics Subject Classification (2000): 35L60, 60H15, 35L.60

Keywords: Stochastic PDE, First-order hyperbolic equation, Dirichlet problem, Multiplicative stochastic
perturbation, Young’s measures, Kruzhkov’s semi-entropy, Splitting method, Stochastic Burgers’ equation,
Euler scheme, Godunov scheme.
This research received support from the grant of the GENERAL COUNCIL of the Atlantic Pyrenees.
I where B V(D) denotes the set of integrable functions with bounded variation on D.

Published online: 05 January 2014 ® Birkhiuser



C. BAUZET J. Evol. Equ.

Let us mention some remarks concerning these assumptions.

REMARK 1. H; and H; are claimed conditions from the theoretical point of view
to ensure the well-posedness in the sense of [3] for an initial condition ug € L?*(D).
Then, since D is a bounded domain, assuming H; to H3 yields a result of existence
and uniqueness of the entropy solution.

Note that H; can be weakened by assuming that f is a locally Lipschitz continuous
function. Indeed, since the solution u is bounded by a constant M depending only
on M and ||uo||co, the result holds by a truncation argument of f outside [— M1, M].
Secondly, since div[f(0)] = 0, one can assume by convenience that f(0) = 0.

H,; is atechnical condition coming from [3]. Note that, in the present work, 2(0) = 0
is not necessary to obtain a priori estimates on the approximate solution given by
the time-splitting scheme. But as we are interested in proving that such a sequence
converges strongly in L?(£2 x Q) for any finite p to the unique stochastic entropy
solution of [3], we need to fulfill the assumptions of paper [3].

H3 and Hy are specific conditions from the numerical analysis point of view. These
are technical assumptions to control the estimates in the forthcoming lemmata, in
particular to apply Lemma 3. Note that Hy is a necessary condition to keep the solution
u bounded.

1.1. Former results

Only few papers have been devoted to the study of numerical experiments for
stochastic conservation laws. Let us cite the paper of Holden—Risebro [15] where
an operator-splitting method is proposed to prove the existence of pathwise weak
solutions to the Cauchy problem

du 4+ f(u),dt = g(u)dw in £2x]0, T[xR.

The operator-splitting approach has also been studied in [4] by Bensoussan—
Glowinski—Ragcanu, where the authors are interested in approximating stochastic par-
tial differential equations of parabolic type by some iterative schemes suggested by
the Lie-Trotter product formulas. The convergence of the operator-splitting method
is based on the continuity of the considered operator, which does not hold in our
case.

Concerning the Cauchy problem for a conservation law with multiplicative noise,
Feng—Nualart [12] introduced a notion of strong entropy solution in order to prove
the uniqueness of the entropy solution. Let us precise that a “strong entropy solution”
is a stochastic entropy solution as in the sense of Definition 1 below satisfying an
“extra property,” which allows to control a particular stochastic integral. We refer
the reader to the Definition 2.6 p. 317 of Feng—Nualart [12]. Note that thanks to this
additional property, the authors concluded to the uniqueness by comparing a strong
entropy solution with a stochastic entropy solution. Using the vanishing viscosity and
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compensated compactness arguments, the authors established the existence of strong
entropy solutions only in the one-dimensional case.

In the recent paper of Chen—-Ding—Karlsen [6], the authors proposed a generalization
of the work of Feng—Nualart: they considered a multi-dimensional stochastic balance
law:

8 (t,x) + VL, x) = o, x)Wt), xeR? >0,

with the initial data u(0, x) = ug(x). They identified a class of nonlinear balance
laws for which uniform spatial BV bound for vanishing viscosity approximations
can be achieved. Moreover, they established temporal equicontinuity in L' of the
approximations, uniformly in the viscosity coefficient. In details, they proved that this
stochastic problem is well-posed by using a uniform spatial BV bound. The main
tool is a stochastic version of the compensated compactness approach, introduced by
Feng and Nualart [12]. They also proved the existence of strong stochastic entropy
solutions in L” N BV and developed a “continuous dependence” theory for stochastic
entropy solutions in BV, which can be used to derive an error estimate for the vanishing
viscosity method. Various further generalizations of their results are discussed.

In the work of Kroker—Rohde [17], the authors are interested in a method of han-
dling the finite volume schemes for the approximate solution of the Cauchy problem
for an hyperbolic balance law with random noise. For a class of monotone numerical
fluxes, they establish the pathwise convergence of a semi-discrete finite volume solu-
tion toward a stochastic entropy solution. The main tool is a stochastic version of the
compensated compactness approach. It avoids the use of a maximum principle and
total variation estimates.

Using a kinetic formulation, Debussche—Vovelle [8] proved the first complete well-
posedness result for multi-dimensional scalar conservation laws set in a d-dimensional
torus and driven by a general multiplicative noise. As an extension of this work, in a
recent paper, Hofmanova [14] presents a Bhatnagar—Gross—Krook-like approximation
to this problem. Using the stochastic characteristics method, the author establishes the
existence of an approximate solution and shows its convergence to the kinetic solution
of [8].

By the way of the theory of Young’s measure-valued solutions, Bauzet—Vallet—
Wittbold [2] proved a result of existence and uniqueness of the solution to the multi-
dimensional Cauchy problem in L2(£2 x Q). Since the method consists in comparing
a weak measure-valued entropy solution to a regular one (the viscous solution in our
case) and not to a strong one, the authors could consider very general assumptions on
the data.

In Bauzet—Vallet—Wittbold [3], the authors investigated the Dirichlet problem for
equation (1) with an initial condition ug in L?(D) and under assumptions H; and
H,. They proved a result of existence and uniqueness of the stochastic entropy solu-
tion by using the concept of measure-valued solutions and Kruzhkov’s semi-entropy
formulations. In the present work, we will use their theoretical results.
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1.2. Goal of the study

Our aim is to revisit and generalize the time-splitting method introduced by Holden—
Risebro [15] for the same scalar conservation law but in a bounded domain of R? and
prove that the pathwise weak solution they obtained is an entropy weak solution and
that the whole sequence of approximation converges. The idea is to complete the work
of Bauzet—Vallet—Wittbold [3] by numerical experiments using their theoretical study.
For technical reasons, we need to assume the additional hypothesis on the data H3 and
H, in order to show the convergence of the method.

The paper is organized as follows. In Sect. 2, we recall for convenience the notion of
stochastic entropy (respectively, measure-valued entropy) solution for (1), in particu-
lar the way Bauzet—Vallet—Wittbold consider the boundary conditions in [3], and their
main result. In Sect. 3, we present a time-splitting method for the stochastic conserva-
tion law (1), which allows us to construct an approximate solution. Then, we introduce
an entropy formulation satisfied by such a sequence. Using Young’s measure compact-
ness arguments, one shows that this approximate solution tends to a measure-valued
entropy solution of (1). The study of (1) by Bauzet—Vallet—Wittbold in [3] allows us
to conclude that this limit is the unique stochastic entropy solution of (1). Finally, in
Sect. 4, we propose a numerical application with the stochastic Burgers’ equation in
the one-dimensional case. We introduce the scheme used and present simulations of
solution obtained for different initial conditions by the free software Scilab.

1.3. Notations

Consider BV (D) the set of integrable functions with bounded variation on D endowed
with the norm ||v| gy (p) = ||v||L1(D) + TV, (v), where TV, (v) denotes the total
variation of v on D (see Evans—Gariepy [10] for example).

For a given separable Banach space X, we denote by Nl% (0, T, X) the space of the
predictable X-valued processes. This space is L? (10, T[x 2, X) endowed with the
product measure df @ d P and the predictable o-field Pr : i.e., the o -field generated
by the sets {0} x Fp and the rectangles ]s, ] x A for any A € F; (we refer the
reader to Da Prato—Zabczyk [7]).

We denote by £+ the set of nonnegative convex functions 7 in C>!(R), approximating
the semi-Kruzhkov entropies x +> xT such that n(x) = 0 if x < 0 and that there
exists § > 0 such that ' (x) = 1 if x > §.

Then, one denotes by £~ the set {1 :=n(—-), n € & T1; and, for the definition of the
entropy inequality, consider the sets

At ={tk, o, ) eRx DR x &F, k <0 = ¢ € DH([0, T] x D)},

AT = {(k,p.m), (—k. ¢, 1) € AT},
AT =ATUA",

and the flux function F"(a, b) = ha n' (o0 —b)f'(0) do, defined forn € ETUE™.
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2. Existence and uniqueness result

Let us recall the definitions and the result introduced in the paper of Bauzet—Vallet—
Wittbold [3]. Let us mention that these results are obtained under hypotheses H; and
H,, for an initial condition ug € L?(D). For any function u of/\/uz) 0, T, L*(D)), any
real k and any regular function n denote P-a.s.in §2 by 1y, the distribution in R4+
defined by

My k(@) = /D n(up — k)p(0)dx + /Q n(u — k) + F"(u, k)Vodxde
T
+/ / n' (u — k)h(u)edxdw(t) + l/ W u)n” (u — k)pdxdt.
o Jp 2 /o

DEFINITION 1. (Entropy solution) A function u of N; % (0, T, L*(D))isan entropy
solution of the stochastic scalar conservation law (1) with the initial condition uy €
L%(D) if
ue L®0, T, L%(2, L*(D))) and

Vk,p,n) €A, 0=<puyrlp) P—a.s. ()

REMARK 2. Recall that weak and entropy solutions are not smooth solutions; thus,
trace has to be understood in a weak way. We followed the approach of Carrillo [5],
which consists in formulating the boundary condition implicitly via global integral
entropy inequalities involving the semi-Kruzhkov entropies.

REMARK 3. Let us mention that any entropy solution is, P-a.s., a solution in the
sense of distributions in Q to

t
0y [u —/ h(u) dw(s)] + divf(u) =0.
0

For technical reasons, as in [3], we also need to consider a generalized notion of
entropy solution. In fact, in a first step, we will only prove the existence of a measure-
valued solution. Then, thanks to a result of reduction to standard solution, we will be
able to deduce the existence of an entropy solution in the sense of Definition 1.

DEFINITION 2. (Measure-valued entropy solution) A function u € NI% O, T,
L?(Dx]0, 1D)) N L* (10, T[, L>(£2 x Dx]0, 1)) is a (Young) measure-valued
entropy solution of (1) with the initial condition ug € L2(D) if

1
Vk,o.n) €A, 0 5/ Unk(p) da P —a.s. (3)
0

And the main result of [3] is

THEOREM 1. Assume that ugy € L2(D). Under assumptions Hy — H», there exists
a unique measure-valued entropy solution in the sense of Definition 2.
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It is the unique entropy solution in the sense of Definition 1, and it is obtained by
viscous approximation for the strong topology in L? (§2 x Q), for any p < 2.

Ifuy, up are entropy solutions of (1) corresponding to the initial conditions
u1,0,U2,0 € LZ(D), respectively, then, for any t in [0, T]

E / W1 (t) — ur(t)* dx < / (10— u20)" dx.
D D

3. Time-splitting method
3.1. Introduction

Our aim is to prove the convergence of an approximation of Problem (1) under
assumptions Hj to Hy. As proposed by Holden—Risebro in [15], we introduce a method
to split the effect of the source term and this technique allows us to construct a sequence
to approximate the solution of (1). In few words, this approach is based on considering
the equation in two parts, solving first a stochastic differential equation and then using
the obtained solution as an initial condition for a scalar hyperbolic conservation law
without source term. As an extension of [15], we propose in this paper to generalize
their estimates on the approximate sequence to the bounded d-dimensional case, in
the idea of Chen—Ding—Karlsen [6] concerning BV estimates. Following the notations
introduced in [15], we define here two operators for s, t € [0, T].

Let R(t, s) be the operator which takes a number u to the solution u at time ¢ of the
stochastic differential equation, V¢ € [s, T']

du(t) = h(u)dw(t)
u(t =s)=u,

“

Leu(t) = R(t, ) =u+ [ h(w)dw.
And S(t — s) denotes the operator, which takes an initial function u(x, s) at time s
to the weak entropy solution u at time ¢ of the conservation law

ur +divf(u) =0 in J0, T[x D,
"u = 0" on ]0, T[x9dD, 5)
u(t =s) =u(x,s),
e, u(x,t) =St —s)u(x,s).
REMARK 4. Let us precise that thanks to the assumptions on the data, both R and
S are well defined.

Let us introduce for the sequel of the paper, useful results of such operators.

LEMMA 1. Consider s € [0, T). Then, P-a.s. and for all t € [s, T], R(¢,s) will
take [—M, M1 into itself and be the identity outside this interval, where M > 0 is
defined in Hy.
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Proof. Consider the process u defined for all t € [s, T] by u(t) = R(t, s)u(s).
Applying the Itd formula to a regular function ¥ independent of the time variable ¢,
vanishing in [—M, M] and increasing outside this interval, one gets, P-a.s.:

t t
() = ¥ (u(s) + / ¥, (u(0)) do + / W (0 ) (u(0)) dw(o)
s b\/—/ s —\/—/
=0 =0
1

t
+§/ W, (u(o)h*(u(0)) do, vVt els, T].

=0

Consider w € §2, where £2 is a full measure subset of £2 and ¢ € [s, T]. Thus, if
u(s,w) e [—M,M], ¥(u(s,w)) =0 =¥ (u(t,w)) and u(t, w) € [—M, M]. Else,
U(u(t,w)) = ¥(u(s,w)), by injectivity of ¥ in R — [-M, M], u(t, w) = u(s, o)
and R(t,s) = I,;. O

LEMMA 2. Considers € [0, T], vo € L*(2 x D) a Fs-measurable process such
that

E[TV,(vy)] < 0.
Define the process v for allt € [s, T] by v(t) = R(s, t)vg. Then, forallt € [s, T]

Ellv®)llsvpy < Ellvollav(p)-

REMARK 5. Let us mention that using the lower semi-continuity property and the
positivity of the total variation 7'V, on L' (D), for all v in LY(£2 x D), E[TV,(v)]
has a sense.

Proof. Consider s € [0, T] and let vg € L2(.Q x D) be a Fy-measurable process
with E[TV,(vg)] < o0. Define for all t € [s, T]v(t) = R(s, t)vg and consider ns
a regular approximation of the absolute value function with 7§ a mollifier sequence
satisfying supp(ny) C [—§, 8], & > 0. Applying It6’s formula with the process v and
the function 7n;, one gets by taking the integral over D and the expectation, for every
tels,T]

1 t
E/ ns(v(@))dx = E/ ns(vo)dx + —E/ / 1y (v(2))h? (v)dodx.
D D 2 JpJs
Passing to the limit on § to O to get for every ¢ € [s, T']

Elvll iy = Ellvoll L1(p)-

Let us recall a classical result on approximation of BV functions in the deterministic
setting, referring the reader to Evans—Gariepy [10]. For every w € BV (D), there
exists an approximate sequence (we)e C C*°(D) N BV (D) such that w, converges to
w in L1(D). One is also able to assert the following inequalities, for every € > 0

lwollLipy < llwollLipy + 1,

TV. (we (6)
(wg) < TVy(wo) + 4e.
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For technical reasons in the present proof, one needs to work with Hilbert space, thus
using the same notation we consider by a regularization process that wy is also in
W12(D)? and satisfies, for every € > 0

lwgliLipy < lwollLipy + 1+,
TVi(wg) < T Vi(wo) + Se.

Notice that in our case, vy € L! (82 x D) and E[TV,(vg)] < o0, thus P-a.s., vg €
L'(D) N BV (D). P-a.s., the deterministic regularization process holds and VG — Vo
P-a.s. in L' (D). Then, this convergence holds strongly in L'(£2 x D) using (6) and
the dominated convergence theorem. By Remark 5, we finally have

E[TV,(v))] < E[T Vy(vo)] + 5Se. (7
Now, we need estimate on 9y, ve in order to obtain BV estimate for v. Let us define for
all tin [s, T] ve (1) = R(s, t)vf). Applying It&’s formula to the process d(ve — v) =

[A(ve) — h(v)]dw and the function s, taking the integral over D and the expectation,
we obtain for every ¢ € [s, T']

E / n(ve — V)(N)dx = E / 1 (W5 — vo)dx
D D

1 t
+—E/ / 0§ (ve — v)[A(ve) — h(v)]*dodx.

2 DJs

Passing to the limit on § to O to get for every ¢ € [s, T']
E[l(ve — )OIl 1(py = Ellv§ — voll 1 ().
Thus, for every t € [s, T], ve(t) — v(¢) in LY($2 x D).
As P-as. and for all t € [0, T], ve(t) = ve(0) + fé h(ve)dw in W12(D), using

the linear continuity of the derivation operator 3, : W'2(D) — L*(D) for all

i € {1,...,d} and the chain-rule derivation formula, we get for all i € {1, ..., d}
0y; Ve (0) = 9y, v and:

t
8x,- Ve(t) = 3x,- Ve (0) + 8x,- / h(ve)dw
0

1
= 3y, 0(0) +/ 1 (ve)dy; vedw, in L*(D).
0

Applying Itd’s formula with such a process and the function 7; to get that, after taking
the integral over D, the expectation and passing to the limit on §, for all ¢ € [s, T']

E/ 19, Ve |dx = E/ 19, v5dx < oo. 8)
D D

2 wl-2(D) denotes the set of functions u in L>(D) such that dy,u € L2(D), foralli € {1,..., d}.
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Thus, for all t € [s, T] and P-a.s, ve(t) € BV (D). As ve(t) — v(¢) in L' (22 x D),
for a subsequence denoted in the same way, for all 7 € [s, T'] and P-a.s, v (t) — v(t)
in L' (D). According to Malek-Ne&as—Otto—Rokyta—Ruzicka [19] p. 36, we thus have
forallt € [s, T] and P-a.s.

TVi(0(0)) < liminf T Vs (ve ().

Using again Remark 5, for all € [s, T], TV, (v(t)) is measurable with respect to the
probability measure P. Consequently, taking the expectation, using Fatou’s Lemma,
(8) then (7), one gets that for every ¢ € [s, T']

E[TV,(v(1))] < limeinf E[TV (ve(t))] = limeinf E[T Vi (vy)] < E[T Vi (v0)],

and the result holds. O

From the general theory for scalar conservation law, let us now introduce properties
satisfied by the operator S(.).

LEMMA 3. Let ug € L*°(D) N BV (D), t > 0, and u(t) = S(t)ug. Then,
i) For almost every t > 0,

() Loe(py < luollLoo(p)y-

ii) There exists a constant C > 0, such that for all t1, t, € [0, T]
/ lu(ty, x) — u(tz, x)ldx < Clluollpv(p)lti — 2.
D

iii) There exists a constant ¢ depending only on the geometry of the boundary 0D of
D, such that for all t € [0, T]

lu(t, vy < (1 +ctluollpypyer,
where K¢ denotes the Lipschitz constant of f.

Proof. These results are classical ones and the proof would be outside the scope of
the present work, we refer the reader to Malek—Necas—Otto—Rokyta—Ruzicka [19] but
also to Gagneux—Madaune [13] for detailed explanations. These results are obtained
by the study of viscous solutions. Let us mention the work of Peyroutet [21], which
gives us precisely the expression and also the dependence of the constants introduced
in this lemma. O

3.2. Construction of the approximate solution

Let us now explain the construction of the approximate solution as introduced
in Holden—Risebro [15]. We consider a positive integer N, denote by A = % and
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split the time interval by denoting #, = nA, n € {0, ..., N} each point of the time
discretization. For each step of discretization A, we consider the function

u"(x) ift =1,
R, ty)u" (x) ift €lty, th+1l,

uA(t, x) = [

where the sequence (u"),en is defined by

u(x) = up(x)
U (x) = S(A)R(tg1, ty)u" (x).

For convenience in the sequel, let us introduce some notations.

Notations: Vn € {0,...,N — 1}, t € [0, T]and x € D:
o u"TN(x) == R(tag1, t)u" (x).
o (t,x) 1= S(t — ty) R(tus1, )" (x) = S(t — t)u" (x).

PROPOSITION 1. (A priori estimate) There exists a constant M independent of
n and A such that P-a.s and for all t € [0, T']

lu? (t) || Loo(py < My := max (M, |luol| (D))

Proof. Let us mention that the construction of ## is done by induction, so the proofs
of the associated results also rely on inductive reasoning. Considern € {0, ..., N—1},
and "t = S(A)u"*!. Thanks to Lemma 3 i),

™ oeqpy < WLy, P-as.
Moreover, thanks to Lemma 1, P-a.s. and V¢ € [t,, ty+1]
IRz, ty)u" | Loo(py < max (M, ||u"|lL= (D))
and particularly for t = #,,11, one has P-a.s

1
"l ooy = IR (b1, )" | oo (D)

< max(M, ||u"||L> D))

< max(M, |u°||zoo(p)) = Mi.

Notice that the construction of u4 is countable, so P-a.s, for all # € [0, T'] and all
possible discretization parameter N € N*:

lu?(t, )L (py < My,

where M does not depend on A and the result holds. g

PROPOSITION 2. (BV(D)-bound) There exists a constant M> such that for every
ie{0,...,N}:

E||ui||BV(D) < Ma|luoll v (D)-
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Proof. Consideri € {0,...,N —1}. Asu’ = S(A)u' ,and u’ = R(t;, t;_1)u'"",
using Lemma 3 and then Lemma 2, one gets

Ellu'llgvpy < (1 4+cA)eX2Eu |Igypy < (1 4+ )X Eu' = | 3y(D),
a reasoning by induction gives us
Ellu'llpvpy < (1 4+ cA) X2 Ellug |l gy (p).

Elementary calculations lead to (1 4+ cA)! < 2> < T thus My := eTeKtT. O
Let us introduce a lemma on the increment of 14, useful for the sequel.

LEMMA 4. Letn € {1, ..., N} and consider t € [t,, ty+1[. Then,
E/ U (tag1, %) — u? (2, x)|dx < CMaAlluol sv(p) + CVA,
D

where C is defined in Lemma 3 ii), M3 in Proposition 2 and C only depends on h, M,
and mes (D).

Proof. Letn € {1,..., N} and consider ¢ € [t,, t,4+1[. Forall x € D,

t
u?(t, x) = R, ty)u" (x) = u"(x) +/ h(u?(0))dw(o)
n
u? (tyyr, x) = u" " (x).

Thus,
E/ [u? (g1, x) — u? (1, x)|dx < E/ " (x) — " (x)|dx
D D
t
+E/ |/ h(u?(0))dw(o)|dx
D h

Using previous results on the sequence (u,),enN stated in Lemma 3 ii) and Proposi-
tion 2, one has

E/ lu" T (x) — u" (x)|dx
D
<E / " () — u™ o)+ [T () — u" () dx
D

=E / 1S(A)u" T (x) — u" TN O |+ [R(tp1, 1)U (x) — 1" (x)|dx
D

In+1
< ECA|u" | gvpy + E / | / h(u? (s, x))dw(s)|dx
D 1,

n

th+1
< CMy Aol sy oy + E / | / B (s, x))dw(s)]dx.
D ty
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And it remains to show that
t In+1 ~
E/ |/ h(uA(s,x))dw(s)|dx+E/ |/ h(u? (s, x))dw(s)|dx < CVA.
D In D tn

Notice that |t, — | < A, using Cauchy-Schwarz inequality on 2 x D and then Itd
isometry, we obtain

1

t t 3

E/ |/ h(? (s, x))dw(s)|dx <y/mes(D) (E/ |/ h(uA(s,x))dw(s)|2dx)2
D ty D In

1
. 1
= /mes(D) (E// hz(uA(s,x))dsdx)z
D Jt,
< C'Va,

where C’ only depends on mes(D), M; and C, the Lipschitz constant of /. Similarly,
one shows that E [} | ft;"“ h(u? (s, x)dw(s)|dx < C'v/A, andso C = 2C". a

3.3. Entropy formulation

We follow the idea of Peyroutet [21] for introducing the entropy formulation satisfied
by the approximate solution. In order to do this, consider

i, x) = St — t)u" T (x)

and write the entropy formulation satisfied by such a solution. In order to be compat-
ible with the Definition 1, as in Bauzet—Vallet—Wittbold [3], we consider boundary
conditions in the way Carillo [5] introduced them. Using notations of Sect. 1.3, as
a weak entropy solution of a conservation law, u satisfies the following condition,
Yk, @, n) € A:

/D n(u(tn) — k) (ty)dx — /D N(Utnt1) — k)@ (tr41)dx

tht1
+/ / n(@ — k)3, + F' (i, k)Vedtdx > 0. ©)
DJt,

We would like to approximate this formulation. The idea is to introduce in (9) infor-
mation coming from the initial condition u(z,,). We consider (k, ¢, n) € A and denote
for s € [ty, th+1], v(s) := R(s, t,)u” the solution in (¢, t,+1) of the stochastic dif-
ferential equation

dv = h(v)dw
vt =t,) =u".
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Applying the Itd formula to the process v and the regular function ¥ (¢, 1) = n(A —k),
one gets P-a.s:

41
N(W(tnt1) — k) = n(v(ty) — k) +/ ' (v(t) — Bk (v()dw(r)
In

1

th1
+§/ n" (v(t) — k)h*(v(1))dt.
In

Remark that v(t) = u?(t) for all ¢ € [ty, ta+1[ and v(ty41) = u(t,), in this way,
P-as:

/ N(U(tn, x) — k) (t,, x)dx —/ @Aty 3) — K)oty x)dx
b D
41
= / / 0 W (t, x) — h@? (¢, x))dw(®) e, x)dx
D J,
tnt
"‘l/ / l 0" w2, x) — kh> (1, x))dte(t,, x)dx.

2)pJs,

Moreover,

/Dn(ﬁ(th,X)—k)cp(tnﬂ,x)dx=/Dn(uA(tn+1,X)—k)w(tnﬂ,X)dx.

Thus, one first gets, for any P-measurable set A
E(/ DA (1, ) — D) (t)dx 14 —/ n(uA<rn+1,x>—k)w(rn+1,x>dx1A)
D D
Int1
+E (// n’(uA(t,x)—k)h(uA(t,x))dw(t)tp(t,,,x)dxlA)
D Jt,
1 In+1
+5E ( / / " (u?(t, x) —k)h2<uA(t,x>)dw(rn,x)dxlA)
D tn

In+
+E (/ / ! n(u(t, x) — ke (t, x) + F"(u(t, x), k)Vol(t, x)dtdxlA)
D In
> 0.

We propose to approximate E( [}, ti”“ n((t, x) — k), (t, x)dtdx14) by
E(f, f;”“ Nt — k)¢, (t, x)drdx14) making an error only of order A%, Indeed,

In1 th+1
‘E(/ / n(@(r) — K)grdrdx — / / n(u”“—k)w,dtdxlA)‘
D Ji, DJt,

Int1
sCE// NG — K) — 0™ — 1) |gr]drdx
DJt,

tn+l
< CllgrllooE / / () — ™ |drd.
D Jt,
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Using as previously results on the sequence (i, ),¢n stated in Lemma 3 ii) and Propo-
sition 2, one has

In+1
E/ / 7)) — u" T dxdr
tn D

th+1
= E/ IS(t — tw)u™ = S(tugr — )" L1 pydt
t)l

Int1
1
<c / 1t =t t |E N gy oy
1

n
Int1

<c / 1t = tus1 ol 5y oy dt
th

< Clluollpv(p)yA*.
In the same way, one shows by using the Lipschitz continuity of F"(., k) that
E(fp f;"“ F"(u"*1(x), k)Vdrdx 1 4) is anapproximation of E( [, f,fl"“ F(ii(t, x),

k)Vo(t, x)dtdx1,4) also with an error of order A2,
Finally, we obtain by summing over n

N-l Int1
E Z// 1WA (tag1, x) — k)@ (£, x)drdx 1 4
n=0 D Jiy
N-1 Int1
(X [ [ Pt Ve nars
n=0 D Jty

N—1 I
+E(Z// " n/(uA(t,x)—k)h(uA(t,x))dw(t)w(tn,x)dxlA)
n=0"D

N—1 In+1
+%E(§/L)/t n//(uA(t,x)—k)hz(uA(t,x))dt(p(t,,,x)dxlA)

+mes(A)/ n(uo(x) — k)0, x)dx — E (/ N (T, x) — k)o(T, x)dxlA)
D D

2 _€A9
where € A tends to 0 when A does.

REMARK 6. For technical reasons, we keep the term f D nWU(ty+1) — k) (t,41)dx
in the entropy formulation (9), in order to vanish two-by-two terms when we do
the summation over n with f D n(u(ty) — k)p(ty)dx. Then, last term of the sum:
E( f D nw(T) — k)p(T)dx14) is nonnegative and we remove it from the inequality.
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3.4. Convergence of the approximate solution

Our aim is to pass to the limit with respect to A in the following inequality:

N-l In+1
E(Z/ / r//(uA(t,X) — k)h(uﬂ(t, x))dw(t)(ﬂ(fn,X)dxlA) — IIA
n=0 D J,
1 N—-1 fat1
+§E Z/ / 0" W, x) — kR, x)dte(ty, x)dx14 | := 12A
n=0 D Jiy
N-1 -
tE Z/ / N (tar1, x) — )@ (6, x)dedx 14 ) := 13
n=0 D Jiy
N-—1 fat1
+E Z// F”(uﬂ(lm-l,x),k)Vga(t,x)dtdxlA = ]4A
n=0 D Jiy

+mes(A)/ n(uo(x) — k)0, x)dx > -€A, (10)
D

where A is a P-measurable set. Due to the random variable, even if strong estimates
with respect to variables f and x hold, we are not able to use classical results of compact-
ness. The one given by the concept of Young measures is appropriate here and the tech-
nique is based on the notion of narrow convergence of Young’s measures (or entropy
processes), we refer to Eymard—Gallouét—Herbin [11] and Panov [20]. Then, thanks to
the uniqueness result of Sect. 2, we will be able to prove that the measure-valued limit
is an entropy solution in the sense of Definition 1. Since (1) is a bounded sequence in
L>(Q x £2), the associated Young’s measure sequence (1) converges (up to a sub-
sequence still indexed in the same way) to a Young’s measure denoted u € L*°(Q x
£2x]0, 1[). Furthermore, according to Balder [1] but also to Eymard—Gallouét—
Herbin [11], for any Carathéodory function ¥ such that ¥ (., u?) is uniformly
integrable:

1
E/ WA (t, x))drdx — E/ / Y (u(t, x, @))dadrdx when A — 0.
0] 0J0

Moreover, revisiting the work of Panov [20] on the measurability of u with respect to
all its variables, one shows that as u“ is a predictable process with values in L?(D), u
isin \V; j o, T, L? (D x]0, 1[)). We refer the reader to the “Appendix” of [2] for detailed
explanations to obtain this measurability. Let us consider separately the terms of (10)
and analyze passage to the limit for each term. In order to make the lecture more fluent,
we omit the variable (¢, x) when no confusion is possible.

T 1
LI}~ E (/ / / 1’ (u(e) —k)h(u(.,a))dagodw(t)dxlA) = 1.
D JO 0
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I — 1|

N-1 It
= ‘E(z /D/ n/(MA - k)h(”A)[(p([n) — §0(f)]dU)(l)dx1A)
n

n=0
T 1
+E (/ / [n/(uA—k)h(uA)—/ 7' (u(., @) — k)h(u(., oz))dozj| w(t)dw(z)dxlA) ‘
D JO 0
= If) + If,].

Using Cauchy-Schwarz inequality on €2xD and then It isometry we obtain

A
il

N-l In+1

(E(Z /D/ 0 @? —kh@™)et,) — (p(t)]dw(t)dxlA) ‘
n=0 In

B 1

th+1 2 2
E /D ( / N w? — ™) [et,) —go(r)]dw(t)) dx}
ty

i In+1 1
E/D/ [ = DR @)lp(n) - (p(t)]]zdtdx]
L tn

IA
a
M2

n=0 L
N-1

Il
a
LM

1
2

IA
a

t)l
E / " / I — R (0(t) — o(1))? dxdr
In D ~—

<CA?

N-1 1

Ih+1 2
|:E / mes(D) x Azdt]
In

3
<c> a2
n=0

= CVA— 0.

Let us show that /{, — 0. Denote v* = n'(u® —k)h(u*)g. Thanks to Proposition
1, v is bounded in L2(Q x £2) and there exists v € L2(Q X §2) such that
v4 — v in the same space. Moreover, ¥ : (¢, x, w, A) — 7' (A — k)h(M)op(t, x),
(t,x,w, 1) € QO x £ x Ris a Carathéodory function and ¥ (., ud) is uniformly
integrable as it is bounded in Lz(Q X £2). By identification, v = fol Y (u(., o))da.

Furthermore, for all ¢ € [0, T],

A
a

I, : L*(Q x 2) — L*(D x 2)
t
ﬁ|—>/ u(t, x, w)dw(r)
0

is a linear continuous function, and so it is a weakly continuous function from
L%(Q x £2) to L>(D x £2). Consequently, I; (v?) — I,(v) in L>(D x £2). In this
manner,
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T
E(// n/(uA—k)h(uA)godw(t)dxlA)
D JO

T rl
%E(/ / / n/(u("a)_k)h(u(-,a))da(pdw(z)dxlA),
D JO 0

and |I1A,2| — 0.

1
2. 1 — %E (/Q/O n"(u(., @) — k)h*(u(., a))doupdtdxlA) = Iy.

1 N-l ft1
15 = bl = Q\E (Z / / n" —k)hz(uA)[fp(tn)—fp(t)]dtdxlA)
n=0 D Jy
+E / 0" W — h*u?)e(t)drdx1
0
1
—E / / n"(u(., «) —k)hZ(u(.,a))dacp(t)dtdxlA’
0J0
1
= 5l + 1551
N-1 trH»l
115 < E(Z / / ' (u? —k)hz(MA)[fﬂ(fn)—fﬂ(t)]’dtdx)
n=0 "Dt

IA

N-—1
cy A
n=0
< CA— 0.

Note that ¥ (¢, x, w, 1) = " (A — k)h>(M)e(t, x)14 is a Carathéodory function
such that ¥ (., uA) is uniformly integrable, thus If,\z — 0 and the result holds.

1

N-1 Int1
1~ ) < ]E(Z// [n(uA(tn+1)—k>—n(uA(r)—k)]go,drdxlA)]
n=0 D Jt,
1
+‘E (/ (n(u? — k) —/ n(u(., ) —k)da](p,dtdxlA) ’
0 0
= 154+ 1155l
N—l In+t1
1541 < E(Z/D/ |n(uA(rn+1>—k)—n(uA(t>—k>|.|¢,|dtdx1A)
n=0 In

N-1 In+1
< CE Z// lu? (tys1) — u? (1)|drdx.
n=0 D/t
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On the other hand, one shows in the proof of Lemma 4 that
E/D u (tn41) — u? (D|dx < CMaAlluo || gy (p) + CVA
where C is defined in Lemma 3 ii), M> in Proposition 2, C only depends on
h, My and D. Finally, |1f1| — 0. Let us now show that I3A,2 — 0. We consider

the Carathéodory function ¥ (¢, x, w,A) = n(A — k)@;(t, x)14. As previously,
W (., u?) is uniformly integrable and

1
E/ nu? — k)@, 1 4dtdx — E// n@u(., o) — k)dog; 1 4drdx.
(0] 0J0

1
4. I} - E (/ / F”(u(.,a),k)danodtdxlA) = Iy
0J0
I — Ll

N—1 tn
‘E(Z// P = P, 0] V@)dtdxlA)‘
n=0"DJt
1
+’E(/ [Fn(uA(t),k)—/ F'V(u(.,(x),k)doci| V(pdtdxlA)’
e 0

L2+ 1155,

IA

As previously, one shows that |/ fl | = 0 using the Lipschitz continuity of F"(., k)

forallk € R.Andas¥ (¢, x, w, A) = fk)‘ n' (o —k) f'(0)do Vgl 4 is a Carathéodory
function with ¥ (., u®) uniformly integrable, one gets that / 4A,2 — 0 by the way of
Young measure theory.

Finally, for all (k, ¢, n) € A and for any P-measurable set A:

T 1
E (/ / / 7 (u(e) — k)hu(., a))da(pdw(t)dxlA)
D JO 0

1
+lE (/ / n”(u(., &) —k)hz(u(.,a))dawdtdxlA)
2 0Jo
1
+E (/ / [n(u(.,a)—k)<p,+F”(u(.,a),k)Vgp]dadtdxlA)
0J0
+mes(A)/ n(uo(x) — k)0, x)dx
D
> 0.

Thus, u is a measure-valued entropy solution of (1) in the sense of Definition 2. Thanks
to the work of Bauzet—Vallet—Wittbold [3] and their main result resumed in Theorem
1, any measure-valued entropy solution in the sense of Definition 2 is unique and is
the unique entropy solution in the sense of Definition 1. In this way, our approximate
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sequence u? of the stochastic conservation law (1) converges to the unique weak
entropy solution u of such a problem.

REMARK 7. Let us mention that the approximate sequence u*

in L'(Q x £2) thanks to the Young measure theory. Moreover, as u* is bounded in
L%®(Q x ), u? converges to u strongly in L? (Q x £2) forevery 1 < p < oo, using
Vitali’s theorem.

converges to u

REMARK 8. (Extension in the R¢-case)

Using the theoretical study of Bauzet—Vallet—Wittbold [2] on the Cauchy problem
for Problem (1) setting in R? instead of a bounded domain D, one is also able to
propose a time-splitting method in the R%-case to approximate the stochastic weak
entropy solution. Indeed, the book of Malek-Necas—Otto—Rokyta—Ruzicka [19] gives
us necessary tools on scalar conservation laws in unbounded domain as in Lemma 3.
Moreover, in order to manage integrals on R?, it suffices to argue as in Holden—Risebro
[15] with compactly supported test functions.

4. Numerical experiments

We propose here an application of this time-splitting method to the stochastic Burg-
ers’ equation in the one-dimensional case:

du + fu)edx = hw)dw in 2x]0, 1[x] — 1, 1[,

where f(u) = %, h : R — R has a compact support in ]0,1[ and is defined by

1

—12-1

h(x) = 2el-15-1 if0 <x < 1 (11
0 else.

Note that following Remark 1, we are in the framework presented in the previous
section. The scheme relies on finite volume method. With an Euler method (let us
mention the book of Kloeden—Platen [16] for details), we solve the stochastic differ-
ential equation (4). Then, for solving the conservation law (5), we use a Godunov
method that seems to be a suitable choice for the Burgers’ one-dimensional equation,
particularly the way this scheme takes into account the boundary conditions and the
behavior of the flux function. We refer the reader to the book of Leveque [18].

We implement simulations with different initial conditions: u?, ug, ug and ug
defined below:

1 - 1. 0 2
—5 ifx <0 5 ifx <0 u3(x) =1— = arctan(x).
U (x) = { ug(x) = { §

1 1 .
5 else. —5 else. ug(x) = —sin(mwx).

To illustrate our proposal, we give, for each initial condition, a simulation of the
solution in the deterministic case (i.e., when 2 = 0), and for the / given by (11) two
sample path simulations. Then, for those two simulations, we propose to highlight the
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time behavior of the solution at a given point x of the interval [—1, 1]. We get the
following graphics in the (x, 7) plane with A, = 0.002 and A; = 0.001. As expected
in the stochastic case, perturbations appear when the solution u(z, x) takes values in
the support of & (included in ]O, 1[). These simulations have been implemented with
the free software Scilab.
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Appendix A: Comments on these numerical experiments

To our knowledge, there are only few papers presenting numerical simulations of
solutions of scalar conservation laws with multiplicative stochastic perturbation. Let
us mention again the paper of Holden—Risebro [15] where the authors made simula-
tions with data associated with oil reservoirs models. In the paper of Kroker—Rhode
[17], the authors are interested in numerical results on the one-dimensional Cauchy
problem for a scalar conservation law with random noise. They use combination of
finite volume methods and the Euler—Maruyama method. In the section devoted to
numerical experiments, they aim to compare solutions of deterministic and stochastic
Burgers’ equations. In order to have exact expression of the solutions, the particular
case of an additive perturbation is considered. Although the average of the stochastic
solutions is close to the deterministic solution, it is not equal to it, and further numerical
experiments indicate that it does not converge as the number of realizations increases.

REMARK 9. Note that, in the present work, although we are interested in the
convergence of the method for a time discretization of the problem, numerical experi-
ments are realized for a full time-space discretized problem. One can use for example
the well-known results concerning the approximation of deterministic conservation
laws when the initial condition is bounded with bounded variations. In a reverse strat-
egy, Kroker—Rhode investigated in [17] on a space-discretization of the problem and
present numerical simulations with a full discretized scheme, and a comparison of the
numerical results is not easy.

In the deterministic case, when 2 = 0 (Fig. la, e, i, m), one can recognize expected
solutions: the propagation in time along the characteristic lines of the initial condition
and the Dirichlet boundary condition, with shocks or rarefaction waves.

In the stochastic case, let us first warn the reader that scales are unfortunately not
the same for simulations in the deterministic and in the stochastic case.

As expected, perturbations appear when £ is active, i.e., when 0 < u < 1, and not
active else. Note also that since #(0) = 0 and i(1) = 0, the stochastic perturbation is
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Figure 1. a Burgers with ”(1)‘ b Stochastic Burgers with “(1)- ¢ Sto-
chastic Burgers with u(l). d Pathwise solutions for x = 0.5. e Burgers
with ug. f Stochastic Burgers with ug. g Stochastic Burgers with ug.
h Pathwise solutions for x = 0.5. i Burgers with ug. j Stochastic
Burgers with ug. k Stochastic Burgers with ug. 1 Pathwise solutions
for x = —0.7. m Burgers with ug. n Stochastic Burgers with ug. 0
Stochastic Burgers with ug. p Pathwise solutions for x = —0.5
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Figure 1. continued

not active if the solution u is equal to 0, or to 1, in a neighborhood. Let us finally remark
that since we consider a time noise, horizontal variations appear in the (x, ¢)-plane,
but more classical representations of stochastic perturbation are in the figures denoted
“Pathwise solutions.”
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Visually, we get back illustrations of the stochastic version of characteristics studied
by [9].

Simulations with ”(1)' The initial condition generates a rarefaction wave and
h(R™) = {0} yields a division of (—1, 1) in two parts: the one of positive x
where u > 0 and £ is active; and the part of negative x where # < 0 and £ is not
active.

Simulations with ug. The initial condition generates a shock and 7 is active only
on the part on the left of the shock curve. Then, the perturbation of the positive
values of # and the Rankine—Hugoniot condition yields a shock curve that is not
a straight line anymore. Notice that, depending on the realization, the monotony
of the shock wave is not a priori conserved (see Fig. 1f, g).

Simulations with ug. In this example, the perturbation is mainly active on the
extremities of (—1, 1), where u < 1. This is illustrated in Fig. 1(1) where the
two realizations at x = —0.7 are the same for r < 0, 3, the same than in the
deterministic case.
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