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Guest Editorial
Next-Generation IP Switches and Routers

I. INTRODUCTION

UNTIL a few years ago, the performance of the Inter-
net was limited by the speed of the long-haul links,

not by the capacity of switches and routers. Things have
changed: with the rapid provisioning of higher performance
links (such as OC-48c) and the introduction of wavelength
division multiplex (WDM), the bottleneck has moved from the
links to the switches and routers. The response from network
equipment vendors and the research community has been two-
fold. On one hand, there are new products and techniques
that provide differentiated qualities-of-service (QoS’s) over
existing congested links. And on the other hand, there are new
protocols for fast switching and routing (such as IP switching
and label swapping) and novel architectures (such as switched
backplanes, and multistage fabrics). The papers in this special
issue reflect both of these developments.

There are a broad range of architectures and techniques
being proposed. For example, recent proposals show ways
to construct switching devices with aggregate bandwidths in
excess of 1 Terabit/s, orders of magnitude beyond the routers
that constitute the Internet core of today. At the processing
level, we see arrays of the latest, most powerful processors
competing with semicustom circuits to implement packet-
forwarding, classification, and scheduling algorithms. At the
protocol level, many believe that some form of label-swapping
is required for traffic engineering or for high throughput.
Other researchers believe that conventional per-hop routing
is both viable and preferable when combined with the latest in
switching technology, allowing simpler integration into current
networks.

This special issue received paper submissions from all
aspects with the common goal to improve today’s Internet
infrastructure. The selected papers cover seven broad areas of
technologies that strive for this goal.

II. ROUTER ARCHITECTURES

New router architectures are introduced to meet the de-
mand of the ever-growing bandwidth requirement of the
Internet. Transforming from the centralized architecture in the
traditional router design, two major approaches have been
taken to realize the high-performance routers: distributed- and
parallel-router architectures. The distributed architecture uti-
lizes hardware-based forwarding engines and switching fabric
to achieve its high throughput, where the forwarding engine
is part of the line-card architecture. The parallel architecture
maintains separate banks of forwarding engines and line cards,
which are interconnected by switching fabrics. This separation
allows the forwarding engines to be shared among multiple
line cards, thus increasing the port density. On the other hand,
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a high-speed line card can use multiple forwarding engines to
support a higher port throughput.

Chan et al. develop an analytical framework for model-
ing and analyzing the impact of technical factors on the
cost-performance tradeoffs in distributed- and parallel-router
architectures in their paper, “A Framework for Optimizing the
Cost and Performance of Next-Generation IP Routers.”

III. SWITCHING ARCHITECTURES

In their paper, “Matching Output Queueing with a Com-
bined Input/Output-Queued Switch,” Chuanget al. demon-
strate that a combined input/output-queueing (CIOQ) switch
running twice as fast as an input-queued switch can provide
precise emulation of a broad class of packet-scheduling al-
gorithms, including weighted-fair queueing (WFQ) and strict
priority queueing. The authors introduce a variety of algo-
rithms that configure the crossbar so that emulation is achieved
with a speedup of two and consider their running time and
implementation complexity. They also show that the exact
emulation holds for all input traffic patterns.

In their paper, “Linear-Complexity Algorithms for QoS
Support in Input-Queued Switches with No Speedup,” Kam
and Siu present several fast and practical linear-complexity
scheduling algorithms that enable provision of various QoS
guarantees in an input-queued switch without any speedup.
The authors derive their innovation from judicious choices
of edge weights in a bipartite matching problem, where the
edge weights are certain functions of the amount and waiting
times of queued cells and credits received by a virtual circuit.
By using a linear-complexity variation of the well-known
stable-marriage matching algorithm, the authors show the edge
weights are bounded by proofs and simulations.

In their paper, “On the Speedup Required for Work-
Conserving Crossbar Switches,” Krishnaet al. present a novel
crossbar arbitration algorithm, named the lowest occupancy
output first algorithm (LOOFA), which is work conserving for
all traffic patterns and switch sizes for a speedup of only two.
To provide a wide range of delay and fairness properties,
the authors present several schemes that can be used in
combination with LOOFA. They also describe a mechanism
to provide delay bounds for real-time traffic, and these delay
bounds can be achieved without requiring output-buffered
switch emulation.

IV. A DDRESS-LOOKUP ALGORITHMS

A self-contained problem of considerable practical and
theoretical interest that is related to the forwarding speed
of IP traffic is the longest-prefix lookup operation, which is
perceived as one of the decisive bottlenecks in IP forwarding.
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Tzeng and Przygienda survey the novel lookup algorithms
and classify them based on the applied techniques,
accompanied by a set of practical requirements which are
critical in design of high-speed routing devices. In their
paper, “On Fast Address-Lookup Algorithms,” the authors
also present two novel approaches to the problem, giving
two new possible tradeoffs in the solution space. The first
new approach utilizes a prefix-trie compression technique to
reduce the memory requirement and the number of memory
accesses to support fast address lookup. The second approach
is based on multiresolution tries or multibit tries, where
update and lookup of the tries can be performed in parallel,
without locking any part of the trie structure.

In the paper “IP-Address Lookup Using LC-Tries,” Nilsson
et al. demonstrates that IP routing tables can be succinctly
represented and efficiently searched by structuring them as
level-compressed tries. For a large class of distributions the
average depth of an LC-trie is , where is the
number of entries in the table. The authors’ experiments
show that in some cases the average depth is smaller for a
larger table. The authors also discuss modifications required
to support more general classifications of packets, needed for
link sharing, quality of service provisioning, and for multicast
and multi-path routing.

The paper “A Novel IP-Routing Lookup Scheme and Hard-
ware Architecture for Multigigabit Switching Routers” by
Huanget al. presents a novel address-lookup mechanism that
only needs very small SRAM and can be implemented in a
pipelined skill in hardware. In their paper, the authors show
that most address lookups can be accomplished in one memory
access and only require three memory accesses in the worst
case.

V. PACKET SCHEDULING

Chaoet al. propose a novel RAM-based searching engine
(RSE) for packet-fair queuing implementation in their paper,
“Design of Packet-Fair Queuing Schedulers Using a RAM-
Based Search Engine.” The RSE employs commercial memory
chips and uses the concept of hierarchical searching with
a tree data structure such that the total time complexity is
independent of the number of sessions in the system. With the
extension of the RSE, the authors propose a two-dimensional
RSE architecture to implement a general shaper-scheduler. The
authors consider the problems of time-stamp overflow and
aging in implementing packet-fair queuing algorithms, and
they present an implementation architecture for the RSE to
demonstrate the feasibility of the proposed approach.

Liebeherret al. propose a novel approach to approximate
the sorted queue of an earliest-deadline-first scheduler. Their
paper “Priority Queue Schedulers with Approximate Sorting in
Output-Buffered Switches,” suggests using a set of prioritized
first-in/first-out (FIFO) queues that are periodically relabeled.
Since the scheme can be efficiently operated with a constant
number of pointer manipulations, the hardware implementation
becomes feasible. They also investigate the necessary and
sufficient conditions for the worst-case delays of the scheduler
with the approximate sorting, in addition to some numerical
results based on some MPEG video traces.

In the paper by Stephenset al., “Implementing Scheduling
Algorithms in High-Speed Networks,” the authors present an
architecture to implement a low-complexity high-performance
WFQ scheduler. They do this by restricting the number of
guaranteed rates that are supported. For ATM networks, this
helps simplify the job of sorting time stamps, policing, and
choosing the next cell to leave.

VI. BUFFER MANAGEMENT

Limited-buffering capability and low-latency requirements
demand better buffer management schemes for high-level
protocols such as TCP, HTTP, FTP, Telnet, etc. The paper,
“Buffer Management Schemes for Supporting TCP in Gigabit
Routers with Per-Flow Queueing,” investigates the extent to
which fair queueing (and its variants) can be employed in
conjunction with appropriately tailored buffer management
schemes. In the paper, Suteret al. suggest two schemes,
FQ-RND and FQ-LQD, and provide the best performance in
terms of throughput and fairness in various scenarios. They
also conclude that FCFS-RED, FQ-RED, or any other global
dropping policy performs very poorly when TCP competes
with more aggressive sources or in asymmetric networks with
perpetually congested reverse paths.

VII. L ABEL-SWITCHING ROUTERS

Label switching enables high-speed packet forwarding
based on the fixed length label attached to each packet.
A label-switching router (LSR) can forward traffic based
on its layer-3 addresses (maybe in conjunction with higher
layer information) or the label attached to it. Nagamiet al.
consider both the traffic-driven and topology-driven mapping
policies based on real backbone traffic traces in the paper
“Flow Aggregated, Traffic Driven Label Mapping in Label-
Switching Networks.” Their “flow aggregated traffic driven”
policy effectively reduces the number of required labels and
increases the cut-through ratio. Triggered by the actual arrival
traffic, the policy maps the same label for an aggregated packet
stream toward a specific destination.

A “VC-merging capable” LSR can map many IP routes into
the same VC label. The paper “Performance Issue in VC-
Merge Capable Switches for Multiprotocol Label Switching”
investigates the impact of VC merging on the buffering
requirement for the reassembly buffers. Widjajaet al. propose
a realistic architecture to support VC merging and also study
the performance of the proposed architecture based on both
analytical and simulation.

VIII. F IREWALL

To keep out unwanted IP traffic, an IP firewall filters
the traffic based on packet characteristics. Firewalls usu-
ally process entire IP packets, so in an ATM environment
cells would then need to be reassembled into packets be-
fore firewall processing occurs. Although there are next-
generation routers that can filter IP packets at wire speed,
it is not always desirable to terminate the layer-2 traffic
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at the firewall. ATM traffic can instead be filtered at the
signaling phase of connection setup. Xuet al. extend the basic
ATM functionality to perform packet-level (IP) filtering at
the maximum throughput of 2.88 Gbit/s in the paper “Design
and Evaluation of A High-Performance ATM Firewall Switch
and Its Applications.” Since the ATM firewall switch can
filter IP traffic without terminating the ATM connection, data
can flow through the ATM cloud at high speed and low
latency.
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