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Hippocampal participation in classical conditioning in terms of Grossberg's (1975) attentional

theory is described. According to the present rendition of this theory, pairing of a conditioned

stimulus (CS) with an unconditioned stimulus (US) causes both an association of the sensory

representation of the CS with the US (conditioned reinforcement learning) and an association

of the sensory representation of the CS with the drive representation of the US (incentive

motivation learning). Sensory representations compete among themselves for a limited-capacity

short-term memory (STM) that is reflected in a long-term memory storage. The STM regulation

hypothesis, which proposes that the hippocampus controls incentive motivation, self-excitation,

and competition among sensory representations thereby regulating the contents of a limited

capacity STM, is introduced. Under the STM regulation hypothesis, nodes and connections in

Grossberg's neural network are mapped onto regional hippocampal-cerebellar circuits. The

resulting neural model provides (a) a framework for understanding the dynamics of information

processing and storage in the hippocampus and cerebellum during classical conditioning of the

rabbit's nictitating membrane, (b) principles for understanding the effect of different hippocam-

pal manipulations on classical conditioning, and (c) numerous novel and testable predictions.

The neurophysiological basis of classical conditioning of
the rabbit's nictitating membrane (NM) has been the subject
of numerous studies in the past decades. Briefly, these studies
show that (a) acquisition of classical conditioning is still pos-
sible after hippocampal lesions (Schmaltz & Theios, 1972)
but not after lesions of cerebellar regions (Thompson, 1986),
(b) hippocampal lesions impair more complex conditioning
paradigms (Solomon & Moore, 1975), (c) some hippocampal
synapses show long-term potentiation (LTP) during acqui-
sition of classical conditioning (Weisz, Clark, & Thompson,
1984), (d) the acquisition of some classical conditioning par-
adigms can be facilitated by inducing LTP in the hippocam-
pus (Berger, 1984), (e) the activity of pyramidal cells in the

hippocampus reflects the temporal topography of rabbit NM
responses (Berger & Thompson, 1978b), and (f) this neural

activity depends on the integrity of cerebellar circuits (Clark,
McCormick, Lavond, & Thompson, 1984). These results pose
some intriguing questions about hippocampal participation
in classical conditioning: (a) Why do hippocampal lesions
seem to affect some but not other classical conditioning par-
adigms, (b) What is the functional meaning of hippocampal
LTP, (c) What is the functional meaning of the behavior-
related hippocampal neural activity, and (d) What are the
functional interactions between hippocampus and cerebel-
lum during classical conditioning?
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In an attempt to address some of the questions about hip-
pocampal involvement in classical conditioning, various at-
tentional models of hippocampal function have been pro-
posed. Although different authors had proposed that the
hippocampus participates in attentional processes (see
Schmajuk, 1985, for a review), it was not until recently that
attentional theories of the hippocampus received a mathe-
matical treatment that allowed them to generate accurate
descriptions of hippocampal function. The first attempt to
generate a precise attentional theory of hippocampal function
was submitted by Moore and Stickney (MS; 1980, 1982), in
which they described classical conditioning of the rabbit NM
response in a rendering of the Mackintosh (1975) attentional
model. The MS model incorporates an attentional rule that
"tunes in" relevant conditioned stimuli (CSs) and "tunes
out" irrelevant CSs. When tuned in, a CS increases the rate
at which it changes its associations with the unconditioned
stimulus (US). When tuned out, a CS decreases the rate at
which it changes its associations with the US. Moore and
Stickney (1980) proposed that hippocampal lesions prevent
poor predictors from being tuned out. Under the tuning-out
hypothesis, the MS model correctly described the effects of
hippocampal lesions in blocking and latent inhibition.

Schmajuk and Moore (1985, 1989) studied the effects of
various hippocampal manipulations on the classically con-
ditioned NM response in an elaborated rendering of the Moore
and Stickney (1980) model called the MSS model. Under the
tuning-out hypothesis suggested by Moore and Stickney
(1980), the MSS model correctly describes the experimental
effects of hippocampal lesions on delay conditioning, con-
ditioning under optimal interstimulus interval (ISI), condi-
tioned inhibition, extinction, latent inhibition, blocking, and
mutual overshadowing. The model, however, is inconsistent
with experimental findings describing the effects of hippo-
campal lesions on trace conditioning with shock as the US

82



NEURAL NETWORK APPROACH TO HIPPOCAMPAL FUNCTION 83

under short and long ISIs, trace conditioning with airpuff as

the US under long ISIs, discrimination reversal, and sensory

preconditioning. Schmajuk (1986) suggested that long-term

potentiation facilitates the tuning in of good predictors. Un-

der the tuning-in hypothesis the MSS model is unable to

describe the effects of hippocampal induction of long-term

potentiation in the acquisition of classical discrimination.

Under the assumption that hippocampal neuronal activity

is proportional to the magnitude of CS-US associations, the

MSS model describes hippocampal neuronal activity during

acquisition and extinction of classical conditioning.

A second computational attentional model of hippocampal

function was proposed by Schmajuk (1984) in which he de-

scribed the effect of hippocampal lesions in terms of Pearce

and Hall's (PH; 1980) attentional model. According to the

PH model, when a CS is followed by a US, a CS-US asso-

ciation (a prediction of the US by the CS) is formed. Changes

in CS-US associations are controlled by the absolute differ-

ence between the US intensity and the "aggregate prediction"

of the US, computed on all CSs present at a given time.

When the actual and predicted US are equal, no changes

occur in CS-US associations. Schmajuk (1984) hypothesized

that the hippocampus computes the aggregate prediction used

to control CS-US associations.

Schmajuk (1986, 1989; Schmajuk & Moore, 1985, 1988)

introduced a real-time version of Pearce and Hall's (1980)

attentional model, designated the SPH model. Hippocampal

lesions imply impairments in the computation of the aggre-

gate prediction. Under the aggregate prediction hypothesis,

the SPH model correctly describes the effect of hippocampal

lesions on delay conditioning, conditioning with short, op-

timal, and long ISI with a shock as US, conditioning with

long ISI and airpuff as the US, extinction, latent inhibition,

generalization, blocking, overshadowing, discrimination re-

versal, and sensory preconditioning. However, under the ag-

gregate prediction hypothesis, the SPH model has difficulty

describing the effect of hippocampal lesions on conditioned

inhibition and mutual overshadowing. The aggregate pre-

diction hypothesis assumes that LTP induction increases the

integration of multiple predictions into the aggregate predic-

tion by way of increasing CS-CS associations. Under the

aggregate prediction hypothesis, the SPH model has difficulty

describing the effects of LTP on discrimination acquisition.

The aggregate prediction hypothesis assumes that neural ac-

tivity in the hippocampus is proportional to the instanta-

neous value of the aggregate prediction. Under the aggregate

prediction hypothesis, the SPH model correctly describes

neural activity in hippocampus during acquisition but not

during extinction of delay conditioning. Recently, Schmajuk

(1990) applied the SPH model to the description of the effects

of hippocampal lesions in temporal discrimination and spa-

tial learning.

Although both the MSS and the SPH models describe the

effects of hippocampal manipulations in many classical con-

ditioning paradigms, neither one has been implemented as

a neural network. This limitation is particularly important

because a neural architecture is necessary for the design of a

model that can be mapped onto the brain and hippocampal

circuitry. Such a model would be able to close the gap be-

tween neuroanatomical structure and behavioral function.

In contrast to both the MSS and SPH models, Grossberg

(1975; Grossberg & Levine, 1987) proposed an attentional

neural network that describes classical conditioning. Given

the relative success of the MSS and SPH models, it seemed

reasonable to assume that when circuits that modulate at-

tention in Grossberg's (1975) model are related to hippo-

campal function, then the model would be able to describe

the effects of different hippocampal manipulations on clas-

sical conditioning. In addition, given the neural architecture

of the model, we assumed that the model would provide

clues regarding the functional anatomy of hippocampal cir-
cuitry.

Therefore, the present study contrasts experimental results

regarding hippocampal manipulations in classical condition-

ing with computer simulations using a modified version of

Grossberg's (1975) attentional model under an attentional

hypothesis of hippocampal function. Typical hippocampal

manipulations include hippocampal lesions (HL), induction

of hippocampal LTP, and blockade of hippocampal LTP.

The present article elaborates and extends the results pre-

sented in a previous article (Schmajuk & DiCarlo, 1990).

Neurobiological Constraints

This section reviews neurophysiological and anatomical

data to establish the constraints for a neural model of hip-

pocampal function based on Grossberg's (1975) attentional

model.

Intrinsic Hippocampal Circuit

The hippocampal circuit can be divided in four regions:

the entorhinal area, the subicular complex, fields CA1 to

CA3, and the dentate gyrus. The "trisynaptic circuit" begins

in the entorhinal cortex neurons, which project their axons

to the dentate gyrus through the perforant path. In the dentate

gyrus, the granule cells send their axons (mossy fibers) to the

pyramidal cells in the CA3 field. In addition to the mossy

fibers, the CA3 region receives a direct input from the per-

forant path. The CA3 pyramids send information to the CA1

pyramids through the Schaffer collateral system. In addition

to Shaffer collaterals, the CA1 region also receives a direct

input from the perforant path. The CA3 axons go (through

the fimbria) to the lateral septal region, and the CA1 axons

go (through the alveus) to the subiculum and entorhinal area.

This last projection "closes" the trisynaptic circuit. Local

circuits also play an important role: Recurrent collaterals

from pyramidal cells excite basket cells, which in turn me-

diate a powerful inhibition of pyramidal cells.

For a relatively long time, it was assumed that the inter-

connections between the different hippocampal fields were

organized in "lamellas" transverse to the rostrocaudal axis

of the hippocampus (Andersen, Bliss, & Skrede, 1971). Re-

cently, however, Squire, Shimamura, and Amaral (1989) and

Amaral and Witter (1989) suggested that hippocampal or-

ganization is three-dimensional, a notion that differs sharply
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from the classical view that regards the hippocampus as a
series of isolated lamellas.

As reviewed by Squire et al. (1989), the entorhinal cortex
receives inputs mainly from the parahippocampal and per-
irhinal cortical regions, the temporal gyrus, the insular cortex,
the orbitofrontal cortex, and the retrosplenial region of the
cingulate cortex. Each of these regions receives inputs from
several unimodal and polymodal association cortices. Neural
populations in the entorhinal cortex receive both unimodal
and polymodal sensory information (Lopez De Silva et al.,
1985; Vinogradova, 1975). Interestingly, although the degree

of multimodal convergence is about 60%, different modali-
ties and even stimuli within the same modality (e.g., tones
of different frequencies) produce different activity patterns
(Vinogradova, 1975).

Layer II in the lateral portions of the entorhinal cortex,
which receive neocortical inputs, innervates the caudal den-
tate gyrus, and layer II in the medial portions of the entorhi-
nal cortex, which receive limbic inputs, innervates rostral
levels of the dentate gyrus (Ruth, Collier, & Routtemberg,
1982, 1988). According to Squire et al. (1989) and Amaral
and Witter (1989) there is a considerable convergence of
entorhinal cells on granule cells. The axons of the granule
cells (the mossy fibers) connect to CAS pyramidal cells. Ac-
cording to Squire et al. (1989) and Amaral and Witter (1989)
the dentate gyrus-CA3 projection is the most lamellar of all
intrahippocampal connections.

Pyramidal cells in CA3 originate an associational projec-
tion that connects all the rostrocaudal levels of the CA3
region. Schaffer collaterals originating in CA3 pyramidal cells
also innervate CA1 pyramidal cells. The Schaffer collaterals
arising from any particular level of CA3 terminate through-
out much of the rostrocaudal levels of the CA1 region. There-

fore, the CA3 field has associational connections that link all
rostrocaudal levels of the hippocampus. These connections
allow inputs at one rostrocaudal level to influence processing
at all other levels of the hippocampus. Interestingly, different
subsets of CA1 cells are activated by CA3 cells located in
different transverse positions. In addition to its CA1 projec-
tions, CA3 cells project to the lateral septum through the
fornix.

The CA1 field projects primarily to the suhiculum. which
in turn projects to the anterior thalamus, mammillary nu-
cleus, and to layers II and III in the entorhinal cortex. Cells
in the entorhinal cortex that do not project to the dentate
gyrus project to the parahippocampal gyrus, the orbitofrontal
cortex, and the insula.

In summary, Squire et al. (1989) and Amaral and Witter
(1989) advocate the idea that the hippocampus is a three-
dimensional region with important information processing
taking place in both the lamellar and rostrocaudal axes.

Lang-Term Potentiation and Afierhyperdepolarization
Effects

The functional connectivity of the hippocampal circuitry
can be modified either by changing the efficacy of several of
its synapses (LTP) or by reducing the afterhyperdepolariza-

tion (AHP) of some its neurons. LTP has been found in
different hippocampal synapses, including perforant path-
dentate gyrus synapses, mossy fiber-CA3 synapses, Schaffer
collateral-CA 1 synapses, CA3-contralateral CA3 synapses,
and perforant path-CAl synapses (see Bliss & Lynch, 1988,
fora review). Recently, Yeckeland Berger (1989) found LTP
in perforant path-CA3 synapses. Decreased AHP has been
reported in CA1 pyramidal cells (Disterhoft, Coulter, & Al-
kon, 1986, 1988).

Several approaches have been undertaken to study the
relationships between plastic changes in the hippocampal
circuit and classical conditioning. One approach is to deter-
mine functional changes in the hippocampus generated dur-
ing classical conditioning. Weisz, Clark, and Thompson (1984)
demonstrated that the efficacy of the perforant path-dentate
gyrus granule cell synapse is increased during classical con-
ditioning of the rabbit NM response. Also using the rabbit
NM preparation, LoTurco, Coulter, and Alkon (1988) showed
that classical conditioning enhances the subsequent synaptic
potentials induced by high-frequency stimulation of the Shaf-
fer-CAl pyramidal cell synapse. This enhancement may be
due to a decrease in the AHP of CA1 pyramidal cells (Dis-
terhoft, et al., 1986; Disterhoft, Coulter, & Alkon, 1988;
Disterhoft, Golden, Read, Coulter, & Alkon, 1988).

A second approach to the study the relationships between
plastic changes in the hippocampal circuit and classical con-
ditioning is to investigate the effect of LTP induction on
different classical conditioning paradigms. Berger (1984) found
that entorhinal cortex stimulation that produced LTP in-
creased the rate of acquisition of a two-tone classical dis-
crimination of the rabbit NM response. Recently, Robinson,
Port, and Berger (1989) showed that kindling of the hippo-
campal perforant path-dentate gyrus projection (a procedure
that, among other effects, induces LTP) facilitates discrimi-
nation acquisition but impairs discrimination reversal.

A third approach to the study of the correlation between
hippocampal plastic changes and classical conditioning is to
block endogenous LTP and to determine the effect on clas-
sical conditioning. Although the effect of LTP blockade has
not yet been studied in classical conditioning, it has been
examined in spatial learning. For instance, Morris, Ander-
son, Lynch, and Baudry (1986) showed that application of
o-amino-phosphovalerate (APV), an antagonist of the
JV-methyl-D-aspartate (NMDA) class of glutamate receptor,
impairs spatial learning in a water maze task but not a visual
discrimination task. Similarly, application of protein kinase
C inhibitors, which block LTP maintenance (Lovinger, Wong,
Murakami, & Routtenberg, 1987), attenuates learning of a
passive avoidance task (Ali, Bullock, & Rose, 1988).

Based on data from Levy and Steward (1979), Levy, Bras-
sel, and Moore (1983) described an associative synaptic
learning rule of the perforant path-dentate gyrus that de-
scribes how that pre- and postsynaptic activity regulate LTP.
Levy et al. (1983) proposed that perforant path-dentate gyrus
synapses change according to m = y(hx — m), where m is
the current value of the synaptic efficiency, x is the frequency
of the presynaptic activity, y is the net amount of postsynaptic
excitation, and A is a positive constant. According to Levy
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et al. (1983), LTP increases when pre and postsynaptic neu-

rons are active together (y > 0 and x > 0) and decreases

when the postsynaptic neuron is active (y > 0) but the pre-

synaptic neuron is inactive (x = 0). In agreement with Levy

and Steward (1979), Kelso, Ganong, and Brown (1986) found,

in accordance with Hebb's postulate for learning, that re-

petitive postsynaptic spiking enabled enhancement of CA3-

CA1 synapses that showed concurrent presynaptic activity.

However, in contrast with Levy and Steward (1979), Stanton

and Sejnowski (1989) found that LTP in subiculum-CAl

synapses decreases when the potentiated input is active in

the absence of activation of the postsynaptic neuron.

In summary, the connectivity of hippocampal neurons un-

dergoes endogenous changes during classical conditioning,

and when these changes are externally induced, classical con-

ditioning is facilitated. The rules that govern changes in neu-

ral connectivity through LTP have been experimentally as-

sessed.

Neuronal Activity

In the rabbit NM preparation, hippocampal activity during

classical conditioning is positively correlated with the to-

pography of the CR. During acquisition, increments in hip-

pocampal unit activity precede the acquisition of the NM

CR by over 100 trials (Berger, Alger, & Thompson, 1976).

More specifically, Berger and Thompson (1978b) and Berger,

Rinaldi, Weisz, and Thompson (1983) found that CA1 and

CA3 pyramidal cells were characterized by an increase in

frequency of firing over conditioning trials and by a within-

trials pattern of discharge that models the NM response.

Berger, Clark, and Thompson (1980) found that the activity

correlated with the CR was present also in the entorhinal

cortex but was amplified over trials in CA1 and CA3 hip-

pocampal regions. Lesions of the dentate and interpositus

cerebellar nuclei ipsilateral to the trained eye caused abolition

of both the CR and the conditioned increases in hippocampal

CA1 neural activity evoked by the CS (Clark et al., 1984).

During extinction, Berger and Thompson (1982) found that

pyramidal cells in the dorsal hippocampus decreased their

frequency of firing correlated with behavioral extinction dur-

ing the US period but in advance to behavioral extinction

during the CS period. Hoehler and Thompson (1980) ob-

served that when the ISI was changed, the peaks of both the

hippocampal unit response and the behavioral topography

shifted in the same direction. Solomon, Vander Schaaf,

Thompson, and Weisz (1986) reported that during trace con-

ditioning, there was a significant increase in hippocampal

CA1 activity during the CS and trace period early in con-

ditioning. Later in conditioning there was no neural activity

during the CS period but only during the trace interval.

In addition to CR-related neural activity, other types of

activity have been also recorded from hippocampal regions.

For instance, Vinogradova (1975) found that neural activity

in CAS and CA1 pyramidal neurons, the dentate gyrus, and

the entorhinal cortex of the rabbit was correlated with the

presentation of sensory stimuli (tones and light). Activity in

CA3 and CA1 showed habituation after repeated presenta-

tion of the stimuli. Berger et al. (1983) also reported that

theta-cells respond during paired conditioning trials with a

rhythmic 8-Hz bursting pattern. Weisz et al. (1984) found

that granule cells in the dentate gyrus exhibited a CS-evoked

theta firing when rabbits were trained with a CS followed by

a US but not when they were trained with CS and US un-

paired presentations.

In summary, in the rabbit NM preparation, neural activity

in the hippocampus is correlated with the temporal topog-

raphy of the NM response and the presentation of sensory

stimuli.

Hippocampal-Cerebellar Regional Interactions in
Classical Conditioning

As already mentioned, the hippocampus is not essential

for the acquisition or maintenance of classical conditioning.

Instead, experimental evidence from the NM response prep-

aration suggests that the association of the CS representation

and the US would be mediated by plastic changes at the

interpositus nucleus of the cerebellum, at the Purkinje cells

of the hemispheric portion of cerebellar lobule VI, or at both

(see Thompson, 1986, for a review). Sensory representations

of the CS reach the interpositus nucleus and the cerebellar

cortex via mossy fibers from the pontine nuclei, and the US

reaches the interpositus nucleus and the cerebellar cortex via

climbing fibers from the inferior olive. CR representation

activity originates in the cerebellar lobule VI, the interpositus

nuclei, or both, is relayed to the contralateral red nucleus,

and reaches the contralateral accessory abducens nuclei where

the NM response is controlled.

As already mentioned, the activity of pyramidal cells in

the dorsal hippocampus correlates with the topography of

rabbit NM response. Clark et al. (1984) found that this hip-

pocampal neuronal activity disappears after cerebellar ab-

lation, supporting the idea that CS-US associations are stored

in cerebellar areas and not in the hippocampus. Information

about the behavioral response might be conveyed to the hip-

pocampus through cerebellar-thalamic-cortical pathways (see

Ito, 1984).

The hippocampus might modulate classical conditioning

of the NM through several pathways. A hippocampal-retro-

splenial cortex projection via the subiculum reaches the ven-

tral pons (Berger, Bassett, & Weikart, 1985; Berger, Swanson,

Milner, Lynch, & Thompson, 1980; Berger et al., 1986; Sem-

ple-Rowland, Bassett, & Berger, 1981). A cingulopontine

projection has been described by Weisendanger and Weisen-

danger (1982) and confirmed by Wyss and Sripanidkulchai

(1984). By modulating the pontine nucleus and thereby its

mossy fiber projections to the cerebellar cortex and inter-

positus nucleus, hippocampal-cerebellar projections would

modulate learning processes in the cerebellum (Berger et al.,

1986; Steinmetz, Logan, & Thompson, 1988).

In summary, CS sensory representation-US associations

seem to be stored in cerebellar regions, and information about

these associations are relayed to the hippocampus, which in

turn might modulate the activity of the sensory input to

cerebellar areas.
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The STM Regulation Hypothesis of
Hippocampal Function

Grossberg's (1975) Attentional Network

Briefly, Grossberg's (1975) theory suggests that a CS ac-
tivates neural populations whose activity constitutes a sen-
sory representation, or short-term memory (STM), of the CS.
A US activates neural populations of the drive representation
of the US. Sensory representations compete among them-
selves for a limited-capacity STM activation that is reflected
in a long-term memory (LTM) storage. The pairing of a CS
with a US causes a long-term association of the sensory rep-
resentation of the CS with the drive representation of the US
(conditioned reinforcement learning). In addition, the pairing
of the CS with the US causes a second long-term association
of the drive representation of the US with the sensory rep-
resentation of CS ("incentive motivation" learning). (Al-
though incentive motivation has mainly an appetitive con-
notation, in the Grossberg model the term applies to both
appetitive and aversive USs). Incentive motivation associ-
ations reflect the association of the US with a CS represen-
tation and mediate the enhancement of the sensory repre-
sentation of the CS according to the strength of this association.

An attentional network based on Grossberg (1975) archi-
tecture is shown in Figure 1. A CS activates sensory-repre-
sentation nodes (Xn). According to Grossberg (1975) and in
agreement with Hebb (1949), STM is sustained by a positive
feedback loop. A US activates neural populations of the drive
representation (Y). Simultaneous activation of the drive rep-
resentation and CS sensory representations causes X:l to be-
come associated with the output of the drive representation.
This LTM association is implemented by an increase in the
synaptic weight (V,). After A",, becomes associated with the
drive representation, Y, it becomes a secondary reinforcer
for other CSs. In the original Grossberg model, simultaneous
activation of the drive representation and a sensory repre-
sentation causes the drive representation Y to become as-
sociated with Xn. In the present rendering of the Grossberg
network, simultaneous activation of the drive representation
and a sensory representation causes X,, to become associated
with the drive representation Y. This LTM association is
implemented by an increase in the synaptic weight (Z,). Con-
ditioning of the X,,-XI2 pathway increases Xn sensory rep-
resentation by incentive motivation. A sensory cue with large
V, and Z, can augment the STM activity of its sensory rep-
resentation. Sensory representations compete among them-
selves for a limited STM capacity, which is implemented by
letting STM activity Xn be excited by CS, and inhibited by
the sum of all other STM activities, 1Jfl X}1. Through this
competition, CSs with strong V-, and Z> inhibit CSs with weak
V, and Z,.

STM activity translates into permanent LTM traces. Stim-
uli with strong STM (strong sensory representations) change
their V, and Z, faster than stimuli with weak STM. Therefore,
stimuli with strong STM acquire stronger V, associations than
stimuli with weak STM, when presented with the US. The
way STM activation is reflected in LTM storage in different

CS1 CS2

X12 X22

US CR «• UR

Figurel. Diagram of Grossberg's (1975; Grossberg & Levine, 1987)

attentional network for classical conditioning. (Conditioned stimuli,

CS, and CS2, activate sensory representations, XM and X;,, which

compete among themselves for a limited capacity short-term mem-

ory. Sensory representations, X,, and X2I, become associated with
the unconditioned stimulus [US] by changing synaptic weights V,

and Vj [conditioned reinforcement learning]. X,, and X2, also be-

come associated with output Y by changing synaptic weights Z, and

Z2 [incentive motivation learning]. Arrows represent fixed connec-

tions. Triangles represent modifiable connections.)

classical conditioning paradigms will be illustrated through-
out the text. A formal description of the model is presented
in Appendix A.

In summary, the Grossberg network comprises STM vari-
ables (sensory representations, X,,, incentive motivation rep-
resentations, XI2, and drive representations, Y), that refer to
the activity of neural populations and LTM variables (CS
representation-US associations, V,, and incentive motiva-
tion associations, Z,) that refer to the connectivity between
neural populations. STM is modulated by three circuits: (a)
an incentive motivation loop (Xn - Xn - X,,),. (b) a com-
petition loop (2,,̂ .,), and (c) a self-excitation loop (Xtl).
STM activity translates into permanent LTM traces.

A Neural Model of Hippocampal-Cerebellar

Interactions

Because Grossberg's model is described as a neural archi-
tecture, the STM regulation hypothesis can be denned by
specifying which nodes and connections in Grossberg's neu-
ral network are part of different brain circuits. Consequently,
this section describes how nodes and connections might be
mapped onto different brain regions under the constraints of
the regional hippocampal-cerebellar circuits already de-
scribed. This mapping refers mainly to the rabbit NM prep-
aration.

In the Grossberg and Levine (1987) network, the level of
processing assigned to CS/ (selective attention), is determined
by the magnitude of the sensory representation (Jfn) stored
in STM. In the network shown in Figure 1, STM is modulated
by three circuits: (a) an incentive motivation loop (X:, — Xa

- X,,), (b) a competition loop (SJfl Xn), and (c) a self-exci-
tation loop (Xn). Because classical conditioning paradigms
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involving selective attention are impaired by HL, Schmajuk

and DiCarlo (1989) suggested that these circuits are part of

the hippocampus. Because these circuits modulate STM,

Schmajuk and DiCarlo referred to this hypothesis as the STM

regulation hypothesis of hippocampal function.'

In view that (a) classical conditioning is still possible after

hippocampal lesions, (b) classical conditioning is not possible

after cerebellar lesions, and (c) induction of hippocampal

LTP does not cause classical conditioning (but only facilitates

discrimination acquisition), we propose that associations be-

tween sensory representations and the US, V,, are stored in

cerebellar areas, thereby controlling the generation of CRs.

To the extent that (a) the activity of pyramidal cells in the

hippocampus reflects the temporal topography of rabbit NM

responses and (b) this neural activity depends on the integrity

of cerebellar circuits, we assume that an output copy of the

CR is relayed from cerebellar areas to the hippocampus.

Because endogenous hippocampal LTP is found during

classical conditioning, we suggest that incentive motivation

associations, Z,, are stored in the hippocampus in the form

of LTP. Importantly, rules describing changes in Z, in the

model (see Appendix A) are similar to those describing changes

in hippocampal LTP (Kelso et al., 1986; Stanton & Sejnow-

ski, 1989). Because hippocampal lesions seem to impair sav-

ings effects (see Acquisitions-Extinction Series: Savings Ef-

fects), we assume that Z, changes at a slower rate than V,

does. This rate difference implies that incentive motivation

associations stored in the hippocampus are not lost even

when A5,,-US cerebellar associations, V,, have been extin-

guished (i.e., the hippocampus has a memory of past asso-

ciations even when they have been extinguished in the cer-

ebellum).

Finally, because the hippocampus projects to the sensory

inputs to cerebellar areas in the pontine nuclei through retro-

splenial and cingulate pathways, we suggest that hippocampal

outputs controlling self-excitation (A"rl), incentive motivation

(JT,,-Z,), and competition (ZJflXlt) act on the pontine nuclei,

modulating the magnitude of sensory representations that

reach the cerebellum.

Figure 2 shows a schematic diagram of the hippocampal-

cerebellar interconnections and the mapping of variables in

the Grossberg (1975) model according to the STM regulation

hypothesis. Sensory representations X, at the pontine nuclei

are modulated by inputs from the retrosplenial cortex before

acting on cerebellar areas. In the cerebellum, these sensory

representations are associated with US information arriving

from the inferior olive. The cerebellar output (Y) reflects the

magnitude of the AV-US association, V,, and generates a CR

by acting on the red nucleus. An output copy of Y and sensory

representation X, are relayed from cerebellar areas to the

thalamus and eventually to the entorhinal cortex and the

hippocampus. Information about (a) incentive motivation

(Xa), (b) competition (2,,,A^,), and (c) self-excitation (Xn) is

computed in the hippocampus. Hippocampal outputs regu-

late sensory representations at the pontine nuclei through

retrosplenial pathways, thereby controlling changes in cere-

bellar associations, Vt.

Lesions of the hippocampus produce important changes

in STM. First, sensory representations are no longer en-

hanced (through incentive motivation associations) by their

previous pairing with the US. Second, sensory representa-

tions no longer compete for a limited capacity STM. Third,

sensory representations are shorter because they are no longer

enhanced through self-excitation. Fourth, the remaining cir-

cuit cannot store incentive motivation values in LTM. Not-

withstanding all these changes in STM, the system is still

capable of storing V, associations in cerebellar areas.

A Neural Model of the Hippocampus

The previous section denned the STM regulation hypoth-

esis by proposing how nodes and connections regulating at-

tention in Grossberg's (1975) neural network are mapped

onto hippocampal-cerebellar regional circuits. This section

attempts to map the network onto the intrinsic circuitry of

the hippocampus. The result is entirely compatible with the

STM regulation hypothesis; that is, nodes and connections

assumed to be part of the hippocampus are now mapped

onto a three-dimensional intrinsic hippocampal circuit.

Whereas the regional hippocampal-cerebellar mapping con-

templates the problem of hippocampal function, the intrinsic

mapping concerns the problem of the function of the different

hippocampal fields.

The mapping of the Grossberg network onto the intrinsic

circuit of the hippocampus is constrained by the three-di-

mensional organization of the hippocampus, the firing char-

acteristics of hippocampal neurons, and the hippocampal

distribution of potentiable synapses, cited previously (see

Neurological Constraints). Figure 3 shows a schematic dia-

gram of some of the major intrinsic connections of the hip-

pocampal circuitry, based on Shepherd (1979) and Squire et

al.'s (1988) descriptions. Variables in the Grossberg model

have been mapped onto this diagram under the considera-

tions presented next.

As mentioned before, Berger et al. (1976; 1983) and Berger

and Thompson (1978a) found that neurons in entorhinal

cortex and CA1 and CA3 pyramidal cells modeled the be-

havioral response. In consequence, the neural network shown

in Figure 3 shows a copy of the behavioral response, Y,

present in entorhinal cortex and relayed to CA3 and CA1

regions.

Vinogradova's (1975) data show that neural activity in

CA3 and CA1 pyramidal neurons, the dentate gyrus, and the

entorhinal cortex is correlated with the presentation of sen-

sory stimulus. Therefore, Figure 3 shows sensory represen-

tations Xn in these regions. In agreement with Vinogradova's

(1975) data, the activity of these neurons extends well beyond

the duration of the physical stimulation, in a way that re-

sembles the sensory representations Xn described in the pres-

1 The Schmajuk and DiCarlo (1989) approach differs from Gross-
berg's (1975) suggestion that sensory representations X,,, the self-
excitation loop, and incentive motivation associations Z, were lo-
cated in the neocortex and that self-excitation and competition among
drive representations and V, associations were located in the hip-
pocampus.
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Figure 2. The short-term memory regulation hypothesis: Mapping of Grossberg's (1975) network

onto a schematic diagram of hippocampal-cerebellar interconnections. (A conditioned stimulus, CS,
activates a sensory representation. Xn, in the colliculus and is relayed to the pontine nuclei. Sensory

representation X,, becomes associated with the unconditioned stimulus [US] by changing synaptic

weights V|, possibly either in the interpositus nucleus or cerebellar cortex. X,, becomes associated

with output Y by changing synaptic weights Z,, in the form of hippocampal long-term potentiation.

Sensory representations compete among themselves for a limited capacity short-term memory [STM].

Sensory representations also sustain a self-excitatory feedback loop. Hippocampal lesions preserve

CS-US connections but eliminate hippocampal modulation of STM of sensory representations at the

pontine nuclei. Arrows represent fixed connections. Triangles represent modifiable connections.)

ent article (see Acquisition of Delay and Trace Conditioning).

Figure 3 shows pyramidal cells labeled Xn and X^ that re-
ceive sensory representations Xlt or X2I from the entorhinal
cortex. These populations are assumed to be part of the pos-
itive feedback loop in the Grossberg model.

The mapping of synapses storing incentive motivation as-
sociations Z, (i.e., the association between sensory represen-
tations X, with CR-related activity Y) is successively con-
strained by different pieces of experimental data. First, Z,
can be mapped only onto hippocampal synapses that show
LTP (perforant path-CA3, perforant path-CA 1, Schaffer col-
lateral-CAl, CA3-contralateral CA3, perforant path-den-
tate gyrus, mossy fiber-CA3 synapses). Second, Z, represents
the connection strength between a neuron coding sensory
representation X, with a neuron that receives CR-related in-
formation 7 (perforant path-CA3, perforant path-CAl,
Schaffer collateral-CAl, mossy fiber-CA3 synapses). Third,
data showing that neural activity in entorhinal cortex might
be amplified (Bergeretal., 1980) or attenuated (Vinogradova,
1975) in region CAS suggest that Z, represents the variable
connection strength of a synapse between the entorhinal cor-
tex and CA3 (a perforant path-CA3 NMDA synapse or a
mossy fiber-CA3 non-NMDA synapse). Fourth, in view that

the rules describing changes in Z, in the model (see Appendix
A) are similar to those describing changes in LTP at NMDA
synapses (Kelso et al., 1986; Stanton & Sejnowski, 1989), we
assume that Z, represents the plastic connectivity of the per-
forant path-CA3 NMDA synapse. Figure 3 shows CA3 py-
ramidal cells labeled X[2 and X22 that receive a strong CR-
related input 7and a weak sensory input Xu or X2, from the
entorhinal cortex. The output of these neurons, proportional
to the weak input X,, multiplied by the weight of the mod-
ifiable synapse Z,, is conveyed to the CA1 regions. These
pyramidal populations are assumed to be part of the incen-
tive motivation loop in the Grossberg model.

Amaral and Witter's (1989) data show that the hippocam-
pus is a three-dimensional region and that information pro-
cessing takes place both in the lamellar axes and the ros-
trolcaudal axis. Therefore, Figure 3 shows that pyramidal
cells labeled A',, and X2, in the CA1 region receive sensory
representations from a different lamella. To compute 2,,^,,
these populations should receive inputs from many rostra-
caudal levels of the hippocampus. These populations are
assumed to be part of the competition loop in the Grossberg
model.

Finally, the outputs of CA1 integrating positive feedback,
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Figure 3. The short-term memory regulation hypothesis: Mapping of Grossherg's (1975) network
onto a three-dimensional schematic diagram of the hippocampal circuit. (The basic circuit diagram
of the hippocampus includes two hippocampal lamellas, each one drawn after Shepherd [1979]. CA1
= region superior, CA3 = regio inferior; DO = dentate gyrus; EC = entorhinal cortex; PN = pontinc
nuclei. Circuits regulating short-term memory by storing incentive motivation values [Z, and ZJ,
mediating self-excitation, and mediating competition among sensory representations are assumed to
be part of the hippocampal circuit. Circuits storing conditioned stimulus-unconditioned stimulus [CS-
US] associations [V, and V2] are assumed to be in cerebellar areas of the brain. Solid circles represent
fixed excitatory connections, open circles represent fixed inhibitory connections, and triangles represent
modifiable excitatory connections.)

incentive motivations, and competition loops regulate,

through inhibitory and excitatory pathways, sensory repre-

sentation activities (Jf,, and X2l) in cerebellar areas where

the LTM of X,—VS associations is stored.

Computer Simulations

Within the framework of the circuit presented in Figure 2,

the effect of hippocampal manipulations are easily described:

Hippocampal lesions eliminate incentive motivation, com-

petition, and self-excitation among sensory representations;

induction of hippocampal LTP increases the stored values

of incentive motivation of all stimuli; and LTP blockade

maintains constant values of incentive motivation of all stim-

uli. A formal description of these manipulations is presented

in Appendix B.

The following sections contrast experimental results re-

garding hippocampal manipulations in classical conditioning

with computer simulations using the neural model presented

in Figure 2. Parameters used in the simulations are shown

in Appendix C. Simulated hippocampal manipulations in-

clude HL, induction of hippocampal LTP, hippocampal kin-

dling, and blockade of hippocampal LTP in the following

paradigms: (a) acquisition of delay and trace conditioning,

(b) extinction of delay and trace conditioning, (c) acquisition-

extinction series of delay conditioning, (d) latent inhibition,

(e) blocking, (f) overshadowing, (g) discrimination acquisi-

tion, (h) discrimination reversal, and (i) secondary reinforce-

ment.

Acquisition of Delay and Trace Conditioning

Experimental data. The effects of HL on acquisition of

classical conditioning have been studied under a wide variety

of experimental parameters, including different combina-

tions of CS and US durations, ISIs, and types of US.

Acquisition of delay conditioning has been reported to be

unaffected or facilitated by HL. Schmaltz and Theios (1972)

found that HL animals showed faster acquisition using a 250-
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Table 1

Experimental Results of the Acquisition and Extinction of Classical Conditioning After Lesions of the Hippocampal System

Reference

Berger and Orr (1983)

James, Hardiman, and Yeo (1987)

Moyer, Deyo,

Port, Mikhail,

and Disterhoft( 1990)

and Patterson (1985)

CS

850ms
1000 Hz
85 dB

250ms
white noise
90 dB

100ms
6000 Hz
90 dB

800ms
tone
90 dB

US

100ms
airpuff
210 g/cm

50ms
shock
2.5mA

150ms
airpuff
2.5 psi
150ms
airpuff
2.5 psi

50ms
shock
2.5mA

ISI

750ms

750ms

300ms

500ms

150ms

Results

normal acquisition
normal extinction

shorter onset latency
normal acquisition

normal CR onset latency
normal acquisition
deficit in extinction
shorter CR onset latency
deficit in acquisition

shorter CR onset latency
faster acquisition

300 ms normal CR onset latency
normal acquisition

600 ms normal CR onset latency
normal acquisition

Port and Patterson (1984)

Port, Romano, Steinmetz, Mikhail, and Patterson (1986)

Schmaltz and Theios (1972)

Solomon and Moore (1975)

Solomon, Vander Schaaf, Thompson, and Weisz (1986)

500ms
tone
90 dB

250ms
tone
92 dB
250ms
tone
90 dB

250ms
2000 Hz
92 dB

450ms
1200 Hz
76 dB

250ms
white noise
85 dB

50ms
shock
2.5mA

50ms
shock
2.5mA
100 ms
airpuff
210 g/cm

50ms
shock

50ms
shock
2mA

100 ms
airpuff
3 psi

450ms

750ms

750ms

250ms

450ms

750ms

shorter CR onset latency
normal acquisition

longer CR onset latency
normal acquisition

shorter CR onset latency
normal acquisition

faster acquisition
normal extinction

normal acquisition

shorter CR onset latencies
slower acquisition

Note. CS = conditioned stimulus; US = unconditioned stimulus; ISI = interstimulus interval; CR = conditioned response.

ms CS, a 50-ms shock US, and a 250-ms ISI. Solomon and

Moore (1975) found that HL animals displayed normal ac-

quisition using a 450-ms CS, a 50-ms shock US, and a 450-

ms ISI. Berger and Orr (1983) found normal acquisition,

using a 850-ms CS, a 100-ms airpuff US, and a 750-ms ISI.

Port and Patterson (1984) found that HL animals showed

shorter CR onset latency and normal acquisition rate using

a 500-ms CS, a 50-ms shock US, and a 450-ms ISI. Port,

Mikhail, and Patterson (1985) found shorter CR onset la-

tency and faster acquisition, using a 800-ms CS, a 50-ms

shock US, and 150-ms ISI. When the ISI was extended to

300 ms, they found that HL animals showed normal CR

onset latency, and normal acquisition. Finally, with a 600-

ms ISI, they found that HL animals showed normal CR onset

latency and acquisition.
Acquisition of trace conditioning has been reported to be

impaired or unaffected by HL. Port, Romano, Steinmetz,

Mikhail, and Patterson (1986) reported that HL rabbits

showed longer CR onset latency and normal acquisition, us-

ing a 250-ms CS, a 50-ms shock US, and a 750-ms ISI. When

the shock US was replaced by a 100-ms airpuff US, they

found that HL animal showed shorter CR onset latency and

normal acquisition. Solomon et al. (1986) reported shorter

CS onset latencies and slower acquisition in HL rabbits using

a 250-ms CS, a 100-ms airpuff US, and a 500-ms ISI. James,

Hardiman, and Yeo (1987), reported normal acquisition and

shorter onset latency, using a 250-ms CS, a 50-ms shock US,

and a 750-ms ISI. Recently, Moyer, Deyo, and Disterhoft

(1990) found normal CR onset latency, normal acquisition,

using a 100-ms CS, a 150-ms airpuff US, and a 300-ms ISI.

However, they found shorter CR onset latency and deficit in

acquisition, when the ISI was 500 ms.

Table 1 shows a summary of the different results obtained

with different CS and US durations, ISIs, and US types,

during acquisition and extinction of conditioning. At a first

sight, it seems difficult to find principles to decide whether

or not a given experiment will be affected by hippocampal

lesions. As we show later, it is the combination of variables

used in the experimental design (e.g., the combination of CS

duration and ISI) rather than the type of paradigm (e.g., delay
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Figure 4. Effect of different bippocampal manipulations on acquisition of classical conditioning. (N
= normal case; H = hippocampal lesion case; P = long-term potentiation [LTP] case; B = LTP
blockade case. Left panels: Real-time simulated conditioned and unconditioned response in 10 re-
inforced trials. First trial is represented at the bottom of the panel. Right panels: Peak conditioned
response [CR] = peak CR as a function of trials; X = average A",, as a function of trials; V = K, as a
function of trials; Z = Z, as a function of trials.)



92 NESTOR A. SCHMAJUK AND JAMES J. DiCARLO

CS 100 msec

350
CR Amplitude

0 100 200 300 400 500 600 700 800

Interstimulus interval (msec)

CS 200 msec

CR Amplitude

100 200 300 400 500 600 700 BOO

Interstimulus interval (msec)

Figure 5. Effect of hippocampal lesions on Interstimulus interval (ISI) curves. (Peak conditioned
response [CR] amplitude for normal and hippocampal lesion cases after 20 reinforced trials for different
ISIs and different conditioned stimulus durations [100 and 200 ms]. Peak CR amplitude is expressed

as a percentage of the maximum peak CR of normal animals over all ISIs.)

vs. trace conditioning) that serves as a predictor for many
experimental outcomes.

No data is available on the effect of LTP induction or LTP
blockade on delay and trace conditioning.

Computer simulations. Figure 4 shows real-time simu-
lations of 10 trials in a delay conditioning paradigm with a
400-ms CS, 50-ms US, and 350-ms ISI, for normal, HL, LTP
induction, and LTP blockade cases. In the normal case, CR
amplitude, Xt, V,, and Z, increase over trials. In the HL
case, CR amplitude and V, increase at the same rate as the

normal case but both achieve a higher asymptotic value.
Because Z, is always zero in the HL case, X, remains small
and constant over trials. In the LTP case, because Z, and
therefore X, are large, CR amplitude and Vt increase over
trials at a faster rate than in the normal case. Z, gradually
decreases from its induced value to the value sustained by
the network. Finally, in the LTP blockade case CR amplitude
and V, increase over trials and achieve a slightly lower value
than in the normal case. Because Z, is constant in the LTP
blockade case, X, remains constant over trials.
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Figure 6. Effect of hippocampal lesions on Interstimulus interval (LSI) curves. (Peak conditioned
response [CR] amplitude for normal and hippocampal lesion cases after 20 reinforced trials for different
ISIs and different conditioned stimulus durations [400 and 800 ms]. Peak CR amplitude is expressed
as a percentage of the maximum peak CR of normal animals over all ISIs.)

Figures 5 and 6 show peak CR amplitude over 20 acqui-

sition trials with 100-, 200-, 400-, and 800-ms CSs; 0-, 100-,

300-, 400-, 500-, 600-, 700-, and 800-ms ISIs (up to 1,400-

ms ISIs for 800-ms CSs); and a 50-ms US, for normal and

HL cases. Under delay conditioning with both 100-ms and

200-ms CSs, simulations for the HL case show stronger con-

ditioning than the normal case (Figure 5). This result is in

agreement with the Schmaltz and Theios (1972) finding that

acquisition of delay conditioning was facilitated in HL rab-

bits with a 250-ms CS and a 250-ms ISI. Under trace con-

ditioning with a 100-ms CSs, simulations show that trace

conditioning is increasingly impaired with increasing ISIs in

the HL case. In agreement with these results, Moyer, Deyo,

and Disterhoft (1988, 1990) found that HL animals were

impaired with a 500-ms ISI but not with a 300-ms ISI when

a 100-ms CS was used.

Simulations show that trace conditioning is totally im-

paired in HL animals with a 500-ms ISI and a 100-ms CS

but not with a 500-ms ISI and a 200-ms CS. These results

are partly supported by experimental data. For example, when
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animals generated by [A] 100-ms CS, [B] 200-ms CS, [C] 400-ms CS, and [D] 800-ms CS.)

a 250-ms CS was used with a 750-ms ISI, HL rabbits showed
partial or no impairment (James et al., 1987; Port, Romano,
Steinmetz, Mikhail, & Patterson, 1986; Solomon et al., 1986).
Simulations show that when a 400-ms CS is used, normal
and HL animals behave in similar ways (Figure 6). This result
is supported by Solomon and Moore's (1975) finding that
HL animals displayed normal acquisition using a 450-ms CS
and a 400-ms ISI. Finally, simulations with a 800-ms CS
show that normal and HL animal have similar levels of ac-
quisition for most ISI values (Figure 6).

In summary, according to Figures 5 and 6, the difference
between normal and HL groups decreases as CS duration
increases. When trained with short-duration CSs and short
ISIs, HL animals show stronger conditioning than normals.
When trained with short-duration CSs and long ISIs, HL
animals show similar or worse conditioning than normals.

The results presented in Figures 5 and 6 can be explained
in terms of the temporal attributes of the sensory represen-
tations of the CS. Figure 7 shows the sensory representations
X, for normal and HL cases with 100-, 200-, 400-, and 800-
ms CSs. Sensory representations are increasingly longer with
longer CSs. Notice that, because of the lack of self-excitation,
sensory representations for the HL case are shorter than those

for the normal case. Differences in the sensory representa-
tions of normal and HL animals do not imply the absence
of conditioning and might result even in faster and stronger
conditioning in the HL case. These changes in the topography
of the sensory representation of a single CS explain the wide
variety of results obtained in delay and trace conditioning
after HL.

The association between sensory representations X,, and
the US, V,, increases during the time when Xit and the US
overlap and decreases during the time when Xn is presented
alone (see Equation AS in Appendix A). Therefore, the ac-
quisition during a given trial is proportional to the difference
between the area under the sensory representation Xn curve
during the time when the US is presented and the area under
the sensory representation Xtl curve during the rest of the
time. As the CS duration increases, the areas under the sen-
sory representation curves of normal and HL animals be-
come more similar (see Figure 7), and the difference between
acquisition rates decreases. This attribute of the sensory rep-
resentations explains why Schmaltz and Theios (1972) found
that HL animals showed faster acquisition using a 250-ms
CS but Solomon and Moore (1975) found that HL animals
displayed normal acquisition using a 450-ms CS.



350

300

250

200

150

100

50

0

NEURAL NETWORK APPROACH TO HIPPOCAMPAL FUNCTION

CS 100 msec

CR Amplitude

95

~~*~~ Normal

—f— Hippocampal Lesion

-*- LTP

-B- LTP Blockade

100 200 300 400 500 600

Interstimulus interval (msec)

CS 800 msec

700 800

CR Amplitude

Hippocampal Lesion -X- LTP ~~B~ LTP Blockade

200 400 600 800 1000 1200

Interstimulus interval (msec)

1400

Figure 8. Effect of different hippocampal manipulations on Interstimulus interval (ISI) curves. (Peak
conditioned response [CR] amplitude for normal, hippocampal lesion, long-term potentiation [LTP],
and LTP blockade cases after 20 reinforced trials for different ISIs and different conditioned stimulus
durations [200 and 800 ms]. Peak CR amplitude is expressed as a percentage of the maximum peak
CR of normal animals over all ISIs.)

Figure 7 also showed that for short CSs sensory represen-

tations in the normal case are active for a longer time than

sensory representations in the HL case. Therefore, normal

animals can accrue conditioning with ISIs at which HL an-

imals cannot because their sensory representations are al-

ready inactive. This difference in the duration of sensory

representations of normal and HL cases explains why Moyer

et al. (1988) found that with a short (100-ms) CS, a 300-ms

ISI produced no impairment in HL animals, but HL animals

were impaired with a 500-ms ISI.

Figure 8 shows that LTP induction facilitates learning with

both short and long CSs. Compared with the normal case,

LTP blockade impairs acquisition of classical conditioning

with long CSs but not with short CSs. This result is explained

by the fact that long CSs accrue larger incentive motivation

than short CSs in normal animals. Therefore, by comparison
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Figure 9. Effect of different hippocampal manipulations on extinction. (Percentage of peak condi-
tioned response [CR] amplitude on the first nonreinforced trial after training to criterion [peak CR
amplitude = 0.1] for different conditioned stimulus [CS] durations [100-800 ms] for normal, hip-
pocampal lesion, long-term potentiation [LTP], and LTP blockade cases.)

the effect of LTP blockade becomes more apparent in the
case of long CSs.

Extinction

Experimental data. Three studies describe the effect of
HL on extinction. Berger and Orr (1983) found normal ex-
tinction, using a 850-ms CS, a 100-ms airpuffUS, and a 750-
ms ISI. Moyer et al. (1990) found impaired extinction using
a 100-ms CS, a 150-ms airpuffUS, and a 300-ms ISI. In an
acquisition-extinction series of the NM response in rabbits,
Schmaltz and Theios (1972) found that the first extinction
appeared to be unaffected by HL. However, after alternating
the acquisition-reacquisition series, normal rabbits de-
creased the number of trials to reach extinction criterion,
whereas HL rabbits increased the number of trials to crite-
rion, showing impairment in extinction.

No data is available on the effect of LTP induction or LTP
blockade on extinction.

Computer simulations. Figure 9 shows simulated peak
CR amplitude on the first extinction trial as a percentage of
the peak CR amplitude on the last acquisition trial for dif-
ferent CS durations. All groups were trained to same criterion
(peak CR amplitude = 0.1) with the ISI equal to the CS
duration. According to Figure 9, HL impairs extinction only
when short CSs are used but not with long CSs. These results
are in agreement with experimental data. Moyer et al. (1990)
found impairment in extinction with a 300-ms CS, whereas
Berger and Orr (1983) reported normal extinction with an
800-ms CS. Simulations showing extinction impairment with
a 200-ms CS are in disagreement with the first but in agree-
ment with the second, third, and fourth extinction cycles in
Schmaltz and Theios's (1972) acquisition-extinction series.

The results presented in Figure 9 can be also explained in
terms of the sensory representations shown in Figure 7. As
mentioned before, the association between sensory represen-
tations Xit and the US, V,, decreases during the time when
Xn is presented alone (Equation A8 in Appendix A). There-
fore, extinction during a given trial is proportional to the
area under the sensory representation Xn curve. In conse-
quence, because the normal case has longer sensory repre-
sentations for short CSs than the HL case, the model predicts
that normal animals show faster extinction than HL animals.
As the CS duration increases, the difference in duration be-
tween the normal and HL sensory representations become
smaller (see Figure 7) and therefore extinction rates also be-
come more similar.

The model also predicts that LTP blockade does not change
extinction substantially. Because increased incentive moti-
vation translates into a larger X,, thereby increasing the as-
sociation of X,, with the drive representation, and this as-
sociation increases with increasing CS durations, the model
predicts that LTP induction increasingly impairs extinction
with increasing CS durations.

Acquisition-Extinction Series: Savings Effects

Experimental data. When acquisition is followed by ex-
tinction in a classical conditioning paradigm, normal animals
show faster reacquisition (i.e., savings effects; Scavio, Ross,
& McLeod, 1983). Schmaltz and Theios (1972) studied the
effect of exposing rabbits to a successive acquisition and
extinction series using a 250-ms CS, a 50-ms shock US, and
a 250-ms ISI. Schmaltz and Theios (1972) found that HL
animals show faster acquisition than normals in the first
acquisition series but that they did not differ from normals
in the first extinction series. In the following extinction series,
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Figure 10. Effect of different hippocampal manipulations on the acquisition-extinction series. (Top
panel: Acquisition. Peak conditioned response [CR] amplitude for normal, hippocampal lesion, long-
term potentiation [LTP], and LTP blockade cases on three series of acquisition trials. Peak CR
amplitude is expressed as a percentage of the peak CR of normal animals on the fourth acquisition
trial of the first series. Bottom panel: Extinction. Percentage of peak CR amplitude on the first
nonreinforced trial after 50 acquisition trials for normal, hippocampal lesion, LTP, and LTP blockade
cases. Percentage is computed with respect to the peak CR at the end of each acquisition series.)

normal animals decreased the number of trials to reach cri-
terion (show savings), whereas HL rabbits increased the num-
ber of trials to extinction criterion.

Computer simulations. Figure 10 (top panel) shows sim-
ulations of peak CR amplitude after three alternating acqui-
sition-extinction series, each one with 50 acquisition and 10
extinction trials. Consistent with Schmaltz and Theios (1972),
Figure 10 (top panel) shows that HL animals display faster
acquisition than normals in the first acquisition series. In the
normal case, Xn receives an increasing amount of incentive
motivation over trials. As a result, after the first session
acquisition proceeds faster in the normal (savings effect) but

not in the HL case. Induction of LTP accelerates acquisition
over all series. Consistently, LTP blockade prevents im-
provements in acquisition over all series.

Figure 10 (bottom panel) shows peak CR amplitude after
1 extinction trial expressed as the percentage of the peak CR
amplitude on the last of 50 acquisition trials. In the normal
case, the model predicts no improvement in extinction over
series. These results are in disagreement with the acquisition-
extinction series of the Schmaltz and Theios (1972) study
showing that normal animals decreased the number of trials
to extinction criterion. Also in conflict with Schmaltz and
Theios' results, simulations do not show an increasing im-
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Figure 11. Effect of different hippocampal manipulations on latent inhibition. (Peak conditioned
response [CR] amplitude for normal, hippocampal lesion, long-term potention [LTP], and LTP block-
ade cases after four acquisition trials and after 200 conditioned stimulus preexposure trials or 200
control trials- Peak CR amplitude is expressed as a percentage of the peak CR of normal control
animals.)

pairment in extinction in HL animals but a deficit throughout
all extinction series. Because increased incentive motivation
translate into a larger Xn thereby increasing the CR ampli-
tude, the model predicts that LTP induction slightly impairs
extinction over all series. Because LTP blockade impedes
increases in incentive motivation that translates into a larger
Ytl thereby increasing the CR amplitude, the model predicts
that LTP blockade facilitates extinction over all series.

Latent Inhibition

Experimental data. In latent inhibition, animals are first
preexposed to presentations of the CS alone followed by CS-
US presentations. Preexposure usually produces retardation
of the acquisition of CS-US associations. Solomon and Moore
(1975) reported that animals with HL showed impaired latent
inhibition after preexposure to a tone CS. Consistent with
Solomon and Moore's result, MacFarland, Kostas, and Drew
(1978) and Kaye and Pearce (1987a, 1987b) reported that
HL attenuates latent inhibition.

No data is available on the effect of LTP induction or LTP
blockade on latent inhibition.

Computer simulations. Figure 11 shows peak CR am-
plitude after 4 acquisition trials following 200 CS preexpo-
sure trials for normal, HL, LTP, and LTP blockade groups.
In the present article, we assume that normal animals have
an initial value of incentive motivation stored in the hip-
pocampus. Because the initial value of incentive motivation
decreases during CS preexposure in the normal case, the
latent inhibition group shows slower acquisition than the
control. Because the HL group does not store incentive mo-
tivation information (Z,), the rate of acquisition is not mod-
ified by CS preexposure.

When latent inhibition is attempted after LTP induction,
the LTP control group shows faster acquisition rates than
normal controls, and the latent inhibition LTP group shows
a slight attenuation of latent inhibition with respect to the
normal latent inhibition group but a strong retardation of
acquisition with respect to the LTP control group. Finally,
when increases and decreases in LTP are blocked, latent
inhibition disappears because CS preexposure cannot de-
crease the initial value of incentive motivation.

Blocking

Experimental data. In blocking, an animal is first con-
ditioned to CSi; and this training is followed by conditioning
to a compound consisting of CS, and a second stimulus CS2.
This procedure results in a weaker conditioning to CS2 than
it would attain if paired separately with the US. Solomon
(1977) found that HL disrupted blocking of the rabbit NM
response, and Rickert, Bent, Lane, and French (1978) found
impairment in a blocking paradigm in rats. In contrast to
these findings, Garrud et al. (1984) found that blocking was
not affected by HL.

No data is available on the effect of LTP induction or LTP
blockade on blocking.

Computer simulations. Figure 12 illustrates how the model
describes blocking and shows sensory representations Xt, and
X2, in the second phase of blocking, after 10 CS-US trials.
In the first phase of blocking, CS, is paired with the US, and
associations V, and Z, are created. During the second phase
of blocking in the normal case, incentive motivation Z, en-
hances the value of A',, causing Xn to inhibit AT21 and there-
fore preventing X?, from acquiring association with the US.
In the HL case, blocking is absent because A",, does not inhibit
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Figure 12. Effect of hippocampal lesions on the interaction between
sensory representations during blocking. (Sensory representations of
normal [N] and hippocampal-lesioned [H] animals generated by CS,
and CS2 after 10 reinforced CS, trials. In the normal case, X,, is
enhanced by previous training and inhibits X;, thereby blocking its
association with the unconditioned stimulus. In the H case, both
X,, and X2, are independent, and therefore blocking is absent.)

Xa and therefore X21 is able to accrue the same association

with the US, that it would have accrued in the absence of
X,}.

Figure 13 shows peak CR amplitude after 10 CS,-CS, ac-

quisition trials that followed 10 CS, acquisition trials for

normal, HL, LTP, and LTP blockade groups. Simulated

training consisted of 400-ms CSs, a 50-ms US, and a 400-

ms ISI. Figure 13 shows that the model simulated blocking

in the normal case because the CR for the CS2 was smaller

in the experimental condition than in the control condition,

in which CS, and CS2 were paired together with the US during

10 trials (overshadowing in Figure 15). Consistent with Rick-

ert et al. (1978) and Solomon (1977), simulations show that
HL eliminates blocking.

Interestingly, the model predicts that LTP induction and

LTP blockade are similar to HL in that they also eliminate

blocking. In the case of LTP induction, blocking is prevented

because both CSs have a strong initial incentive motivation

and CS, cannot inhibit CS2. In the case of LTP blockade,

blocking is prevented because CS, does not increase its in-

centive motivation during the first experimental phase, and

therefore its sensory representation cannot inhibit the sen-

sory representation of CS2 in the second phase.

Overshadowing

Experimental data. In overshadowing, an animal is con-

ditioned to a compound consisting of CS, and CS2. This

procedure results in a weaker conditioning to CS, and CS2

than they would independently achieve. Rickert, Lorden,

Dawson, Smyly, and Callahan (1979) and Schmajuk, Spear,

and Isaacson (1983) found that overshadowing is disrupted

in rats with HL. In contrast to these findings, Garrud et al.,

(1984) and Solomon (1977) found that overshadowing was

not affected by HL.

No data is available on the effect of LTP induction or LTP

blockade on overshadowing.

Computer simulations. Figure 14 illustrates how the net-

work describes overshadowing. When CS, and CS2 are paired

with the US, competition between X,, and X2t reduces Xu

and A'j, thereby reducing the rate of association of CS, and

CS2 with the US. Figure 14 shows sensory representations

X,i and A"21 in a trial in which CS, and CS2 are presented

together. In the normal case, overshadowing is produced

because sensory representations A",, and A"2I are smaller than

when each CS is presented separately (see Figure 7C) and

therefore they accrue less association with the US. As Figure

14 illustrates, overshadowing is absent in the HL case because

X,, and X21 do not inhibit each other and therefore both are

able to accrue the same V, that they would have accrued in

the absence of the other CS.

Figure 15 shows peak CR amplitude after 10 CS,-CS2 ac-

quisition trials for normal, HL, LTP, and LTP blockade

groups. Simulated training consisted of 400-ms CSs, a 50-

ms US, and a 400-ms ISI. In the normal case, the CR elicited

by CS, is smaller than CRs generated by CS, when it had

been reinforced alone (i.e., the model yielded overshadowing

in the normal case). Figure 15 shows that HL impairs over-

shadowing. These results are in agreement with Rickert et

al.'s (1979) and Schmajuk et al.'s (1983) data showing that

overshadowing is impaired by HL. In the LTP induction

group, increased incentive motivation facilitates learning in

the overshadowing and control groups, but overshadowing

is still present because the phenomenon depends on the com-

petition between sensory representations, which remains in-

tact. Finally, LTP blockade affects overshadowing only slightly

because of the unaltered competition between sensory rep-
resentations.

Discrimination Acquisition and Reversal

Experimental data. In a discrimination paradigm, rein-

forced trials with CS, are alternated with nonreinforced trials

with a second CS2. During reversal, the original nonrein-

forced CS2 is reinforced, whereas the CS, reinforced in the

first phase is presented without the US.

The effect of HLon discrimination acquisition and reversal

has been studied in the NM and eyelid preparations in the

rabbit. Buchanan and Powell (1982) examined the effect of
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Figure 13. Effect of different hippocampal manipulations on blocking. (Peak conditioned response
[CR] amplitude for normal, hippocampal lesion, long-term potentiation [LTP], and LTP blockade
cases evoked by CS2 after 10 reinforced CS,-CS2 trials and after 10 reinforced CS, trials. Peak CR
amplitude is expressed as a percentage of the peak CR to CS, of normal animals after 10 reinforced
CS, trials.)

HL on acquisition and reversal of eyeblink discrimination
in rabbits. HL slightly impairs acquisition of discrimination
and severely disrupts its reversal by showing an increased
responding to CS-. Berger and Orr (1983) contrasted HL
and control rabbits in two-tone differential conditioning and
reversal of the rabbit NM response. Although HL does not
affect initial differential conditioning, these animals are in-
capable of suppressing CRs to the original CS4- after it as-
sumes the role of CS—. This is true even after extended
training. Similar results were recently reported by Weikart
and Berger (1986) in a tone-light discrimination reversal
learning paradigm, suggesting that deficits in two-tone re-
versal learning after HL are not due to increased within-
modality generalization to the tone CS serving as CS+ and
CS-. Port, Romano, and Patterson (1986) found that HL
impairs the reversal learning of a stimulus duration discrim-
ination paradigm. In addition, Berger, Weikart, Bassett, and
Orr (1986) found that lesions of the retrosplenial cortex,
which connects the hippocampus to the cerebellar region,
produce deficits in reversal learning of the rabbit NM re-
sponse.

Berger (1984) found that entorhinal cortex stimulation that
produced LTP in the perforant path-granule cell synapses
increased the rate of acquisition of a two-tone classical dis-
crimination of the rabbit NM response. Robinson et al. (1989)
showed that kindling of the hippocampal perforant path-
dentate gyrus projection (which induces LTP) facilitates dis-
crimination acquisition but impairs discrimination reversal
of the rabbit NM response.

Computer simulations. Figure 16 (top panel) shows sim-
ulations of discrimination acquisition for normal, HL, LTP,
and LTP blockade groups. During discrimination acquisi-
tion, five reinforced CS,-US trials alternate with five non-
reinforced CS2 trials. CS duration was 850 ms, US duration

was 50 ms, and ISI was 800 ms. Figure 16 (top panel) shows
similar discrimination acquisition in normal and HL cases.
This result agrees with results obtained by Berger and Orr
(1983), Berger et al. (1986), Port, Romano, and Patterson
(1986), and Weikart and Orr (1986). Figure 16 also shows
that discrimination acquisition is facilitated in the LTP group
because of the increased incentive motivation. This result is
in agreement with experimental data obtained by Berger
(1984) and Robinson et al. (1989). Finally, Figure 16 (top
panel) shows that LTP blockade weakly impairs discrimi-
nation acquisition.

Figure 16 (bottom panel) shows simulations of a discrim-
ination reversal paradigm. During reversal, the original non-
reinforced CS2 is reinforced for three trials and these trials
alternate with three nonreinforced CS, trials. CS duration
was 850 ms, US duration was 50 ms, and ISI was 800 ms.
Figure 16 (bottom panel) shows a slightly impaired discrim-
ination reversal in the HL case. This result is in disagreement
with results obtained by Berger and Orr (1983), Berger et al.
(1986), Buchanan and Powell (1982), Port, Romano, and
Patterson (1986), and Weikart and Orr (1986) that show a
robust impairment due to the absence of extinction of the
CS,-US association. In agreement with experimental data
obtained by Robinson et al. (1989), Figure 16 (bottom panel)
shows that discrimination reversal might be retarded in the
LTP group because the extinction of the CS,-US association
is slower in the LTP than in the normal group. Finally, Figure
16 (bottom panel) predicts that LTP blockade does not affect
discrimination reversal.

Secondary Reinforcement

Experimental data. In secondary reinforcement, a CS,
associated with the US acts as a reinforcer for a second CS3.
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Figure 14. Effect of hippocampal lesions on the interaction between
sensory representations during overshadowing. (Sensory represen-
tations of normal [N] and hippocampal-lesioned [H] animals gen-
erated hy CS, and CS2. In the normal case, X,, and X2I inhibit each
other, thereby achieving less association with the unconditioned
stimulus than when presented separately. In the H case, both Xn

and X,, are independent, and therefore overshadowing is absent.)

To our knowledge, the effects of hippocampal manipulations

have not been explored in a secondary reinforcement para-
digm.

Computer simulations. Figure 17 shows simulations of a

secondary reinforcement paradigm for normal, HL, LTP, and

LTP blockade groups. During secondary reinforcement, 40

reinforced CS.-US trials alternate with 40 CS2-CS, trials. In

the normal case, CS, increases its incentive motivation as-

sociation during reinforced trials. When presented with CS2

on the nonreinforced trials, CS, blocks CS2 (see Figure 12),

and therefore, CS, undergoes some extinction and CS2 ac-

quires some association with the drive representation acti-

vated by CS,. The model predicts that secondary reinforce-

ment is facilitated by HL because the conditioned reinforcer

CS, does not block CS2. Secondary reinforcement is impaired
in the LTP group because CS, strongly blocks CS2.

In the LTP blockade case, CS, gains a stronger association,

and CS2 gains a weaker association, with the drive represen-

tation than in the normal case. When LTP is prevented, CS,

and CS2 sensory representations overshadow each other (see

Figure 14), and therefore, CS, undergoes less extinction than

in the normal case, and CS2 acquires less association, with

the drive representation now only weakly activated by CS,.

Discussion

This article introduces the STM regulation hypothesis of

hippocampal function based on Grossberg's (1975) network.

Based on the STM regulation hypothesis, nodes and con-

nections in Grossberg's network are mapped, first, onto

regional hippocampal-cerebellar circuits and, second, on a

three-dimensional description of the hippocampal circuitry.

According to the STM regulation hypothesis, the role of the

hippocampus in classical conditioning is to regulate STM

stored in the form of neural activity. Therefore, hippocampal

lesions affect those paradigms that require a precise STM

regulation. From the STM regulation hypothesis perspective,

hippocampal LTP is the substrate for storing incentive mo-

tivations in LTM. Accordingly, equations describing changes

in incentive motivation associations in the network are also

able to describe empirical results regarding LTP. Behavior-

related hippocampal neural activity reflects information about

the drive representation that is needed to enhance relevant
CSs through incentive motivation.

Mapping the Network Onto the Brain Circuitry

The present study offers a "top-down" approach to hip-

pocampal function: It first portrays a neural network that

describes associative learning and then proposes a plausible

mapping of the network onto the brain circuitry.

The advantage of a top-down approach, clearly demon-

strated in the present article, is that it can organize a large

amount of—otherwise seemingly conflicting—data into the

framework of a functional theory. In contrast, "bottom-up"

approaches have serious difficulties in their attempt to derive

the functional meaning of complex brain circuits from neu-
rophysiological and anatomical information. For instance,

so far it had been impossible to understand the functional

significance of hippocampal LTP or CR-related neural ac-

tivity in the hippocampus with a bottom-up approach. How-

ever, an important limitation of top-down approaches is that

they might disregard some aspects of the brain circuitry (see

Mapping the network onto intrinsic hippocampal circuits).

Therefore, it is possible that an integration of a top-down

strategy (providing a functional interpretation for compo-

nents and connections) and a bottom-up method (contrib-

uting descriptions of these physiological components and

connections) might overcome the inherent limitations of each
technique.

Mapping the network onto regional hippocampal-cerebel-

lar circuits. Because Grossberg's model is described as a

neural architecture, the STM regulation hypothesis has been

denned by mapping nodes and connections in Grossberg's

neural network onto the brain circuitry. As described in A

Neural Model of Hippocampal-Cerebettar Interactions, this

mapping is constrained by the hippocampal-cerebellar con-

nections, the behavioral effects of the induction of hippo-

campal LTP, and the firing characteristics of hippocampal
pyramidal neurons.
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Figure 15. Effect of different hippocampal manipulations on overshadowing. (Peak conditioned
response [CR] amplitude for normal, hippocampal lesion, long-term potentiation [LTP], and LTP
blockade cases evoked by CS, after 10 reinforced CS,-CS2 trials. Peak CR amplitude is expressed as
a percentage of the peak CR to CS, of normal animals after 10 reinforced CS, trials.)

In the Grossberg (1975) network, STM is modulated by
three circuits: (a) an incentive motivation loop, (b) a com-
petition loop, and (c) a self-excitation loop. The STM reg-
ulation hypothesis assumes that these loops are part of the
hippocampus. The Grossberg network assumes two types of
LTM: (a) conditioned reinforcement (A^-US) associations
and (b) incentive motivation associations. The STM regu-
lation hypothesis assumes that (a) A^-US associations are
stored in cerebellar regions (in the rabbit NM preparation)
and (b) incentive motivation associations are stored in the
hippocampus in the form of LTP. Notably, rules describing
changes in Z, in the model are similar to those describing
changes in hippocampal LTP. One important conjecture in
the present article is that incentive motivation associations
stored in the hippocampus change at a slower rate than Xit-
US associations stored in the cerebellum, and therefore the
hippocampus has a memory of past A^-US associations even
when they have been extinguished in the cerebellum and are
no longer controlling behavior. This difference in the time
scales of different LTM is used in our analysis to describe
saving effects.

Because the model presented here is a system that describes
classical conditioning in terms of the interaction between
hippocampus and other brain regions, it establishes con-
straints on the models for those other brain regions. In the
case of the cerebellum, it has been proposed that it imple-
ments learning models such as the Rescorla and Wagner
(1972) model (e.g., Donegan, Gluck, & Thompson, 1988;
Thompson, 1989) or the Sutton and Barto (1981) model
(Moore & Blazis, 1989). According to these two models, clas-
sical conditioning paradigms such as blocking are indepen-
dent of hippocampal function, whereas according to our
model, blocking is dependent on the integrity of hippocampal
function. Therefore, our model requires a cerebellar model

that assumes independence among the sensory representa-
tions of different CSs.

Mapping the network onto intrinsic hippocampal cir-
cuits. Once the STM regulation hypothesis had been de-
fined by mapping nodes and connections in Grossberg's neu-
ral network onto the regional hippocampal-cerebellar circuits,
we attempted a more detailed mapping of the network onto
the intrinsic circuit of the hippocampus. As described in A
Neural Model of the Hippocampus, this mapping is con-
strained by the three-dimensional organization of the hip-
pocampus, the distribution and properties of hippocampal
LTP and the firing characteristics of hippocampal CA3, CA1,
and granule neurons.

Figure 3 shows that one class of pyramidal cell population
in CA3 receives sensory representations from the entorhinal
cortex and helps to sustain these sensory representation ac-
tivities through positive feedback loops. A second class of
pyramidal cell population in CA3 associates CR-related in-
puts with sensory inputs from the entorhinal cortex and is
part of incentive motivation loops. A third class of pyramidal
cell population in CA 1 is assumed to add sensory information
from different rostrocaudal levels of the hippocampus and
to be part of competition loops. Hippocampal outputs in-
tegrating positive feedback loops, incentive motivation loops,
and competition loops regulate sensory representation activ-
ities in the pontine nuclei.

The neural network shown in Figure 3 ignores important
hippocampal components and connections, such as septal
inputs, basket cells, and recurrent collaterals in field CA3.
Nevertheless, some of the functional properties of these el-
ements are captured by the model. For instance, Robinson's
(1986) findings that LTP induced in the rat dentate gyrus is
enhanced by coactivation of septal and entorhinal inputs
could be captured within the framework of the model by
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Figure 16. Effect of different hippocampal manipulations on discrimination. (Top panel: Discrimi-
nation acquisition. Peak conditioned response [CR] amplitude for normal, hippocampal lesion, long-
term potentiation [LTP], and LTP blockade cases evoked by CS, and CS2 after five reinforced CS,
trials alternated with five nonreinforced CS2 trials. Peak CR amplitude is expressed as a percentage
of the peak CR to CS, of normal animals. Bottom panel: Discrimination reversal. Peak CR amplitude
for normal, hippocampal lesion, LTP, and LTP blockade cases evoked by CS! and CS2 after three
nonreinforced CSt trials alternated with three reinforced CS2 trials. Peak CR amplitude is expressed
as a percentage of the peak CR to CS, of normal animals.)

assuming that the medial septal input is controlling the rate
of change of the incentive motivation association (Z,). There-
fore, the effects of medial septal lesions would be equivalent
to the effect of LTP blockade, which might reduce the rate
of acquisition (see Figure 8). This suggestion is compatible
with Berry and Thompson's (1979) data showing that lesions
of the medial septum produce retardation of acquisition of
classical conditioning. Also in the framework of the model,
the inhibition exerted by basket cells on neighboring lamellas
might mediate competition among sensory representations.

Finally, recurrent collaterals in CAS might mediate self-ex-
citation of sensory representations.

Figure 3 shows both fixed and modifiable perforant path-
CA3 synapses but only the fixed synapses connecting other
hippocampal fields. As previously mentioned, in addition to
the perforant path-CA3 plastic synapses where incentive mo-
tivation Zj is assumed to be stored in the form of LTP, LTP
has also been found in many other synapses. A possible role
of LTP in the Schaffer collateral-CAl synapses, perforant
path-CAl synapses, and mossy fiber-CA3 synapses is that
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Figure 17. Effect of different hippocampal manipulations on secondary reinforcement. (Peak con-
ditioned response [CR] amplitude for normal, hippocampal lesion, long-term potentiation [LTP], and
LTP blockade cases evoked by CS, and CS. after 40 reinforced CS, trials alternated with 40 nonrein-
forced CS,-CS2 trials. Peak CR amplitude is expressed as a percentage of the peak CR to CS, of normal
animals.)

of serving as an additional distributed storage for incentive
motivation associations, Z,.

Although Figure 3 shows a sensory representation input
from the entorhinal cortex that reaches granule cells in the
dentate gyrus, and the connection strength of this input seems
to be endogenously potentiated during classical conditioning
(Weisz et al., 1984), the Grossberg model does not capture
this presumably important plastic change in perforant path-
dentate gyrus synapses. It is possible that perforant path-
dentate gyms synapses store associations between sensory
representations and the theta rhythm. Because the theta
rhythm seems to be correlated with unexpected environ-
mental events (see Schmajuk & Moore, 1988), the association
between sensory representations and the theta rhythm may
serve to enhance the STM of those CSs active at the time
when novel events occur. These putative associations might
supplement the incentive motivation associations (Z,) intro-
duced in this article.

In summary, because the neural network shown in Figure
3 overlooks several hippocampal components and connec-
tions, the mapping of the network onto the intrinsic hippo-
campal circuit offers only a tentative description of the spe-
cific function of each hippocampal field.

Regardless of the previously mentioned limitations, be-
cause the mapping of the Grossberg model onto the hippo-
campal circuit incorporates the concept of the three-dimen-
sional organization of the hippocampus, it becomes an
appealing alternative to previous lamellar models of the hip-
pocampus (McNaughton & Morris, 1987; Rolls, 1987;
Schmajuk & Moore, 1988). These models proposed that het-
eroassociative networks (Kohonen, 1977) represent the la-
mellar arrangement of regions CA1 and CA3. Schmajuk and
Moore (1988) showed that, under the assumption that such

heteroassociative networks store CS-̂ CS associations in the
form of LTP, the model cannot describe correctly the effect
of LTP induction on the acquisition of a classical discrimi-
nation as described by Berger (1984) and Robinson et al.
(1989). In contrast, the STM regulation hypothesis success-
fully describes this experimental result.

Simulation Results

Table 2 summarizes the results of the simulation experi-
ments for HL, LTP, and LTP blockade simulations. Under
the STM regulation hypothesis, the model is able to describe
the effect of HL on delay conditioning, trace conditioning,
extinction, acquisition series, latent inhibition, blocking,
overshadowing, and discrimination acquisition and the effect
of LTP induction on discrimination acquisition and reversal.
Under the STM regulation hypothesis, the model has diffi-
culty simulating the effect of HL on extinction series and
discrimination reversal.

According to the model, HL impairs classical conditioning
paradigms that involve more than one CS (e.g., blocking). In
the case of a CS presented in isolation, the model specifies
the conditions under which acquisition or extinction para-
digms are impaired, unaffected, or even facilitated. The pres-
ent model replaces the notion that trace conditioning or ex-
tinction are or are not affected by HL, by the concept that
STM is more or less changed under different experimental
parameters. Therefore, the model offers simple principles
that explain seemingly conflicting data.

In terms of the STM regulation hypothesis, LTP induction
indiscriminately increases incentive motivation associations
of every CS. In consequence, although LTP induction some-
times facilitates those paradigms in which a CS is individ-
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Table 2

Simulation of Grossberg's (1975) Model Under the STM Regulation Hypothesis

Regarding Hippocampal Function, Compared With Experimental Results in Classical

Conditioning

Hippocampal lesions

Paradigm

Delay conditioning
Trace conditioning
Extinction
Acquisition series
Extinction series
Latent inhibition
Blocking
Overshadowing
Discrimination acquisition
Discrimination reversal
Secondary reinforcement

Data

+,0
o, -
0, -
-
-
-_

-,o
0,0
-
?

Model

+ ,0
+ ,0, -
0, -
-
0*
-
—
-
0
0*
+

LTP LTP blockade

Data

7
7
f
7
7
7
7
7

+
-
7

Model Data Model

+,0 ? -,0
+,0 ? -,0
0 ? 0
+ ? -
+ ? —
_ 9 —

_ •? _

— ? —
+ ? 0
— t —

?

Note. — = deficit; + = facilitation; 0 = no effect; ? = no available data; * = the model fails to describe
accurately the experimental data.

ually reinforced (e.g., delay conditioning), it impairs those

paradigms in which various CSs are simultaneously rein-

forced and their individual differences are important (e.g.,

blocking).

The STM regulation hypothesis proposes that LTP block-

ade indiscriminately prevents changes in incentive motiva-

tion associations of every CS. In consequence, LTP blockade

impairs paradigms in which a CS is individually reinforced

(e.g., delay conditioning) as well as those paradigms in which

various CSs are simultaneously reinforced (e.g., blocking).

Although the present article concentrates only on classical

conditioning, it is tempting to extend some of the predictions

of the STM regulation hypothesis to spatial learning. As al-

ready mentioned, the STM regulation hypothesis suggests

that HL, LTP induction, and LTP blockade impair para-

digms in which several CSs are concurrently reinforced. In

agreement with this suggestion, acquisition of place learning

(a paradigm in which animals make use of multiple distal

visual stimuli to find reward) is impaired by HL (Jarrard,

1983; Morris, Garrud, Rawlins, & O'Keefe, 1982), LTP in-

duction (McNaughton, Barnes, Rao, Baldwin, & Rasmussen,

1986), and LTP blockade (Morris et al., 1986). Also in agree-

ment with this view, acquisition of cue learning (a paradigm

in which animals make use of only one stimuli to find reward)

remains unaffected by HL (Jarrard, 1983; Morris etal., 1982).

Novel Predictions

The model provides novel predictions for the effect of HL,

LTP induction, and LTP blockade. These predictions, listed

in Table 2, are currently unexplored and constitute a chal-

lenge for experimentalists.

The model suggests that secondary reinforcement is facil-

itated by HL. Because incentive motivation associations (Z,)

are absent after HL, the model anticipates that savings effects

are impaired by HL. The model also proposes that HL mod-

ifies acquisition of classical conditioning according to the

combination of variables used in the experimental design

(e.g., CS duration, CS intensity, ISI) rather than according

to the type of paradigm (e.g., extinction, trace conditioning)

tested. Therefore, the model implies that parametric studies

of the effects of HL on acquisition and extinction of classical

conditioning are needed.

The model also describes expected effects of LTP induction

and blockade on delay conditioning, trace conditioning, ex-

tinction, acquisition-extinction series, latent inhibition,

blocking, overshadowing, discrimination acquisition, and

discrimination reversal. As in the HL case, some of the results

might also depend on the experimental parameters.

Finally, the model predicts changes in neural activity re-

cordings after different experimental manipulations. For in-

stance, because of the lack of self-excitation, sensory repre-

sentations are expected to be shorter in the HL case than in

the normal case (see Figure 7). Because incentive motivation

associations are increased by LTP induction, sensory rep-

resentations are expected to be larger and longer in the LTP

case than in the normal case. Also, in a blocking paradigm,

the sensory representation of the blocker CS is anticipated

to be larger than that of the blocked CS. In addition, in a

overshadowing paradigm, the sensory representation of each

CS is presumed to be smaller when both CSs are presented

together than when they are presented separately. These pre-

dictions can be easily evaluated by recording neural activity

in the pontine nucleus.

Comparison With Other Attentional Models of

Hippocampal Function in Classical Conditioning

The present results support an attentional view of hip-
pocampal function. As mentioned before, hippocampal func-

tion has been described as the modulation of the level of

processing assigned to environmental stimuli in the context

of the MSS (Schmajuk & Moore, 1989) and the SPH (Schma-

juk, 1989; Schmajuk & Moore, 1988) attentional models. In

the context of the MSS model, the tuning-out hypothesis

assumes that the hippocampus compares how well different
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CSs predict the US, reducing the associative rates (a,) of
nonreliable CSs. In the context of the SPH model, the ag-
gregate prediction hypothesis assumes that the hippocampus
computes the aggregate prediction of the US. Once the US
is well predicted by one CS, processing of all other CSs is
inhibited, thereby precluding them from gaining association
with the US. Under the STM regulation hypothesis, variables
in the Grossberg model that are assumed to be computed in
the hippocampus are similar to hippocampal-related vari-
ables in the MSS and the SPH models: Associative rate a, in
the MSS model is similar to the term Z, in the Grossberg
model, and aggregate prediction SjB/ in the SPH model cor-
responds to the term ^JflXj} in the Grossberg model. There-
fore, in some respects the model offered in the present study
captures some of the features of previous models.

When compared with the MSS and the SPH models,
Grossberg's (1975) model under the STM hypothesis pro-
vides a similar number of correct predictions for the para-
digms shown in Table 2. In contrast to the MSS model,
Grossberg's model under the STM hypothesis incorrectly

predicts the outcome of a mutual overshadowing experiment
in HL animals. In contrast to the SPH model, Grossberg's
model under the STM hypothesis incorrectly predicts the
outcome of discrimination reversal in HL animals. In all
other paradigms, all three models correctly predict the effect
of HL on classical conditioning. However, under the STM
regulation hypothesis, Grossberg's model is the only one to
provide a correct description of the effect of LTP induction
on discrimination acquisition. In addition, Grossberg's is the
only one that describes the interaction between CS duration
and ISI on the acquisition of classical conditioning.

Finally, although both the MSS and the SPH models de-
scribe more classical conditioning paradigms than Gross-
berg's (1975) model, the latter can be integrated to other
neural networks that substantially extend its domain of ap-
plication (see Grossberg & Schmajuk, 1987). This extended
domain would allow the application of the model to the
description of the effect of hippocampal manipulations on
conditioned inhibition, which is not affected by HL (Solo-
mon, 1977); differential conditioning, which is impaired by
HL (Micco & Schwartz, 1972); feature-positive discrimina-
tion, which is impaired by HL (Loechner & Weisz, 1987);
and sensory preconditioning, which is impaired by HL (Port
& Patterson, 1984).

Conclusion

In the context of Grossberg's (1975) model, the present
article proposes that the hippocampus regulates the contents
of a limited-capacity STM by controlling incentive moti-
vation, self-excitation, and competition among sensory rep-
resentations. The STM regulation hypothesis provides a
framework for understanding information processing and
storage in the hippocampus and the interactions between the
hippocampus and cerebellum during classical conditioning.
The network yields correct descriptions of many experimen-
tal results, offers principles that help to understand seemingly
conflicting data, and advances numerous novel and testable
predictions.
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Appendix A

A Formal Description of the Model

The model described in this article is depicted in Figure 1 . Figures

2 and 3 show a proposed mapping of the model onto hippocampal

and cerebellar areas of the brain. Short-term memory variables (A*,,,

A"i2, and Y) and long-term variables ( C, and Z,) have been introduced

in the text. The model used in the present article differs in some

aspects from the models offered by Grossberg and Levine (1987)

and Schmajuk and DiCarlo (1989).
The sensory representation of CS,, Xn, is denned by

d(Xn)/dt = -K}X,, + K2(K, - *,,)/„ - KtX:1J,,, (Al)

where —AT, Xtl represents the passive decay of STM, K2 represents

the rate of increase of Xn, constant K, is the maximum possible

value of X,,, /„ is the total excitatory input, and J,, represents the

total inhibitory input A"3 can be regarded as the number, or the

percentage, of cells or membrane active sites that can be excited.

Therefore, (K, - X,,) represents the number, or the percentage, of

inactive sites that can be excited, and A*!L the number of active sites

that can be inhibited.
Grossberg and Levine (1987) assumed that positive feedback sig-

nals trigger a process of habituation that steadily attenuates the size

of the feedback signals. For simplicity, the present article assumes

no attenuation, and the total excitatory input, /,,, is given by

/„ = (A2)

where R,(XCS^ represents the activity of a node excited by CS,, and

K, A> represents a positive feedback from X,, to itself. KJi.,(XCS)Xa

represents a signal from X,2 to X,, that is active only if CS, is present.

This last term, that can be regarded as a presynaptic modulation of

XK by CS,, avoids the activation of sensory representations by drive

representations in the absence of CS,.

We assume that CS, activates node XCS, according to

XCS, = -K.XCS, + - XCS)CS,. (A3)

The output of the A"CS, node is a sigmoid given by

JfC5,."//J," + XCS,". (A4)

As in Grossberg and Levine (1987), we assume that the total

inhibitory input to A",,, /,„ is the sum of the activities of all other

nodes, Sj»,A"yl. Therefore, J,, is given by

(A5)

where /J2(JT,,) equals 0 if Xtl < 0.2, and R,(X,,) = XJt if A},
Activity in the drive representation node is given by

dY/dt = -K,0Y US),

0.2.

(A6)

where ~KWY represents the passive decay of drive representation

activity, Sjffl V: is the sum of sensory representations gated by the

corresponding LTM traces, and US is the US input to the drive

representation node. Notice that Grossberg and Levine (1987) as-

sumed that the US acts on the sensory input, thereby explaining ISI
effects, whereas we assume that the US acts only on the drive node

and that the CS is delayed in XCSt. We assume that Y is the output

of the system and is proportional to the sum of the conditioned

response (CR) and the unconditioned response (UR).

Grossberg and Levine (1987) assumed that the signal from Y

activates the LTM of Z,, whereas in the present article, we assume
that the sensory representation Xn activates LTM trace Z, and de-

termines the activity of Xa. Therefore,

d(X,2)/dt = -KnXl2 (A7)

Although Grossberg and Levine (1987) assumed that associations

of sensory representation X,, with the drive representation, Vn un-

dergo extinction even when A",, is zero, we assume that changes in

V, are possible only when A",, is active. Also, contrasting with Gross-

berg and Levine, we assume that V, has a maximum value. Changes

in V, are given by

d(V,ydt = - Ka(K,6 - (A8)

where -K,4V<X,, is the active decay in V, when X,, is active, and

Kl}(Klt - y:)YX,: is the increment in V, when Y and Xtl are active

together. KI6 can be regarded as the number, or percentage, of cells

or membrane patches that can be modified by learning. Therefore,

(K,6 - y,) represents the number, or percentage, of unmodified sites

that can increase the efficacy of their connection, and V, represents

the number of already-modified sites that can decrease their con-

nectivity. Notice that Equation A8 is a Hebbian rule (V, increases

with concurrent pre- and postsynaptic activity) with extinction (Vt

decreases with presynaptic activity alone).

As in Grossberg and Levine (1987), Equation A8 generates sec-

ondary reinforcement. This is so because, by Equation A6, Y is

activated either by presentation of the US or of a CS already asso-

(Appendixes continue on next page)
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dated with the US. Therefore, if CS, is associated with the US, it
generates activity Y, which becomes associated with X2, by Equation
A8.

For simplicity, Grossberg and Levine (1987) assumed that Z, was
identical to Vt. To explain the savings effect seen in the acquisition-
extinction series, we conjectured that Z, varies at a slower rate than
Vt. Therefore, we have computed Z, with

-,K,7Z,A> (A9)

where — K^Z^X^™ is the active decay in Z, when Xi{
m is active, and

Kn(Ki, — Z^YXn" is the increment in Z, when Fand Xtl are active
together. Assuming that X,, represents presynaptic activity and that
Y characterizes postsynaptic excitation, Equation A9 states that syn-

apse Z, is potentiated with concurrent presynaptic and postsynaptic
activities (Xn > 0 and Y> 0) and depotentiated when the presynaptic
neuron is active (Jf,, > 0) but the postsynaptic neuron is inactive (Y
= 0). Consequently, Equation A9 is in agreement with Kelso et al.'s
(1986) and Stanton and Sejnowski's (1989) data showing that LTP
increases when the presynaptic membrane is active in the presence
of postsynaptic depolarization and with Stanton and Sejnowski's
data showing that LTP decreases when the presynaptic membrane
is active in the absence of postsynaptic depolarization.

The output of the system (i.e., the CR and UR) is another sigmoid
given by

(AID)

Appendix B

A Formal Description of the STM Regulation Hypothesis

HL Effects

After HL, sensory representation X,t is given by

d(Xn)/dt = -K,Xn + K2(K, - *„)/„.

After HL, the total excitatory input, /,,, is given by

/„ =

(Bl)

(B2)

LTP Effects

After LTP, incentive motivation associations Z, are assigned an
initial value five times greater than its normal initial value.

LTP Blockade Effects

After LTP blockade, it is assumed that changes in incentive mo-
After HL, activity in the drive representation node remains un- tivation associations are given by

changed and is given by

dY/dt = -KWY + Ku&JC,, V, + US).

After HL, changes in V, are still given by

(B3)

t = -K14V,X,, + K1S(K16 - V)YXH. (B4)

After HL, incentive motivation values Z, are zero.

d(Z,)/dt = 0. (B5)

Appendix C

Simulation Parameters

Although the model is a real-time model, computer simulations
of the model generate values of the relevant variables at discrete
time instants. In our simulations we assume that one computer time
step is equivalent to 10 ms. Each trial consisted of 500 steps, equiv-
alent to 5 s. Unless specified, the simulations assumed 200 ms CSs,
the last 50 ms of which overlaps the US. CS onset was at 200 ms.
Parameters were selected so that simulated asymptotic values of V,
were reached in around 10 acquisition trials. Because asymptotic
conditioned NM responding is reached in approximately 200 real
trials (Gormezano, Kehoe, & Marshall, 1983), one simulated trial
is approximately equivalent to 20 experimental trials.

Parameter values are K, = 0.05, K, = 0.095, K, = 1.5, K, = 3, K,
= 0.6, K, = 10, K, = 0.07, K, •= 0.18, K, = 1, *,<,= !, Ku = 0.34,

Ku = I, Ka = 1, K,t - 0.0155, K,, = 0.04, KI6 - 1, JC17 - 0.0002,
«:„ = 0.001, K,, = 1.5, /J, = 0.62, ft = 0.03, n = 70, m = 1.5. The
initial value of V, was 0. The initial value of Z, was 0.1. These values
were kept constant for all simulations for the normal and HL cases.
The effect of LTP induction and kindling were simulated by assigning
to all Z,s an initial value equal to 0.5. The effects of LTP blockade
were simulated by making Kn and Kts, and therefore all changes in
Z,s, equal to zero.
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