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Abstract

In this paper, a radical-based OCR system for the recognition of handwritten Chinese characters is proposed. In our
approach, a recursive hierarchical scheme is developed to perform radical extraction "rst. Character features and radical
features are then extracted for matching. Last, a hierarchical radical matching scheme is devised to identify the radicals
embedded in an input Chinese character and recognize the input character accordingly. Experiments for radical
extraction are conducted on 1856 characters. The successful rate of radical extraction is 92.5%. The average time for
radical extraction is 0.65 second per character. Experiments for matching process are conducted on two sets: training set
and testing set, each set includes 900 characters. The overall recognition rate in our experiments is 98.2 and 80.9%
(for training set and testing set, respectively). The average recognition time of our hierarchical radical matching scheme
is 0.274 s. There are totally 4716 radicals in 1800 characters. In average, one character consists of 2.62 radicals. Each
character will match 7.28 radical templates in average. Thus, each radical will match 2.77 radical temples. The
experimental results reveal that our proposed method is feasible, #exible, and e!ective. ( 2000 Pattern Recognition
Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

The recognition of optical handwritten Chinese char-
acter is an intricate problem. The reasons are due to the
facts of large vocabulary set, high complexity, many
mutually similar characters, and great variations for dif-
ferent handwriting styles. In this study, the intrinsic char-
acteristics of o!-line handwritten Chinese characters,
such as the manner of writing and representing them, the
location of radicals embedded in a Chinese character,
etc., are investigated and used to solve this tough
problem.

Since Chinese characters are composed of some basic
structural components called radicals, it is an intuitive
way to decompose Chinese characters into meaningful
radicals before recognition. If we can successfully extract
radicals embedded in Chinese characters, many impor-
tant information can be obtained. Using these useful
information, we can "lter out unsuitable radical tem-
plates. The number of templates needs to be matched are
thereby greatly reduced. Besides, the complexity of recog-
nition will also be simpli"ed because recognizing radicals
is much easier than recognizing the whole character.
There are only hundreds of radicals among thousands of
Chinese characters. Moreover, it can thoroughly over-
come the radical translation and scaling problems after
normalization.

There are many researches undergoing on the study of
radical extraction. In 1966, Casey and Nagy [1] em-
ployed a two-stage process, coarse classi"cation and "ne
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classi"cation, to identify the identity of each individual
character. Ogawa et al. [2] and Wang et al. [3], used
relaxation method to extract partial pattern, i.e., radical,
from the spatial distribution of handwritten characters.
Furthermore, Babaguchi et al. [4] classi"ed radical com-
binations into seven categories and de"ned their indi-
vidual ranges. However, since they used "xed ranges in
the classi"cation of segments, some ambiguities occur
frequently. Tanaka [5] considered the background data
to solve the radical extraction problem. The extraction of
radicals from handprinted Kanji characters can be
achieved by using some gap models to build the extrac-
tion process. Jeng et al. [6] used contour tracing and
dynamic blank strip tracing methods to detect gaps be-
tween the radicals in a character. With these detected
character gaps, the radicals can be easily extracted.
Cheng and Hsu [7,8] presented two radical extraction
methods. One is the stroke decision (SD) method and the
other is the background thinning (BT) method. In the SD
method, the strokes of a character must be extracted "rst,
then using the information of long stroke and projection
to divide the input character into left-right or top-down
type. The BT method is to "nd a continuous cursive
dividing path instead of a straight path as used in the
stroke decision method. They also used a window extrac-
tion method to join two disconnected paths. Chang and
Liu [9] also proposed a method to extract radicals em-
bedded in printed Chinese characters. They used contour
tracing algorithm to detect loop contour. The closed
region is a radical which can be extracted by using
polygonal copy technique. Lee [10] also proposed an
on-line radical extraction method. He used rectangular
region to represent each segment and then checked
the overlapping condition of two sequential rectangular
regions for radical extraction. Lin and Fan [9] classi-
"ed Chinese characters into six types based on line
segment order and projection methods. However, both
of these two methods are only suitable for on-line
handwritten characters. Liao and Huang [11] checked
the validity of the relation whether the radical is a
sub-character of the input character. The least-squares-
error estimation and some properties of Chinese charac-
ters are utilized to check whether the relation is satis"ed.
Han et al. [9] proposed a stroke clustering method to
determine the pattern of multi-font printed Chinese char-
acters in conjunction with the extraction of embedded
radicals.

The idea of using radicals for recognition has also been
considered by Zhao [12] where the two-dimensional
extended attribute grammar is used to describe a Chinese
character. He utilizes attributes attached to the gram-
mars describing Chinese characters to enhance the ability
of noise and distortion tolerance in element level, and to
describe the relations between distorted elements. In the
work of Lu et al. [13], a hierarchical attributed graph
(HAGR) is used to represent a Chinese character and

a cost function mapping a candidate to a model graph is
introduced. This approach can tolerate the variations of
HAGR which re#ect the instability or variability of
handwritten Chinese characters resulting from di!erent
writing styles. Kuo and Mao [14] presented a multi-layer
perceptron neural network for Chinese character recog-
nition by making use of radical segmentation method
based on the shape structure of Chinese characters. Lee
and Chen [15] proposed a method based on the stroke
order of Chinese characters to decompose a character
into some sub-characters for e!ective character recogni-
tion. Cheng and Chen [16] analyzed the radical stroke
pattern to determine the existence of salient radical
stroke, and then to recognize radicals from salient radical
strokes by a backward procedure through hypothesis
and knowledge-using tests. Tseng and Lee [17] proposed
a knowledge-based radical extraction method for hand-
written Chinese characters to speed up the execution and
increase the e$ciency of character recognition by using
some knowledge about radicals. Hsieh [18] re"ned the
radicals in Da-Yi input method into 209 radicals suitable
for radical extraction. These radicals are represented
by second-order on-line models. Based on the models,
a Viterbi algorithm is applied to extract the possible
radicals from the input character. Then all extracted
radicals are arranged as a connected graph, in which an
edge links two radical nodes providing that the two
radicals have no common strokes. By "nding the max-
imum clique, the most possible radicals can be identi"ed.
Since the radicals in the Da-Yi input method with respect
to the re"ned radicals are known, the extracted radicals
are mapped with the Da-Yi radicals and then the charac-
ter identity is found from the radical-character mapping
table of the Da-Yi input system.

In this paper, a radical-based OCR system for recog-
nizing handwritten Chinese characters is proposed. In
our approach, a recursive hierarchical scheme is de-
veloped to perform radical extraction "rst. Character
features and radical features are then extracted for
matching. Last, a hierarchical radical matching scheme is
devised to identify the radicals embedded in an input
Chinese character and recognize the input character ac-
cordingly. Using this approach, the complexity of o!-line
handwritten Chinese character recognition and the tem-
plates and the size of radical database will be reduced
tremendously.

The rest of this paper is organized as follows. Section 2
describes the overview of our proposed OCR system.
Section 3 demonstrates the recursive hierarchical radical
extraction method. Extraction of word and radical fea-
tures will be addressed in Section 4. A hierarchical radical
matching scheme is devised in Section 5 to identify the
radicals embedded in an input Chinese character and
recognize the input character accordingly. Section 6 illus-
trates the experimental results. Finally, concluding re-
marks are given in Section 7.
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Fig. 1. System diagram of our proposed radical-based OCR
system.

2. Overview of our proposed system

In this paper, a radical-based OCR system for hand-
written Chinese characters is proposed. The systematic
diagram of our proposed OCR system is shown in Fig. 1.
It includes three modules. They are recursive hierarchical
radical extraction, feature extraction, and hierarchical rad-
ical matching modules. A recursive hierarchical scheme
is "rst proposed in module 1 to perform radical extraction.
The proposed scheme, which is mainly based on some
useful Chinese character structure information and
knowledge about radicals, includes three layers. They are
character pattern detection layer, straight cut line detec-
tion layer, and stroke clustering layer. Next, character
features and radical features are extracted in module 2.
Last, a hierarchical radical matching scheme, which con-
tains three phases, is proposed in module 3 to identify the
radicals embedded in an input Chinese character and
recognize the input character accordingly. The three
phases in radical matching module are radical matching
phase, knowledge matching phase, and whole character
matching phase.

In this paper, we assume that the preprocessing pro-
cess, which includes smoothing, thinning, and stroke
extracting, has been "nished. The method to perform the
preprocessing had been proposed in the work of Wang
et al. [19]. Thus, the input of our proposed OCR system

is the straight-line strokes represented by the vectors of
coordinates.

Experiments for radical extraction are conducted on
1856 characters. The successful rate of radical extraction
is 92.5%. The average time for radical extraction is 0.65 s
per character.

Experiments for matching process are conducted on
two sets: training set and testing set, each set includes 900
characters. The overall recognition rate in our experi-
ments is 98.2 and 80.9% (for training set and testing set,
respectively). The average recognition time of our hier-
archical radical matching scheme is 0.274 s. There are
totally 4716 radicals in 1800 characters. On average, one
character consists of 2.62 radicals. Each character will
match 7.28 radical templates in average. Thus, each rad-
ical will match 2.77 radical temples. Experimental results
reveal the feasibility of our proposed approach in recog-
nizing handwritten Chinese characters.

3. Recursive hierarchical radical extraction module

There are four main concepts used in the radical ex-
traction module. They are:

1. Character structure information: After stroke extrac-
tion, we will obtain the following character structure
information:

1. C for each stroke: length, orientation, location, num-
ber of cross points, and number of corner points.

1. C relations between two strokes: crossed, connected,
left, right, up, and down relations.

1. C the relative location of each stroke in a character.

2. Some radicals have stable, salient structural features.
3. There exist gaps among radicals.
4. The cohesion property of strokes in a radical: strokes

that belong to the same radical will be enclosed by
a convex hull. Thus, radicals can be clustered in the
center of the associating convex hull.

Based on these four concepts, a recursive hierarchical
radical extraction scheme is developed. Fig. 2 illustrates
the block diagram of the proposed scheme. It consists of
three layers. Layer 1 is character pattern detection which
is mainly based on concepts 1 and 2 to extract radicals
embedded in Chinese characters with special pattern.
Layer 2 is straight cut-line detection which is based on
concept 3 to detect gaps among radicals. Using concept 4,
a stroke clustering technique is devised in layer 3 to
decompose Chinese characters that are left-right or up-
down pattern into radicals. Some of these information will
be implemented as rule-based knowledge in our system.

After layer 1, the radical embedded in Chinese charac-
ters with special pattern are extracted. The remaining
component or the characters that are left-right or
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Fig. 3. Ten patterns of Chinese characters.

Fig. 2. Block diagram of the proposed recursive hierarchical
radical extraction module.

up-down pattern will be processed in layers 2 and 3. The
extracted radicals coupled with the remaining compon-
ent will be built in a tree which is not necessarily a binary
tree. And the extracted radicals (except generated by
layer 1) together with the remaining component will be
recursively fed back to the "rst layer to check whether it
can be further decomposed. Finally, a radical list will be
formed by the leaf nodes by tracing the generated tree
using depth "rst search (DFS) technique.

3.1. Layer 1: character pattern detection

A Chinese character can be classi"ed into one of the
following 10 patterns as shown in Fig. 3: (1) single-
element (SE), (2) left-right (LR), (3) up-down (UD), (4)

up-left (UL), (5) up-right (UR), (6) left-down (LD), (7)
up-left-down (ULD), (8) left-up-right (LUR), (9) left-down-
right (ULD), and (10) surrounding (SU). Some examples
illustrating the sample characters of these 10 patterns are
shown in Fig. 4.

The radicals of patterns 4}10 have stable and salient
structural features. These structural features as men-
tioned in concept 1 are used in this layer to decompose
the characters into two parts: the expected radical and
the remaining component. Once the input Chinese char-
acter is classi"ed as patterns 4}10, the expected radical
will be extracted and identi"ed. Hence, it does not need
to be recognized in the matching phase.

In the following context, we will demonstrate the
methods used in this layer in detail.

(1) Pattern 10 (SU type): Chinese characters that belong
to pattern 10 (such as , , ) have salient radical
located outermostly at the surrounding area. This outer-
most surrounding component is composed of one top-
most horizontal stroke, one bottommost horizontal
stroke, one left-most vertical stroke, and one right-most
vertical stroke. And the lengths of these four strokes are
long enough. A character is classi"ed as a SU type charac-
ter if we can detect the existence of this outermost sur-
rounding component ` a. With the detection of a SU
type character, it can thereby be decomposed into radical
` a and the remaining part.

(2) Pattern 9 (LDR type): Chinese characters that belong
to pattern 9 (such as , ) have salient radical located
outermostly at the left-down-right area. This outermost
component is composed of one left-most vertical stroke,
one bottommost horizontal stroke, and one right-most
vertical stroke. And the lengths of these three strokes are
long enough. A character is classi"ed as a LDR type
character if we can detect the existence of this outermost
surrounding component ` a. With the detection of
a LDR type character, it can thereby be decomposed into
radical ` a and the remaining part.

(3) Pattern 8 (LUR type): Chinese characters that belong
to pattern 8 have salient radical located outermostly at
the left-up-right area. Therefore, the detection of this
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Fig. 4. Examples illustrating each pattern of Chinese characters.

Fig. 6. Characters with LUR type are classi"ed into four classes:
(a) detection of component ` a, (b) detection of components
` a and ` a, (c) detection of components ` a and ` a,
(d) detection of component ` a.

Fig. 5. Detection of component ` a for characters with SU
type.

outermost component has to be performed "rst. Due to
the variations of LUR type characters, it will be classi"ed
into four classes (types 81}84). For type 81 (such as

, , , ), we have to detect the component ` a
"rst, and then decompose the characters into radicals
` a or ` a and the remaining part. For type 82 (such
as , , ), we detect the components ` a and ` a,
and then decompose the characters into radicals ` a or
` a and the remaining part. For type 83 (such as

, , ), we have to detect the components ` a and
` a, and then decompose the characters into radicals
` a or ` a and the remaining part. For type 84 (such
as , , , ), we have to detect the component ` a
"rst, and then decompose the characters into radicals
` a, ` a, ` a, or ` a and the remaining part.

(4) Pattern 7 (ULD type): Chinese characters that be-
long to pattern 7 (such as , , , ) have salient
radical located outermostly at the up-left-down area.
This outermost component is composed of one topmost
horizontal stroke, one bottommost horizontal stroke,
and one left-most vertical stroke. And the lengths of these
three strokes are long enough. A character is classi"ed as
a ULD type character if we can detect the existence of this
outermost surrounding component ` a. With the detec-
tion of a ULD type character, it can thereby be decom-
posed into radical ` a and the remaining part.

(5) Pattern 6 (LD type): Chinese characters that belong
to pattern 6 have salient radical located outermostly at
the left-down area. Therefore, the detection of this outer-
most component has to be performed "rst. Due to the
variations of LD type characters, it will be classi"ed into
"ve classes (types 61}65). For type 61 (such as , ), we
have to detect the component ` a "rst, and decompose
the characters into radical ` a and the remaining part.
For type 62 (such as , ), we detect the component
` a, and decompose the characters into radicals ` a,
and the remaining parts. For type 63 (such as , ), we
have to detect the component ` a, and then decompose
the characters into radicals ` a and the remaining part.
For type 64 (such as , , ), we detect the component
` a "rst, and then decompose the characters into rad-
icals ` a and the remaining part. For type 65 (such as

, , , ), we have to detect the components ` a,
` a, ` a, and ` a "rst, and then decompose the char-
acters into radicals ` a, ` a, ` a, or ` a and the
remaining part.

(6) Pattern (UR type): Chinese characters that belong to
pattern 5 have salient radical located outermostly at the
left-down area. Therefore, the detection of this outer-
most component has to be performed "rst. Due to the
variations of UR type characters, it will be classi"ed into
two classes(types 51 and 52). For type 51 (such as

, , , ), we have to detect the component ` a,
and then decompose the characters into radicals ` a,
` a, or ` a and the remaining part. For type 52 (such
as , , , , ), we have to detect the component
` a, and then decompose the characters into radicals
` a, ` a, ` a, or ` a and the remaining part.

(7) Pattern 4 (UL type): Chinese characters that belong
to pattern 4 have salient radical located outermostly at
the left-down area. Therefore, the detection of this outer-
most component has to be performed "rst. Due to the
variations of UL type characters, it will be classi"ed into
two classes (types 41 and 42). For type 41 (such as

, , , ), we have to detect the component ` a
"rst, and then decompose the characters into radicals
` a, ` a, ` a, or ` a and the remaining part. For
type 42 (such as , , ), we detect the component
` a, and decompose the characters into radicals ` a,
` a, or ` a and the remaining part.

An example illustrating the detection of pattern 10
characters is shown in Fig. 5. Examples illustrating the
decomposition of pattern 8 characters are shown in
Fig. 6.
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Fig. 7. Example illustrating how the exception rules are used to exclude the incorrect radical component.

With stable and salient component being detected and
its corresponding pattern being determined, some strokes
that belong to the component but not be included must
be grouped into the component. For example, after the
component ` a of the character ` a with pattern 5 has
been detected, the strokes located above or intersected
with the component must be grouped into the compon-
ent to form the expected radical ` a.

In the character pattern detection process, some excep-
tion rules must be invoked to exclude the erroneous
cases. These exception rules are heuristic and problem-
dependent. Shown in Fig. 7 is an example illustrating this
condition. Based on the knowledge about component
` a, the stroke s2 in Fig. 7(a) does not contain a 4-fork
point, thus the three strokes s1, s2, and s3 can not be
treated as component ` a in this layer. Figs. 7(b) and (c)
are the correct radicals extracted by using the technique
to be discussed in next layer.

3.2. Layer 2: straight cut-line detection

Since gaps are existed among radicals embedded in a
Chinese character, we can utilize these background in-
formation to achieve the radical separation and extrac-
tion goal. Since some gaps may be wide and clear, the
middle cut line of this kind of gap will decompose the
input character into two parts and will be called clear
straight cut line. Whereas some gaps may be unclear but
they are long enough for radical separation, we will treat
this kind of gap as an one-pixel gap and call its cut line as
nearly straight cut line. The detail description of straight
cut line detection algorithm is given as follows.

Step 1: The character or sub-component of the character
will be bounded "rst by a square.

Step 2: From the perimeter of the square, trace inwardly
the input image after stroke extraction until
a pixel is met in some stroke. Then count the
tracing depth and record it.

Step 3: If we can trace through from one side to the
corresponding side, then there exists a clear gap
(a clear straight cut line). Measure the range of the
gap. The wider the gap range, the more stable the
gap will be. Otherwise, if the tracing depth is long
enough (say, greater than 0.9 multiple height or
width with respect to vertical or horizontal
trace), then treat it as an one-pixel gap (a nearly
straight cut line).

Step 4: After horizontal and vertical gaps have been de-
tected, we must determine the combinative type
of gaps. We classify the combinations into four
types. Type 0 means that gap doesn't exist. Type
1 means that horizontal gaps exist. Type 2 means
that vertical gaps exist. Type 3 means that both
horizontal and vertical gaps exist.

Step 5: If the gap type is 0, then go to the next layer. If
the gap type is 1, then the input image will be
decomposed horizontally into some areas. If the
gap type is 2, then the input image will be decom-
posed vertically into some areas. If the gap type is
3, then the input image will be decomposed hori-
zontally or vertically into some areas according
to certain rules. If it fails to be decomposed, then
decompose it in the other direction.

Step 6: The areas containing one stroke will be merged
to the nearest area according to the distance
between these two areas. The areas containing
two or three strokes will be checked in advance
according to some knowledge about a radical to
see whether it must be merged to the nearest area
or remain unchanged.

Step 7: The resultant areas may contain a radical or just
a sub-component. Hence, we must go back to
layer 1 recursively to see whether it needs to be
decomposed further or not.

An example illustrating the above procedure is shown
in Fig. 8. After tracing inwardly from the perimeter to the
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Fig. 8. Example illustrating radical extraction by making use of
straight cut line. Lines with two arrows (such as L1 and L3) are
clear straight cut lines. Line with one arrow (such as L2) is nearly
straight cut line. The character ` a are decomposed into four
areas by these three vertical cut lines.

Fig. 9. Example illustrating radical extraction when both hori-
zontal and vertical gaps exist.

Fig. 10. Block diagram of stroke clustering layer.

skeleton of the character ` a, we can "nd three vertical
cuts lines: two clear straight lines (L

1
and L

3
) and one

nearly straight line (L
2
). Thus, the character will be

decomposed into 4 areas: A
1
, A

2
, A

3
, and A

4
. Area

A
1

contains three strokes, area A
2

contains six strokes,
area A

3
contains one stroke, and area A

4
contains four

strokes. Area A
3

will be merged into area A
4

because the
stroke in area A

3
is more closer to area A

4
than area A

2
.

Finally, we will obtain three areas A
1
, A

2
, A

3
#A

4
.

These three areas will be fed back to layer 1 to continue
the decomposition process until all areas can not be
decomposed any further. Four radicals (` a, ` a, ` a,
and ` a) will thereby be obtained.

Shown in Fig. 9 is another example illustrating the case
where both horizontal and vertical gaps exist. After trac-
ing inwardly from the perimeter to the skeleton of the
character ` a as shown in Fig. 9(a), we "nd one vertical
cut line (L

1
as shown in Fig. 9(a)) and four horizontal cut

lines (L
1
, L

2
, L

3
, and L

4
as shown in Fig. 9(b)). As the

vertical gap is wider than the other four horizontal gaps.
Hence, the character will be decomposed vertically into
two areas A

1
and A

2
containing ` a and ` a, respec-

tively. The second component ` a as shown in Fig. 9(b)
will be decomposed into "ve areas: A

1
, A

2
, A

3
, A

4
, and

A
5
. Areas A

1
, A

2
, and A

3
will be merged to form radical

` a. Areas A
4
, and A

5
will be left unchanged which

represent radical ` a and ` a, respectively.

3.3. Layer 3: stroke clustering

After layers 1 and 2, the character or sub-component
must be SE, LR, or UD pattern. The results after layers
1 and 2 are then fed to the stroke clustering layer to

extract radicals that belong to LR or UD pattern. The
block diagram of stroke clustering layer is shown in
Fig. 10. The stroke clustering technique adopted here was
proposed by Han et al. [20] for extracting radicals of
multi-font printed Chinese characters. We modify it to "t
the requirement of our proposed method for handwritten
Chinese characters. There are two modi"cations: (1) The
input in the original method must be a whole character,
whereas it can be a whole character or its sub-component
in our modi"ed method. (2) The process in the original
method only performs once, but performs recursively in
our modi"ed method. For simplicity, the input in this
subsection will be called input component which may be
a whole character or a sub-component of a character.

Based on the relationship among strokes, the input
character or sub-component is arbitrarily assigned as
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Fig. 11. Illustration of stroke clustering for characters with LR and UD patterns.

a left-right (LR) or up-down (UD) character "rst. Each
stroke of the input character is considered as a sample
point, and then apply the K-mean stroke clustering algo-
rithm to classify the input component into two clusters
which represent the two radicals.

The clustering results may be erroneous. Thus, a mis-
clustered stroke modi"cation procedure is devised to
rearrange the mis-clustered strokes. After the stroke clus-
tering and mis-clustered stroke modi"cation procedures,
the dividing path of the input character for each pre-
viously assumed character pattern is obtained. Finally,
an evaluation function is designed in character pattern
decision procedure to determine the identity of the char-
acter pattern. Besides, the extracted radicals split via the
dividing path of the identi"ed character pattern are also
obtained. The detail description of each procedure in
stroke clustering layer is discussed in the following sub-
sections.

3.3.1. Stroke clustering
Before performing K-mean clustering algorithm, two

tasks have to be performed in advance. First, strokes
connected with 4-fork points must be grouped to form
stroke blocks to avoid ambiguous and erroneous cluster-
ing result. Each of the remaining strokes in the input
component is also represented by a block. Second, the
two dimensional coordinates (x

i
, y

i
) of the center points

of all stroke blocks in the input component, where the
origin is located at the upper-left corner of the input
image, are next reduced to the samples with one

dimensional data (t
i
) by making use of the following

equations.
(a) for left-right characters or components:

t
i
"x

i
, i"1, 2, 2, n, (1)

(b) for up-down characters or components:

t
i
"y

i
, i"1, 2, 2, m, (2)

where n and m are the numbers of stroke blocks.
Then K-mean clustering algorithm [21] is applied to

cluster the reduced data into two clusters by assigning
K"2. An example shown in Fig. 11 is used to illustrate
the stroke clustering procedure. Figs. 11(a) and (c) illus-
trate the stroke blocks of two characters ` a and ` a
which belong to LR and UD pattern, respectively. The
black circle represents the center of each stroke block and
the rectangle drawn with dashed lines depicts the range
of each stroke block. The reduced data t

i
for the charac-

ters in Figs. 11(a) and (d) are shown in Figs. 11(b) and (e)
by utilizing Eqs. (1) and (2), which are the input samples
for K-mean clustering procedure. The clustering results
of stroke blocks as shown in Figs. 11(c) and (f) form two
clusters (radicals) for left-right and up-down characters.

3.3.2. Redistribution of mis-clustered stroke
Although K-mean clustering algorithm minimizes the

sum of square distances from all samples in a cluster to
the cluster center, the clustering results may still be erron-
eous. The concept of redistributing the mis-clustered
strokes generated by K-mean clustering algorithm is to
detect an ambiguous area which is the overlapping area
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of two radicals (left-right or up-down) and then redis-
tribute the stroke blocks in the ambiguous area to the
correct cluster.

3.3.2.1. Redistribution strategies for left-right characters
or components. Before stating the rearranging strategies
for left-right characters, the ambiguous area, where the
mis-clustered strokes frequently fall in, has to be de"ned
"rst. Consider the two extracted radicals C

l
and C

r
for

input component with LR pattern. Assume left radical
C

l
and right radical C

r
contain B

i
and B

j
stroke blocks,

respectively, where i is from 1 to m and j is from 1 to n.
Each stroke block B

i
can be represented by its upper-left

corner (xBi
1
, yBi

1
) and lower-right corner (xBi

2
, yBi

2
) as de-

noted by M(xBi
1
, yBi

1
), (xBi

2
, yBi

2
)N. Note that the subscripts

represent the coordinates of the upper-left and lower-
right corners, and the superscripts represent the corre-
sponding stroke blocks. The ambiguous area which is the
overlapping area of the left and right radicals can be
de"ned as follows:

A
a
"M(x, y)Dmin

Bj|Cr

(xBj
1

)(x(max
Bi|Cl

(xBi
2
), 0(y(heightN,

(3)

where value height denotes the height of the input charac-
ter. If a stroke block falls in the ambiguous area over
40% in the x-direction for left-right characters or compo-
nents, it is considered as an ambiguous stroke block and
needs to be redistributed. The ambiguous stroke blocks
B
k

is assigned to cluster C
l
or C

r
by making use of the

following criteria:

B
k
is assigned to G

C
l

if d
l
(d

r
,

C
r
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l
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r
,

(4)

where
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Note that since the case for `d
l
"d

r
a seldom occurs in

our experiment, we will arbitrarily assign the stroke
block to its left side when it occurs. The redistribution of
mis-clustered stroke process will result in the new left
C

l
and right C

r
radicals. These two new radicals will be

utlized to generate the vertical dividing path for left-right
characters.

The vertical dividing path for left-right characters is
thus de"ned as

X
v
"Amin

Bj|Cr

(xBj
1

)#max
Bi|Cl

(xBi
2
)B/2. (5)

3.3.2.2. Redistribution strategies for up-down characters
or components. The redistributing rules for up-down

characters are similar to those for left-right characters.
Consider the two extracted radicals C

u
and C

d
for input

component with UD pattern. Assume up radical C
u

and
down radical C

d
contain B

i
and B

j
stroke blocks, respec-

tively, where i is from 1 to m and j is from 1 to n. Each
stroke block B

i
can be represented by its upper-left

corner (xBi
1
, yBi

1
) and lower-right corner (xBi

2
, yBi

2
) as de-

noted by M(xBi
1
, yBi

1
), (xBi

2
, yBi

2
)N. Note that the subscripts

represent the coordinates of the upper-left and lower-
right corners, and the superscripts represent the corre-
sponding stroke blocks. The ambiguous area which is the
overlapping area of the up and down radicals can be
de"ned as follows:

A
a
"M(x, y)Dmin

Bj|Cd

(yBj
1

)(y(max
Bi|Cu

(yBi
2
), 0(x(widthN,

(6)

The ambiguous stroke block B
k

falling in the ambiguous
area over 40% in y-direction has to be redistributed and
assigned via the following criteria;

B
k
is assigned to G

C
u

if d
u
(d

d
,

C
d

if d
u
'd

d
,

(7)

where

d
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"
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The redistribution of mis-clustered stroke process will
result in the new up C@

u
and down C@

d
radicals. These two

new radicals will be utlized to generate the horizontal
dividing path for up-down characters.

The horizontal dividing path>
h
for the new up C@

u
and

down C@
d

radicals can be obtained accordingly by the
following formula,

>
h
"Amin

Bj|Cd

(yBj
1

)#max
Bi|Cu

(yBi
2
)B/2. (8)

Shown in Fig. 12 is an example illustrating how to
redistribute the mis-clustered strokes. Fig. 12(a) illus-
trates the result generated by K-mean stroke clustering
algorithm. There are two extracted radicals C

l
and C

r
,

where C
l
contains 5 stroke blocks (B

1
, B

2
, B

3
, B

4
, B

5
)

and C
r

contains 2 blocks (B
6
, B

7
). The meshed area in

Fig. 12(b) shows the ambiguous area which consists of
3 stroke blocks (B

3
, B

4
, B

5
). Fig. 12(c) is the correct result

after mis-clustered stroke redistribution procedure.

3.3.3. Character pattern decision
The dividing path which splits the input character or

component into two clusters, called clusters A and B, are
obtained from the methodologies as described in the
previous section. The evaluation criteria to compute the
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Fig. 12. Redistributing results for left-right characters.

Fig. 13. Illustration of distance computation for character with LR pattern.

distance generated via the dividing paths are described as
follows: Traverse the dividing path from the boundary of
the input character. If the dividing path and the stroke
S of cluster A meet at point P, traverse the partial stroke
falling in the area of cluster B to pass the meeting point P,
and then continue the un"nished traversing on the divid-
ing path. On the contrary, if the dividing path meets
stroke S which belongs to cluster B at point P, traverse
the partial stroke falling in the area of cluster A to pass
the meeting point P. The total traversed pixels N@

A
be-

longing to the strokes of cluster A but falling in the area
of cluster B over the total pixels N

A
of cluster A is called

the ratio of mis-stroke error and denoted as N@
A
/N

A
. On

the other hand, the ratio of mis-stroke error for cluster
B is denoted as N@

B
/N

B
. The total amount of mis-stroke

errors (N@
A
/N

A
)#(N@

B
/N

B
), called distance, is calculated

to decide which type the input character is by choosing
the type with the smallest distance. Furthermore, if the
distances for left-right and up-down characters or com-
ponents are both larger than a pre-selected threshold, the
input character or component is assigned to the single-
element pattern. In our experiments, the pre-selected
threshold is arbitrarily chosen as 35 by experience.

To illustrate the procedure, a Chinese character that
belongs to left-right pattern is given to demonstrate the
computation of distances for left-right and up-down pat-
terns. The left and right radicals generated via left-right
radical extraction layer, and the up and down radicals
generated via up-down radical extraction layer are dis-

played in Figs. 13(a) and (b), respectively. The dividing
paths for left-right and up-down patterns are drawn
using dotted lines as shown in Figs. 13(c) and (d). Based
on the principles of distance computation, the distance of
left-right pattern which equals 2 is smaller than the dis-
tance of up-down pattern which is 33. Therefore, we can
declare that the identity of the input character is left-right
pattern instead of up-down pattern.

3.4. Determination of radical type

According to the appearing location of a radical em-
bedded in a Chinese character, a radical may be classi"ed
into one of the following 19 types as shown in Fig. 14.
After radical extraction, we have to determine which type
the extracted radical is. There are two purposes for this
procedure. First, we can know the appearing location of
a radical. Second, it can be used to distinguish two or
more similar characters which consist of the same rad-
icals but with di!erent locations. For example, characters
` a and ` a, which consist of three same radicals ` a,
` a, and ` a, can be distinguished correctly according
to this criterion.

The radical type of the radicals embedded in charac-
ters from pattern 4 through 10 will be treated as type 0.

An example is shown in Fig. 15 to illustrate the whole
process of our proposed recursive hierarchical radical
extraction scheme. Fig. 15(a) is the input character ` a.
Fig. 15(b) illustrates the process of radical extraction and
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Fig. 14. The 19 appearing types of a radical.

Fig. 15. (a) The input character, (b) the process of radical extraction from top to bottom where leaf nodes represent the extracted
radicals, (c) the link list formed by the extracted radicals.
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Fig. 16. Examples illustrating radical extraction result: (a)}(f) are characters with UL, UR, LD, LUR, LUR, and SU types, respectively.

the built-up tree. Shown in Fig. 15(c) is a radical list
formed by the leaf nodes when tracing the tree in depth
"rst search (DFS) way.

Some examples are given in Fig. 16 to illustrate the
results of radical extraction. Figs. 16(a)}(f) are characters
with UL, UR, LD, LUR, LUR, and SU types, respec-
tively.

4. Feature extraction module

To overcome the stroke variation problem of hand-
written Chinese characters, characters after stroke ex-
traction and radicals after radical extraction have to be
normalized to 150]150 resolution before performing the
matching process.
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Fig. 17. The block diagram of proposed hierarchical radical matching scheme.

There are two kinds of feature representation for each
character, one representation is based on the strokes
constituting the character and another representation is
based on the radicals constituting the character. These
two kinds of feature will be used in the whole character
matching process and the radical matching process, re-
spectively. The features extracted for each stroke con-
stituting a radical or a character include stroke length,
slope angle, the coordinate of center point, and the angle
between any two strokes.

5. Hierarchical radical matching module

After radical and feature extraction, a hierarchical re-
laxation-based radical matching scheme is developed to
perform radical identi"cation and character recognition
on scanned input Chinese characters. Shown in Fig. 17 is
the block diagram of the proposed matching scheme
which includes three matching phases. They are radical

matching phase, knowledge database matching phase,
and whole character matching phase.

The "rst phase is radical matching phase which is
based on modi"ed relaxation method to match each
radical with templates in the radical database. Only tem-
plates that have the same number of strokes and cross-
points as the extracted radical are selected for matching.
The second phase is the matching with the knowledge
database. All possible combinations of the recognized
radicals are matched with the knowledge database. The
recognized results after this phase are classi"ed into four
categories: `Sa, `Ma, `Ra, and `Pa. The character with
status `Ra or `Pa needs to be processed in the third
matching phase once more. The third phase is the match-
ing of the whole character which is important for the
proposed matching scheme as it promotes the recogni-
tion rate greatly.

The matching scheme proposed here is analogous to
the one proposed in Wang et al. [3], except the di!erence
in the "rst phase. The "rst phase is radical matching in
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Table 1
Thirty-two radicals with order number and possible appearing types (marked by x)

the proposed scheme, whereas it is partial matching in
the one proposed previously.

5.1. Phase 1: radical matching

In this subsection, we will illustrate how to perform
radical matching with the templates in radical database.
The matching procedure is carried out by utilizing the
modi"ed relaxation scheme proposed by Wang et al. [19].

Shown in Table 1 are 32 radicals with some suitable
and possible appearing types. Each radical has been
observed and analyzed carefully to see whether it appears
in the Chinese characters in Chi Hai ( ). If the radical
indeed appears in Chinese characters, then the corre-
sponding type where the radical appears, are marked &x'

in Table 1. From Table 1, we can see that some radicals
may appear only in a few types, not all 19 types. For
example, the radical ` a (numbered 27 in Table 1) only
appears in types 3, 12, 14, and 15. Shown in Table 2 is the
appearing frequency in each type of 32 radicals for 300
test samples.

The matching scheme will generate a candidate radical
set. In order to reduce the number of radical templates
for matching and avoid making mistake, two rules are
devised and stated as follows:

Rule 1: An input radical only needs to match with the
templates whose number of strokes and number
of cross-points are both the same as those of the
input radical.
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Table 2
Appearing frequency in each type of 32 radicals for 300 test samples

Rule 2: An input radical only needs to match with the
templates which appear in the same location as
the input radical.

Shown in Fig. 18 is an example illustrating this matching
scheme. Fig. 18(a) is an input character ` a. Fig. 18(b) is
the extracted radicals which are ` a with type 3, ` a
with type 6, and ` a with type 8. Fig. 18(c) is the
templates selected from the radical database for match-
ing with the extracted radical. The radical ` a with type
6 only needs to match with templates ` a, ` a, and
` a but doesn't need to match with template ` a, since
the template ` a doesn't appear in type 6
location (see Table 1). Finally, we will obtain a candidate

set which can be represented as M( , 3), ( , 6),
( , 8), 2N as shown in Fig. 18(d).

5.2. Phase 2: matching with knowledge database

For each character to be recognized, the radicals and
types it contains have to be determined by human "rst.
For example, the character ` a contains the radical ` a
(number 27 and type 3) and the radical ` a (number 30
and type 4). And then, collect them to establish know-
ledge database. The database is implemented as a double
link list as shown in Fig. 19.

In order to perform the matching e$ciently, a two-
dimensional lookup table is built with its row and
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Fig. 19. The structure of knowledge database.

Fig. 18. (a) The input character ` a. (b) The three extracted
radicals after radical extraction. (c) The templates with which
each extracted radical will match. (d) The candidate set after
radical matching.

column representing the number of strokes and number
of cross points, respectively. Element (i, j) in the lookup
table points to a link list which contains characters with
i strokes and j cross points. The format of the lookup
table is shown in Table 3. For example, the list of cell (9,4)
contains two characters (` a and ` a).

Now, we can proceed the template matching task as
described below. For an unknown input character, we
have had a candidate radical set obtained from the pre-

vious radical matching process. The candidate radical set
will be compared with those characters having the same
number of strokes and number of cross points. All pos-
sible combinations of the recognized radicals are match-
ed with knowledge database. For example, the input
character ` a which has 9 strokes and 4 cross points,
will be compared with two characters ` a and ` a.
After this matching process, the recognized results will be
automatically classi"ed into four kinds of status:

`Sa The input character is successfully matched.
`Ma The input character is misrecognized or not recog-

nized.
`Ra The input character is repeatedly recognized, that

is, it is recognized as more than one candidate
characters.

`Pa The input character is partially matched, i.e., some
radicals are not recognized.

An input character is decided as misrecognized if it is
not recognized as any character or any radical in it. If
the status of the recognized result is `Ra or `Pa, then
the input character needs to be processed once more in
the next matching phase.

5.3. Phase 3: whole character matching

In the previous matching process, the input character
with the status `Ra or `Pa is recognized as more than one
candidate characters. To ensure which one is indeed the
input character, the whole character matching process
needs to be proceeded to resolve the ambiguity. We only
establish all possible radical database and knowledge
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Table 3
The format of lookup table. The minimal and maximal number of stroke in our sample data
are 4 and 17, respectively. The maximal number of cross-points is 6. The element (i, j) points to
a link list which contains characters with i strokes and j cross-points

Fig. 20. Illustration of the whole character matching ` a with
` a.

database for the character to be recognized instead of
establishing the whole character database. To perform
the whole character matching, the feature vectors of
a whole candidate character must be constructed "rstly.

The whole character matching process can be de-
scribed as follows. For each candidate character, "nd its
constituting radicals and associating radical types from
knowledge database. Then the feature vectors of each
radical with the associating type are obtained from the
radical database and via proper transformations as de-
"ned in Wang et al. [3]. The feature vectors of the
constituting radicals are combined thereafter to form the
feature vectors of the whole candidate character. Last,
the whole input character is matched with all candidate
characters by making use of the modi"ed relaxation
method. The candidate character with the minimum
distance is the recognized result. The whole character
matching process is important for the hierarchical
matching scheme as it will promote the recognition rate
greatly.

An example shown in Fig. 20 is used to illustrate how
to match a whole input character ` a with the whole
candidate character ` a. Fig. 20(a) is candidate charac-
ter ` a with its knowledge came from knowledge
database. Fig. 20(b) is the three constituting radicals
obtained from radical database, Fig. 20(c) is the character
which is constructed by combining the three radicals in
Fig. 20(b) after suitable transformation, and Fig. 20(d) is
the input character ` a which will match with the gener-
ated candidate character ` a in Fig. 20(c).

6. Experimental results

The experiments were conducted on IBM PC-486
(DX-33) computer using C language. Two sample sets are

collected for testing. The "rst sample set is shown in
Fig. 21 which contains 300 characters with each charac-
ter consisting of two to "ve radicals (as shown in Fig. 22)
and had been written (under constraint) by six writers to
form totally 1800 test samples. The second sample set as
shown in Fig. 23 contains 156 characters.

Experiments for radical extraction were conducted on
1856 characters (the "rst sample and second sample sets).
The successful rate of radical extraction is 92.5% as
tabulated in Table 4. The average time for radical extrac-
tion is 0.65 s per character.

Experiments for matching process were conducted on
1800 characters (only the "rst sample set). The reason
why we only use the "rst sample set for matching is that
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Fig. 21. The "rst sample set contains 300 characters which were written (under constraint) by six writers to form 1800 samples.

Fig. 22. The 32 radicals used in creating radical database.

the characters in the "rst sample set are composed of two
to "ve radicals in 32 radical database. We treat the
samples of the "rst three writers as the training set and
the rest three samples as the testing set. The program and
parameters are tuned to "t the training set. The overall

recognition rate in our experiments is 98.2 and 80.9% as
tabulated in Tables 5 and 6 (for training set and testing
set, respectively). After the phase 3 (whole character)
matching process, the recognition rate promote 11.5 and
27.2% as shown in Tables 5 and 6, respectively. This
reveal that the whole character matching phase is impor-
tant for our matching scheme.

The average recognition time of our hierarchical rad-
ical matching scheme is 0.274 second as tabulated in
Table 7. There are totally 4716 radicals in 1800 charac-
ters. In average, one character consists of 2.62 radicals.
Each character will match 7.28 radical templates in aver-
age. Thus, each radical will match 2.77 radical temples.
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Fig. 23. The second sample set contains 156 characters.

Table 4
The tabulated results of radical extraction

Sample 1 2 Total

No. of characters 1800 156 1956
No. of success 1663 146 1809
Successful rate 92.4% 93.6% 92.5%

Table 5
The tabulated results of hierarchical radical matching scheme
(for training set)

Phase 1#2
matching

Phase 3 matching

Total Ratio Total Ratio

Success 780 86.7% 884 98.2%
Mis-recognized 6 0.7% 16 1.8%
Repeatedly matched 20 2.2% 0 0.0%
Partially matched 94 10.4% 0 0.0%
Total 900 100% 900 100%

Table 6
The tabulated results of hierarchical radical matching scheme
(for testing set)

Phase 1#2
matching

Phase 3 matching

Total Ratio Total Ratio

Success 483 53.7% 728 80.9%
Mis-recognized 71 7.9% 172 19.1%
Repeatedly matched 12 1.3% 0 0.0%
Partially matched 334 37.1% 0 0.0%
Total 900 100% 900 100%

Table 7
The recognition speed of hierarchical radical matching scheme

Times needed on PC 486 DX-33
(Sec./Per Char.)

Phase 1 0.222
Phase 2 0.000
Phase 3 0.052

Total 0.274
There are two advantages of our proposed radical-

based OCR system for handwritten Chinese character
recognition:

1. After the radicals embedded in the characters with
pattern, 4}10 have been extracted, they are identi"ed
immediately and need not to be recognized by radical
matching.

2. Although some of the radicals embedded in a charac-
ter may fail to be identi"ed, the character can still
be correctly recognized by our hierarchical radical
matching scheme.
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7. Conclusion

In this paper, a radical-based OCR system for hand-
written Chinese character recognition is proposed. Since
recognizing radicals is much easier than recognizing the
whole character, the complexity of recognition will be
greatly simpli"ed if Chinese characters are decomposed
into radicals before recognition. Hence a recursive hier-
archical scheme is "rst proposed in module 1 to perform
radical extraction. The proposed scheme, which com-
bines structural method and statistical method, includes
three layers. They are character pattern detection layer,
straight cut-line detection layer, and stroke clustering
layer. Next, character features and radical features are
extracted in module 2. Last, a hierarchical radical match-
ing scheme, which contains three phases, is proposed in
module 3 to identify radicals embedded in an input
Chinese character and then recognize the input character
accordingly.

Experiments for radical extraction are conducted on
1856 characters. The successful rate of radical extraction
is 92.5%. The average time for radical extraction is 0.65 s
per character.

Experiments for matching process are conducted on
two sets: training set and testing set, each set includes 900
characters. The overall recognition rate in our experi-
ments is 98.2 and 80.9% (for training set and testing set,
respectively). The average recognition time of our hier-
archical radical matching scheme is 0.274 s. There are
totally 4716 radicals in 1800 characters. In average, one
character consists of 2.62 radicals. Each character will
match 7.28 radical templates in average. Thus, each rad-
ical will match 2.77 radical temples. The experimental
results reveal that our proposed method is feasible, #ex-
ible, and e!ective.
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