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INTRODUCTION

Cloud computing [1] provides a “computing-as-
a-service” model in which compute resources are
made available as a utility service — an illusion
of availability of as much resources (e.g., CPU,
memory, and I/O) as demanded by the user.
Moreover, users of cloud services pay only for
the amount of resources (a “pay-as-use” model)
used by them. This model is quite different from
earlier infrastructure models, where enterprises
would invest huge amounts of money in building
their own computing infrastructure. Typically,
traditional data centers are provisioned to meet
the peak demand, which results in wastage of
resources during non-peak periods. To alleviate
the above problem, modern-day data centers are
shifting to the cloud. The important characteris-
tics of cloud-based data centers are:
• Making resources available on demand. The

operation and maintenance of the data cen-
ter lies with the cloud provider. Thus, the
cloud model enables the users to have a
computing environment without investing a

huge amount of money to build a comput-
ing infrastructure.

• Flexible resource provisioning. This provides
ability to dynamically scale or shrink the
provisioned resources as per the dynamic
requirements.

• Fine-grained metering. This enables the “pay-
as-use” model, that is, users pay only for
the services used and hence do not need to
be locked into long-term commitments.

As a result, a cloud-based solution is an attrac-
tive provisioning alternative to exploit the “com-
puting-as-service” model.

However, implementing cloud-based data
centers requires a great deal of flexibility and
agility. For example, the dynamic scaling and
shrinking requirement needs compute resources
to be made available at very short notice. When
computing hardware is overloaded, it may be
required to dynamically transfer some of its load
to another machine with minimal interruption to
the users. Virtualization technology can provide
these kinds of flexibilities.

In a cloud environment, the service provider
would like to operate the computing resources at
optimum utilization levels to meet the service
level agreements (SLA) of users. Overcommit-
ment of resources can result in SLA violations,
whereas underutilization of resources would
mean loss of revenue for the provider. Thus,
efficient resource management is a very critical
component in cloud-based solutions. 

Virtualization is a popular solution that acts as
a backbone for provisioning requirements of a
cloud-based solution. Virtualization provides a
“virtualized” view of resources used to instanti-
ate virtual machines (VMs). A VM monitor
(VMM) or hypervisor manages and multiplexes
access to the physical resources, maintaining iso-
lation between VMs at all times. As the physical
resources are virtualized, several VMs, each of
which is self-contained with its own operating
system, can execute on a physical machine (PM).
The hypervisor, which arbitrates access to physi-
cal resources, can manipulate the extent of
access to a resource (memory allocated or CPU
allocated to a VM, etc.).

The decoupling between physical and virtual
resources provided by the hypervisor enables
flexibility of resource provisioning for VMs. This
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decoupling also yields efficient state (more cor-
rectly memory state) capture of VMs, which
enables migration and restoration of virtual
machines across physical machines.

A VM, like a PM, has associated resource
levels of CPU, memory, and input/output (I/O)
devices. While instantiating VMs, each machine
needs to be provisioned/allocated these
resources. These resources can be overcommit-
ted, and multiplexing them across VMs is the
hypervisor’s responsibility. Typically, a “sizing”
process, based on resource-usage profiles of
applications or estimations to meet load require-
ment and so on, is used to determine initial pro-
visioning-levels of a VM. Changes in workload
conditions of VMs can lead to “hot spots” —
not enough resources provisioned to meet
demand —or “cold spots” — provisioned
resources are not utilized efficiently. In each
case, resource allocations are varied dynamically
to address the situation under consideration.

In this article, we discuss the use of VM
migrations [2] for dynamic resource manage-
ment in virtualization-based cloud systems. As
mentioned earlier, migration is the process of
transferring the state (all memory pages) of a
VM from one physical machine to another. Dif-
ferent techniques for live migration exist — sus-
pend-and-copy , pre-copy and post-copy.
Suspend-and-copy, suspends a VM, copies all its
pages and then resumes the VM on the target
machine. The pre-copy approach [2] (as shown is
in Fig. 1) transfers pages iteratively to the target
machine without suspending the VM (and hence
is live). Once “sufficient” pages are transferred,
the VM is suspended at the source and remain-
ing state transferred to the target machine.
While suspend-and-copy minimizes migration
time, the downtime is proportional to the “size”
of the VMs and network resources available for
state transfer. Live migration techniques, aim to
minimize downtime, by either copying pages
(pre-copy) before a VM is suspended for final
state transfer or copying minimal state (post-
copy) to start the VM and using demand-paging
over the network to fetch the remaining state.
While both pre-copy and post-copy techniques
differ in overheads and migration time trade-
offs, they provide live migration semantics, so the
VMs have minimal downtime and execute dur-
ing the migration process.

DYNAMIC PROVISIONING USING
VIRTUAL MACHINE MIGRATION

Virtual machine migration is a key enabler for
dynamic resource management in cloud-based
systems. Figure 2 depicts the important compo-
nents of resource management from a cloud
provider’s perspective. Virtual machine sizing,
the first step toward deploying a VM, is to deter-
mine the expected resources required on deploy-
ment. Once these levels are determined, a
provisioning step determines where to “place”
the VM and instantiate it. Once a VM is instan-
tiated, a resource monitoring engine tracks the
resource usage and performance indicators relat-
ed to the (applications of the) VM. Under
dynamic workload conditions, VMs can experi-

ence “hot spots” (inadequate resources to meet
performance demands) and “cold spots” (over-
provisioned resources with low utilization). Mov-
ing VMs in order to allocate more resources (to
alleviate hot spots) or consolidate VMs on fewer
PMs to tackle cold spots is enabled through
migration. From a cloud provider’s perspective,
alleviating hot spots is essential to meet SLAs
with clients and tackling cold spots to use
resources (including power consumption) effi-
ciently.

Figure 3 shows two conditions: load balancing
and consolidation of VMs based on migration.
In the first case, either the goal is to distribute
“load” evenly across PMs, or a VM needs more
resources and hence is migrated to another PM.
With consolidation, machines are migrated to
fewer PMs to reduce server sprawl. In the next
section, we discuss the goals, issues, and tech-
niques related to such migration-enabled dynam-
ic resource provisioning scenarios.

A cloud provider’s resource management
actions toward simultaneously minimizing
resource usage and maximizing SLA adherence
can be classified as follows: 

Server consolidation: The goal of consolida-
tion is to avoid server sprawl — many PMs host
low-resource-usage VMs. As shown in Fig. 3,
VMs on lightly loaded hosts can be “packed”
onto fewer machines to meet resource require-
ments. The freed-up PMs can either be switched
off (to save power) or represent higher-resource-
availability bins for new VMs.

Load balancing: The goal of load balancing is
to avoid a situation where there is a large dis-
crepancy in resource utilization levels of the
PMs (refer to Fig. 3). A desired scenario could
be to have equal residual resource capacity
across PMs (to help increase local resource allo-
cations during increase demands). Virtual
machine migrations can be employed to achieve
this balance.

Hotspot mitigation: Active resource and
application-level monitoring of VMs if required
to identify hot spot conditions in which a VM
has inadequate resources to meet its SLA
requirements. Under such conditions, additional
resources can be allocated either locally (on the

Figure 1. Live VM migration procedure.
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same PM) or within the set of PMs available for
provisioning. When local resources are not suffi-
cient to remove the hot spot, VMs can be migrat-
ed to another host to make the resources
required available to mitigate the hot spot.

HEURISTICS FOR RESOURCE
MANAGEMENT USING MIGRATION

For each of the three goals — consolidation,
hotspot mitigation and load balancing — VM
migration-based heuristics need to address three
important questions:
• When to migrate
• Which VMs to migrate
• The set of destination host machines for

migration
Table 1 summarizes the high-level goals while
answering these questions for each of the desired
goals. Migration heuristics address each of these
questions based on several constraints: overhead
of the migration process, impact on applications
during migration, degree of improvement in
intended goals of performance of resource uti-
lization, and so on.

WHEN TO MIGRATE?
There are many situations when migration of
VMs becomes necessary to maintain the overall
efficiency of the data center. These situations or
triggers are shown in Fig. 4 and discussed next.

Periodic — The migrations in a data center can
be triggered periodically. For example, data cen-
ters in one part of world may be heavily used in
daytime (9 a.m. to 9 p.m.), whereas they may be
underloaded during the night. Such “time of
day” based migration of VMs ensures that VMs
are “near” clients, and the communication delays
and overheads are minimized. Migrations can

also be done periodically to consolidate the
reduced loads.

Due to Hot Spot — A hot spot is the overload-
ed condition of a PM. It can also be defined as
the state when performance of a system falls
below the minimum acceptance level. Detection
of a hot spot can be done both proactively and
reactively. Proactive hot spot detection tech-
niques predict the occurrence of a hot spot by
analyzing the trends in resource utilizations of
the VM. If the resource utilization shows an
increase for some time window, it is likely that it
may result in a hot spot in the future. Such time-
series analysis-based techniques help avoid hot
spots even before they occur. One such tech-
nique to predict CPU utilization is discussed in
[3]. More sophisticated proactive techniques
analyze the request arrival rates. Increase in
request arrivals suggests that the VM will require
more resources to fulfill them, thus causing a
potential hot spot. Reactive hot spot detection
techniques use more direct techniques like
observing the page thrashing rate, CPU and
memory utilization levels, and so on. Hot spots
can be locally mitigated if enough capacity is
available at the host PM. Extra resources can be
allocated to the VM showing signs of overload.
When extra capacity is not available locally,
migration is the only option available.

Excess Spare Capacity — Low utilization of
PMs results in resource wastage. An optimum
level of utilization is required to be maintained
for the efficient working of a data center. Physi-
cal machines that have excess spare capacity
(i.e., low resource utilization) cause overall inef-
ficiency in the data center. At the level of a PM,
the hypervisors have monitoring tools, similar to
normal operating systems, which can provide the
utilization information of different resources for
that machine. Resource utilization levels of PMs

Figure 2. Different steps in resource management.
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across a data center are continuously monitored,
and whenever the utilization levels fall below a
certain threshold, migrations can be triggered.
When a number of PMs are underutilized, VMs
are migrated from such machines to make them
completely free. Such “freed” PMs can then be
shut down to save power, which results in con-
solidation.

Load Imbalance — Virtual machines change
their resource requirements dynamically. This
dynamism leads to imbalances in the resource uti-
lization levels of different PMs. Some PMs can
get heavily loaded while others may be lightly
loaded. In a data center, resource utilization lev-
els of PMs are monitored continuously. If there is
large discrepancy in the utilization levels of differ-
ent PMs, load balancing is triggered. Load bal-
ancing involves migration of VMs from highly
loaded PMs to low loaded ones. An overloaded
PM is undesirable as it causes delays in service of
user requests. Similarly, the PMs that are lightly
loaded cause inefficient resource utilization.

Addition/Removal of Virtual Machines and
Physical Machines — Virtual machines and
PMs can be added and removed in a virtualiza-
tion-based data center. Addition/removal of
VMs and PMs affects the availability of the
resources and may require a change in the place-
ment plan of VMs. A new PM can be used to
offset the load of an overloaded PM by migrat-
ing VMs from the latter to the former. Similarly,

hosting new VMs may result in future overloads
of some PMs, which again require migrations to
be triggered.

WHICH VIRTUAL MACHINE TO MIGRATE
Selecting one or more VMs for migration is a
crucial decision of the resource management
heuristic. The migration process not only makes
the VM unavailable for a certain amount of time
but also consumes resources like network and
CPU on source and destination PMs. Perfor-
mance of other VMs that are hosted on source
and destination PMs are also affected due to
increased resource requirements during migra-
tion. Some VM selection approaches are
straightforward and only consider the VM that is
resource constrained (e.g., in a hot spot); other
approaches employ a more holistic approach
where all the VMs on a PM are considered
before selecting the candidate VM. Generally,
the aim of VM selection is to minimize the
migration effort.

Resource Constrained Virtual Machine —
This is the easiest way to select the candidate
VM for migration. The VM whose resource
requirements cannot be locally fulfilled is select-
ed for migration. During hot spots, it is easy to
find the most loaded VMs; hence, this simple
selection can work. However, in operations like
consolidation and load balancing, where the
cause is not a single VM, the choice is not
straightforward.

Figure 3. Load balancing and consolidation scenarios.

Load
balancing

Consolidation

PM1 PM2 PM3 PM1 PM2 PM3

PM1 PM2 PM3

Table 1. Dimensions of dynamic resource management heuristics.

Goals When to migrate Which VM to
migrate Where to migrate

Server
consolidation

Large number of
underutilized PMs

VMs from the lightly
loaded PMs More loaded designated PMs

Load
balancing

Imbalance in the load
of PMs

VMs from the over-
loaded PMs Lightly loaded PMs

Hotspot
mitigation

Resource requirements
of VMs not locally ful-
filled

Set of VMs from the
hotspot-host

PMs which can accommodate the
incoming VMs without causing
new hotspots

A new PM can be

used to offset the

load of an 

overloaded PM by

migrating VMs from

the latter to the 

former. Similarly,

hosting new VMs

may result in future

overloads of some

PMs, which again

require migrations to

be triggered.

MISHRA LAYOUT_Layout 1  8/23/12  12:30 PM  Page 37



IEEE Communications Magazine • September 201238

Holistic Approach — During hot spots, it may
not always be efficient to select the overloaded
VM for migration. Consider a case where the
VM facing a resource crunch is utilizing a large
amount of memory. In such a case the time and
effort required for migration will be high.
Instead, if a comparatively smaller memory VM
is selected for migration, the time required will
be less (assuming that the freed memory is suffi-
cient to mitigate the hot spot). Also, the memory
freed by the smaller VM can then be allocated
to the larger VM. Such an approach of VM
selection requires a holistic view of all the VMs
and PMs present in the system in terms of their
resource needs and availability, respectively. The
VMs can be arranged in order of their resource
utilizations, and a suitable sized VM can then be
selected for migration. The decision also
depends on the availability of a destination PM
that has enough resources available. We can see
that such a holistic approach requires quantifica-
tion of resource requirement of VMs and PMs
in order to compare them. In other words, they
need to differentiate between two VMs (or PMs)
on the basis of utilizations on multiple resource
dimensions. As there are multiple resource types
(e.g., CPU, MEM, I/O), it becomes difficult to
directly compare the resource requirements of
different machines. Generally, a function of dif-
ferent resource types is used for comparison.
There are many such functions proposed in the
literature. One such function is volume. It is the
product of the individual resource utilizations. A
variant of the function “volume” is used in the
scheme mentioned in [3] and is calculated as

where cpu, mem ,  and net are normalized
resource utilization values. Similarly, some
schemes mentioned in [4, 5] use a function of
different resource types, which is a vector. Some
other functions of resources like weighted sum
and maximum among required resources are also
used. Different types of resource functions and
their desired properties are discussed in [5].

Affinity based — These heuristics also incor-
porate other objectives instead of considering
the resource requirement only. For example,

some affinity-aware migration techniques consid-
er communication costs among VMs while per-
forming migration. For instance, if two VMs are
communicating with each other, it is better to
host them on the same PM. This will reduce the
overall communication cost among the VMs by
reducing network usage. Similarly, memory shar-
ing between VMs can also affect the VM selec-
tion for migration. Migrating a VM to a PM
where it can share memory with other hosted
VMs can result in effective memory usage [6].
Virtual machines, which share memory, can be
migrated together with less effort as similar-con-
tent memory pages are required to be trans-
ferred only once. Such a scheme is known as
gang scheduling of VMs. The approach is to pro-
actively track the identical contents of collocated
VMs and transfer those contents only once while
migrating all those VMs simultaneously to anoth-
er PM. This method optimizes both memory and
network overhead of migration. Such mecha-
nisms can be fruitful when an entire rack of
servers have to be evacuated and all the collocat-
ed VMs running on them have to be shifted to a
different location. A detailed description of gang
migration is given in [7].

WHERE TO MIGRATE
During migration, the destination PM should
have enough resources so that it can support the
incoming migrating VM. Here we discuss factors
for selecting a PM as a destination for a migrat-
ing VM.

Depending on Available Resource Capacity
— Only considering the availability of resources
at the destination is not enough. Some other fac-
tors also need to be taken into consideration,
such as whether the destination is a best fit (leav-
ing minimum remaining resources) for the
migrating VM, how will the performance of
VMs that are already hosted on destination PM
get affected. The destination selection to mini-
mize waste of resources is a field of research in
itself. The schemes proposed use heuristics of
bin packing and vector packing problems ([5, 8]
describe these problems) for destination selec-
tion since the optimal placement solution is
intractable. For example, in vector-based desti-
nation selection, vector arithmetic like dot prod-
uct is performed on resource vectors to find the
best fit. A good discussion on such heuristics can
be found in [3–5]. Virtual machines and PMs are
sorted in some order based on their resource
requirements ,and then the First Fit or Best Fit
scheme is applied to select the most suitable
PM.

Depending on Affinity of Virtual Machines
— Apart from selecting PMs solely on the basis
of resource availability, some schemes try to
leverage the relations (or affinity) between the
VMs to identify a suitable host PM. For exam-
ple, a scheme mentioned in [6] tries to achieve
consolidation by collocating VMs that have high
memory sharing potential. Periodically, based on
memory fingerprints of VMs, best matches of
hosts for VMs can be found and migrations can
be triggered. This scheme is called memory-
aware migration. The VM can be remigrated if
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some other VM on some other PM becomes a
better memory sharing partner. The overhead of
migration is taken into consideration. The ratio-
nale behind this method is that VMs that can
share part of their memory will require less over-
all memory than VMs that do not share memo-
ry. Similarly, if two VMs, hosted on different
PMs, communicate heavily, one of the VMs can
be migrated to the PM where its communicating
partner is hosted. 

WIDE-AREA VIRTUAL MACHINE MIGRATION
The discussion regarding live migration so far
has considered resource management within a
single (local) virtualization-based hosting setup.
In such a setting, the VMs (and PMs) are
assumed to be located within the same local area
network. In a cloud-based provisioning scenario
this assumption may not always hold; VM host-
ing data centers can be spread around the world,
or enterprises with offices worldwide may have
private data centers at several locations. In such
cases, migrating VMs over wide area networks
poses a set of different and interesting chal-
lenges.

The main differences between VM migration
over local and wide area networks are as follows.

Migrating storage: Machines within a local
network connect to shared storage system using
mechanisms such as NFS, NAS, and storage area
networks (SANs). In such a setting, since access
to disks is primarily via the network, migration
of VM is accomplished by migrating the memory
state. In a wide-area scenario, the shared storage
assumption seldom holds. As a result, wide-area
migration entails not only transferring memory
state, but more important, the state of local
disks. With the lack of high end-to-end network
bandwidth over wide area networks and the
potential transfer of large storage state, the
downtime and migration time are expected to be
high in such scenarios.

Network reconfiguration: Unlike migration
within a local area network, crossing network
boundaries results in network reconfiguration.
Moving into a new subnet forces the machine to
get a new IP address and, as a result, breaks
existing network connections. Either the network
addresses have to be preserved or applications
need to be made aware of the network reconfig-
uration semantics.

Figure 5 depicts the local-area and wide-area
migration scenarios. While VMs assume avail-
ability of networked storage systems in local net-
works, this condition is hard to recreate over
wire area networks. The limited end-to-end
bandwidth makes such an equivalent exercise
futile. Furthermore, IP reconfiguration will not
support state-full network protocols.

The issue of IP reconfiguration can be han-
dled in a few ways. Bradford et al. [9] depend on
DNS-resolutions to do the job. When VMs
migrate, they maintain their canonical names,
and the new IP address is registered with the
name server. Lookups for the VM based on the
canonical name, subsequent to migration, will
resolve to the new (correct) IP address. This
seamless change in original IP address and reso-
lution of new IP address while the VM migrates
across different networks is done through IP

tunneling. Tunneling is a mechanism of provid-
ing a path across networks/LANs of different IP
configurations by taking help from the gateways
encountered on the way to the destination net-
work (where the designated host resides). Gate-
ways provide tunnel endpoints, preventing any
intermediate loss of connectivity. Note that this
solution places the burden on managing end-
points on the applications (i.e., they need to be
aware of the IP address change). An alternative
solution to address the reconfiguration issue is
to address the problem in the network protocol
stack. Cloudnet [10] employs a combination of
layer 3 virtual private networks (VPNs) and
layer 2 virtual private LAN service (VPLS) to
provide end-to-end routing across multiple net-
works and bridge LANs at different locations.
The unified virtual network provides the view of
a LAN to migrating VMs, with VMs maintaining
single IP addresses.

The second component of migrating disks is
more time consuming due to limited network
bandwidth and high-latency wide-area links.
Schemes based on proactive storage replication
and use of content-based hashing (for redundan-
cy elimination) [10] can be employed to speed
up storage migrations. Nevertheless, since stor-
age volumes are large, either the cost for WAN-
migrations has to be proactively (with continuous
storage replication) or reactively (on-demand
transfer of disks state) borne.

In spite of the costs related to storage migra-
tions and the overheads of network reconfigura-
tion, WAN migrations are useful in several
cases. Large data centers or enterprises having
computing infrastructure around the world
migrate VMs to follow the sun. Machines

Figure 5. Virtual machine migrations over LAN and WAN.
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migrate to locations during certain times of the
day to be “closer” to users in a geographic
region. Another application is in use of mainte-
nance and upgrades. Machines can be moved
from one site to the other, keeping services on
them alive, while maintenance operations pro-
cess on other sites. Collaborative projects across
research groups spanning different cities can
derive benefit through WAN migration of the
VM containing the project instead of maintain-
ing consistent replicas. In cloud bursting scenar-
ios, where the capacity of a data center is
saturated, additional infrastructure, even if geo-
graphically far, can provide secure resources of
VMs. Wide-area-based migrations can be useful
in these conditions as well.

CONCLUSION
In this article, we discuss the important role of
live virtual machine migration in dynamic
resource management of virtualized cloud sys-
tems. Migration enables several resource man-
agement goals like consolidation, load balancing,
and hot spot mitigation. Researchers have lever-
aged live virtual machine migration to come up
with efficient resource management mechanisms.
We discussed the components — when to
migrate, which VM to migrate, and where to
migrate — and approaches followed by different
heuristics to apply migration techniques for
goals of consolidation and hot spot mitigation.
Challenges with wide-area migration — storage
migration and network reconfiguration — and
some techniques to enable it were also discussed.
With the increase in the popularity of cloud
computing systems, virtual machine migrations
across data centers and diverse resource pools
will be greatly beneficial to data center adminis-
trators. Live virtual machine migration is an
indispensable tool for dynamic resource manage-
ment in modern-day data centers.
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