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Abstract There are two prominent features for place cells
in rat hippocampus. The firing rate remarkably increases
when rat enters the cell’s place field and reaches a maximum
around the center of place field, and it decreases when the
animal approaches the end of the place field. Simultaneously
the spikes gradually and monotonically advance to earlier
phase relative to hippocampal theta rhythm as the rat tra-
verses along the cell’s place field, known as temporal coding.
In this paper, we investigate whether two main characteristics
of place cell firing are independent or not by mainly focus-
ing on the generation mechanism of the unimodal tuning of
firing rate by using a reduced CA1 two-compartment neu-
ron model. Based on recent evidences, we hypothesize that
the coupling of dendritic with the somatic compartment is
not constant but dynamically regulated as the animal moves
further along the place field, in contrast to previous two-
compartment modeling. Simulations show that the regulable
coupling is critically responsible for the generation of uni-
modal firing rate profile in place cells, independent of phase
precession. Predictions of our model accord well with recent
observations like occurrence of phase precession with very
low as well as high firing rate (Huxter et al. Nature 425:828–
832, 2003) and persistency of phase precession after transient
silence of hippocampus activity (Zugaro et al. Nat Neurosci
8:67–71, 2005).
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1 Introduction

In rat hippocampus, place cells signal spatial respects of the
animal’s environment or behavior by both firing rate and tem-
poral code (O’Keefe and Recce 1993; Skaggs et al. 1996).
A place cell’s firing rate significantly increases first and then
decreases showing a unimodal tuning versus position when
animal passes through its place field, while the timing of
spikes advances monotonically to earlier phases of cycles of
the ongoing field theta rhythm. Are two codes independent
or coupled each other? It is an essential question related to
neural encoding and neural computation.

In contrast to a large amount of studies on theta phase
precession generation (see Zugaro et al. 2005 for review),
mechanisms about how firing rate tuning occurs seem
to attract relatively little attention. Except a few models
(Lengyel et al. 2003; O’Keefe and Recce 1993), most of
studies simply assume a unimodal or ramp excitatory input
to account for the unimodal profile of firing rate (Harris et al.
2002; Kamondi et al. 1998; Magee 2001; Mehta et al. 2002).
If such a unimodal excitatory input exists for any place cell
whenever its place field is crossed, it should be affected by
specific behaviors or stimuli, at least to an observable extent.
However, evidences do not show a consistency. For instance,
it is well documented that firing rate increases with running
speed (Ekstrom et al. 2001; McNaughton et al. 1983). But the
unimodal profile of firing rate seems to have no significant
correlation with running speed: it putatively exists regardless
of whether the highest running speed appears in the center
of a place field or not. Moreover, the shape of a place field
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shows a big stability in face of instant changes in parameters
such as the track shape, the location of the place fields on the
tracks, the behavior of the rat through the place fields, or a
change in the rat’s behavior with time (Mehta et al. 2000).
These evidences indicate that firing rate tuning curve in CA1
pyramidal cells may not be induced by a unimodal afferent
excitation alone. Instead, it may be the place cells’ intrinsic
properties that appear to primarily determine the occurrence
of the unimodal profile of firing rate. It should be noted that
another model proposes a similar input with a unimodal pro-
file to place cells but it essentially differs from above. The
model supposes that the input constraining a place cell to
fire within the firing field is spatially modulated by receiving
projections from a set of boundary vector cells (Burgess et al.
2000; Hartley et al. 2000). Each boundary vector cell is pre-
dicted to response maximally when the boundary of the ani-
mal’s environment is at a particular distance and allocentric
angle. Thus the rate profile of a place cell strongly depends
on the rat’s location relative to environmental boundary. The
existence of boundary vector cells predicted by the model
is verified recently in several areas including the subiculum
(Lever et al. 2009) and medial entorhinal cortex (Solstad et al.
2008). While the model provides a possible solution to the
firing profile being independent of firing phase, it depends
on the extrahippocampal input. In this paper, we argue for a
mechanism solely based on the intrinsic properties of place
cells themselves.

Interference model is one of a few models accounting
for the unimodal tuning of firing rate curve without rely-
ing upon topographical inputs (Lengyel et al. 2003; O’Keefe
and Recce 1993). It proposes that the firing probability of a
place cell is determined by the amplitude of the summation
or composite oscillation of two sinusoids with slightly differ-
ent frequencies within a place cell. The envelope oscillation
is unimodal in shape and, therefore, can mimic the firing
rate curve tuning in recordings. Since they predict a repeat-
ing series of firing fields rather than a single one, additional
mechanisms must be posited to account for the absence of
out-of-field firing in place cells as pointed in O’Keefe and
Burgess (2005).

In this paper, we try to find intrinsic properties of place
cells dominating the unimodal tuning of firing rate, avoiding
relying upon topographical inputs. We propose a working
hypothesis that the coupling of dendritic with the soma–
axonal action potential initiation zone of CA1 pyramidal
cells is neuron’s activity-dependent, and the weakest cou-
pling happens around the center of a place field. The essen-
tial idea of our hypothesis is based on recently accumulated
observations on variable or activity-dependent forward and
back propagation in CA1 pyramidal neurons (Gasparini et al.
2004; Golding et al. 2001; Golding and Spruston 1998; Hoff-
man and Johnston 1999; Hoffman et al. 1997; Jarsky et al.
2005; Johnston et al. 1999; Migliore et al. 2005; Pan and

Colbert 2001). The hypothesis is embodied in a reduced two-
compartment model of CA1 neurons (Kamondi et al. 2002)
by attaching a regulable feature to the coupling conduc-
tance parameter that is usually thought to be constant. Com-
puter simulations showed that the dynamically modifiable
coupling conductance plays a critical role for the emergence
of a unimodal profile of firing rate, which is independent
from the generation mechanism for theta phase precession.
The later is induced by a slight difference in frequency of
subthreshold oscillations of membrane potentials between
two compartments, whose basic idea is proposed in previous
modeling studies (Booth and Bose 2001; Bose et al. 2000;
Bose and Recce 2001; Lengyel et al. 2003; O’Keefe and
Recce 1993). Results accord with electrophysiological data
on the separation between the temporal and rate property of
spiking pattern (Huxter et al. 2003). Moreover, our model
agrees well with observation that phase precession persists
after transient silence of hippocampus activity (Zugaro et al.
2005).

2 Working hypothesis

There are two action potential initiation zones in pyramidal
neurons, into which the studies of CA1 hippocampal and
layer V neocortical pyramidal neurons have offered insights,
especially. One is at the soma–axon where action poten-
tials are generated and usually propagate actively back into
the dendritic trees. Another zone is located in the dendrites,
where regenerative voltage spikes can be initiated under cer-
tain conditions and propagate to soma. The presence of the
initiation zone of apical dendrites has led to the sugges-
tion that the pyramidal neuron has two functional compart-
ments (Mainen and Sejnowski 1996; Pinsky and Rinzel 1994;
Spencer and Kandel 1961; Yuste et al. 1994). The connection
between two compartments is modeled by an axial resistance
with a constant conductance that causes current to enter or
leave the compartments. The coupling is generally thought
to describe the passive propagation of current flows that flow
back-and-forth between somatic and dendritic compartments
and therefore assumed to be constant for a given type of neu-
rons (Kamondi et al. 1998; Kepecs et al. 2002; Mainen and
Sejnowski 1996; Pinsky and Rinzel 1994). Having a lim-
ited number of variables and parameters, the reduced two-
compartment models are endowed with a powerful ability
for exploring the essential properties of pyramidal neurons.
However, according to recent evidences summarized as fol-
lows, we are inspired to reconsider whether it is reasonable to
mimic the coupling interaction as constant within a behavior
timescale of about 1 or 2 s, during which the animal traverses
a place field.

Anatomically the dendritic action potential initiation zone
is connected with the axonal initiation zone by a long part of
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the main apical trunk and oblique dendrites that are situated in
the proximal apical dendritic region and constitute a big part
of the apical tree surface. Functionally, this region acts and
contributes to the neuron firing as a coupling zone (Larkum
et al. 2001). For CA1 pyramidal cells, it represents the main
target of excitatory synaptic inputs from CA3 Schaffer col-
laterals, in contrast to the distal tuft dendrites that receive
inputs from the perforant path (Spruston 2008). Accumulated
observations show that the suprathreshold signal propagation
between two initiation zones of CA1 pyramidal neurons can
be pronouncedly modulated in this coupling zone by local
properties such as membrane potential and active conduc-
tances. Let us first focus on forward propagation. The extent
of dendritic spike propagation to soma is found to be variable
(Golding and Spruston 1998). The effective invasion of the
soma/axon region by the dendritic spikes is easily modulated
by physiological relevant parameters such as the dendritic
membrane potential and interactions with transient depolar-
ization in dendrites (Gasparini et al. 2004), the availability
of A-type K+ channels in dendrites (Hoffman et al. 1997),
and synaptic activity from the Schaffer collaterals (Jarsky
et al. 2005). Especially, a clear gate modulation of forward
propagation of dendritically evoked Na+ spike by Schaffer-
collateral synapses is shown recently (Jarsky et al. 2005).
Dendritic spikes induced by strong perforant-path excitatory
activation to the distal apical dendritic tuft could fail to propa-
gate to the soma due to the long distance between inputs and
the soma. Limited activation of CA1 neurons by perforant
path, however, can be greatly facilitated by modest activa-
tion of Schaffer-collateral synapses in basal and proximal
apical dendrites (Jarsky et al. 2005). Above data display that
forward propagation of dendritic spikes can be effectively
attenuated or boosted depending on the physiologically rel-
evant factors along the somatodendritic axis. Similar to the
modulation of forward-propagation signal, back-propagating
action potentials can also be regulated dynamically by sev-
eral factors in the coupling zone. Combining cell recordings
with theoretical approach by using realistic computational
models of CA1 pyramidal cells, previous studies demonstrate
that the distribution, density, or modulatory state of Na+ and
A-type K+ channels in the dendrites are important factors
controlling the switch between strong and weak back-prop-
agation of action potentials (Golding et al. 2001; Hoffman
et al. 1997; Johnston et al. 1999; Migliore et al. 2005; Pan
and Colbert 2001). Even subtle changes in the distribution
of Na+ and A-type K+ channels along the somatodendritic
axis can induce a dichotomy of action potential propaga-
tion (Golding et al. 2001). The rapid modulation by A-type
K+ channels is upon membrane depolarization and several
neurotransmitters such as β-adrenergic and muscarinic ace-
tylcholine receptors, whose activation is through PKA and
PKC (Hoffman and Johnston 1999). Interestingly, β-adren-
ergic and muscarinic acetylcholine receptors have levels in

the stratum radiatum of CA1 (Adem et al. 1997; Booze et al.
1993), a localization just between somatic and dendritic com-
partment, i.e., just within the coupling zone.

These evidences support that the coupling currents that
flow back-and-forth between somatic and dendritic action
potential initiation zone in CA1 pyramidal cells are not pas-
sively propagated but easily regulated depending on the neu-
ron’s activities. It is in contrast to two-compartment models
that neither distinguish proximal apical dendrite from apical
dendritic tuft as a modulating gate of signal propagation nor
involve transient A-type potassium channels that are actually
abundant in CA1 dendrites. Therefore, we hypothesize that
the coupling term in originally proposed two-compartment
model of CA1 place cells (Kamondi et al. 1998; Kepecs et al.
2002; Pinsky and Rinzel 1994) is not constant but neuron’s
activity-dependent during a sustained activity period like
traversal process of a place field, and the weakest coupling
happens around the center of a place field. Although current
evidences summarized above are not detailed enough to
provide a clear image about how the coupling is specifi-
cally regulated as a place field is crossed, the occurrence
of the weakest coupling around the field center in our
working hypothesis is consistent with theoretical analysis
showing a tight relation of bursting occurrence with an
intermediate range of electronic coupling conductance
(Mainen and Sejnowski 1996; Pinsky and Rinzel 1994). Note
a consistency between a high probability of bursting in a place
cell and high frequency firing around its field center. More-
over, extracellular recordings within freely behaving animals
discover that the spike amplitude decreases as animal runs
through the place field (Quirk et al. 2001). While it seems
to imply a monotonical decrease in the coupling between
somatic and dendritic compartment after the animal enters a
place field, the small tail going up in Fig. 2b in Quirk et al.
(2001) shows the complexity of signal propagation modula-
tion in CA1 pyramidal cells. The specific realization of our
working hypothesis on a modulated coupling is explained in
next Section.

3 Methods

3.1 Two-compartment neuron model

We simulate a CA1 place cell by using a two-compartment
model described in Kamondi et al. (1998) and Kepecs et al.
(2002). The model is minimal for reproducing spikes as well
as bursts in a pyramidal cell, with one compartment repre-
senting the lumped soma and axon and another representing
dendritic part. The somatic compartment includes sodium
and potassium currents INa and IK, respectively, while the
dendritic compartment contains a persistent Na+ current INaP

and a voltage-gated slowly activating K+ current IKS. The
current balance equations are given as follows:
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Cm V̇s = −ILeak − INa − IK + gc

p
(Vd − Vs) + Is, (1)

Cm V̇d = −ILeak−INaP−IKS+ gc

1 − p
(Vs−Vd)+Id, (2)

where ILeak is the leak current, and Is and Id are the injected
currents separately applied to the soma and dendrite that will
be explained in detail in another Subsection below. Cm is
the capacitance density with Cm = 1µF/cm2. The somatic
and dendritic membrane potentials are denoted by Vs and
Vd in mV. The fourth term in the right hand of each equa-
tion describes the current flow between compartments, whose
formula follows Kamondi et al. (1998) except the coupling
conductance gc is endowed with a property of modifiability.
The reason for introducing a modified gc is based on our
working hypothesis and demonstrated in detail in next Sub-
section. Parameter p measures the ratio of two compartment
areas by setting p = somatic area/total area with p = 0.15
in simulations.

The voltage-dependent ionic currents are described by
the standard Hodgkin–Huxley formalism. The kinetics of a
gating variable x satisfies the first-order kinetics dx/dt =
φx (αx (1−x)−βx x) = φx (x∞−x)/τx where φx denotes the
temperature scaling factor. All currents are expressed as cur-
rent densities in µA/cm2. INa = gNam3∞h(V − ENa), where
m∞ = αm/(αm + βm), αm = −0.1(V + 31)/(exp(−0.1
(V + 31)) − 1), βm = 4 exp(−(V + 56)/18), αh =
0.07 exp(−(V + 47)/20), and βh = 1/(exp(−0.1(V + 17))

+ 1). IK = gKn4(V − EK), where αn = −0.01(V +
34)/(exp(−0.1(V + 34)) − 1) and βn = 0.125 exp(−(V +
44)/80). INaP = gNaPr3∞(V − ENa), where r∞ = 1/(exp
(−(V +57.7)/7.7)+1).IKS = gKSq(V − EK), where q∞ =
1/(exp(−(V + 35)/6.5) + 1) and τq = 200/(exp(−(V +
55)/30+exp((V +55)/30)). And ILeak = gLeak(V −ELeak).

The temperature factors are φh = φn = 3.33 and φq = 0.7.

The maximal conductance densities (in mS/cm2) and the
reversal potentials (in mV) are gNa = 45, gK = 20, gNaP =
0.09, gKS = 0.9, gLeak = 0.18, ENa = +55, EK = −90,

and ELeak = −65.

3.2 Activity-dependent coupling between somatic
and dendritic compartment

In Eqs. 1 and 2, coupling conductance gc is a significant elec-
tronic parameter for determining model neuron’s electrical
structure. Although it cannot strictly and directly correspond
to the specific parameters like core or axial conductances of
Traub’s cable model, gc is usually thought to describe the pas-
sive propagation of current flows between somatic and den-
dritic compartments and therefore assumed to be constant
for a given type of neurons (Kamondi et al. 1998; Kepecs
et al. 2002; Pinsky and Rinzel 1994). The coupling term in
the original form described in Eqs. 1 and 2 does not involve
a dynamic or activity-dependent modifiability.

Unlike previous two-compartment models, our hypothe-
sis assumes a dynamic coupling between dendritic and the
somatic compartment in a CA1 place cell with the weakest
coupling around the center of its place field. To embody the
hypothesis in a simplest way and to keep the model’s original
style to an extent as great as possible, we only revise param-
eter gc in Eqs. 1 and 2 from constant to be changeable. For
simplification, a general U-shaped function versus position
with the minimum value around field center is assumed for
parameter gc. Thus in such a revised model, as the animal
traverses a place field the coupling conductance gradually
decreases until around the center of field, then it gradually
recovers to previous level when the animal approaches the
end of the field.

It should be emphasized that the modifiable coupling con-
ductance gc assumed in our model does not mean that the
passive axial conductance between soma and dendrites are
variable but is just a phenomenological mimicking of the
regulable property of coupling between two initiation zones
observed in recordings.

3.3 Somatic and dendritic inputs

Locomotor activities are always accompanied with theta
waves in hippocampus in rat. Hippocampal theta oscillation
is characterized by a gradual phase-shift with depth from
the pyramidal layer to the distal apical dendrites (reviewed
in Buzsáki 2002). Simultaneous recordings of extracellular
EEG activity in the CA1 pyramidal layer and intradendritic
or intrasomatic activities of CA1 pyramidal neurons showed
that membrane potentials of the pyramidal neurons oscillate
coherently with theta EEG. Theta rhythm generally hyper-
polarizes the soma while it depolarizes the dendritic mem-
brane simultaneously (Artemenko 1972; Fox 1989; Kamondi
et al. 1998; Leung and Yim 1986; Ylinen et al. 1995). The
effect of theta rhythm drive on the cell membrane displays
a gradual change along the length of the cell. Subthreshold
oscillation of distal dendritic membrane potential has a fre-
quency within theta band and is in antiphase with somatic
subthreshold oscillation (Kamondi et al. 1998). In addition,
a self-sustained dendritic oscillation can be induced in the
theta frequency range by strong depolarization, even in the
absence of extracellularly recorded theta activity (Kamondi
et al. 1998). More recent study also supports the idea of two
spatially segregated theta oscillators in soma and dendrites
in CA1 pyramidal neurons (Hu et al. 2009).

Based on these evidences, two oscillations with slightly
different frequencies were introduced to two compartments
in previous studies to mimic in vivo state (Burgess et al.
2007; Lengyel et al. 2003). Similarly, we inject two out-
of-phase sinusoidal currents Is and Id to the somatic and
dendritic compartment, respectively, to simulate the inputs
during exploratory behavior:
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Fig. 1 Behavior task scheme.
Rat moves unidirectionally
along linear track with a place
field

Field size = 40cm

Is = as sin(2π f t) (3)

Id = b(v) + ad sin [2π( f + � f (v))t + π] . (4)

Parameters as and ad are amplitudes of sinusoidal currents
that by themselves are not sufficient to bring the cell to reach
the firing threshold. Frequency f ranges within the theta
rhythm band.

A difference from models by Lengyel et al. (2003)
and Burgess et al. (2007) is the introduction of a speed-
dependent current input b(v) in Eq. 4, where v denotes the
running speed. The DC component b(v) is superimposed on
the background theta and can push the place cell to a depo-
larization state depending on speed when animal enters a
place field (Huhn et al. 2005). Actually the depolarization
level of CA1 place cells is related to several behavior param-
eters, but to date the exact controlling relationship is unclear
except animal’s running speed. Running speed affects firing
rate much more prominently than other behavior parameters
do (Ekstrom et al. 2001; Huxter et al. 2003; McNaughton
et al. 1983), although it is noted that overall its correlation
with the firing rate varies among cells and is not high (Huxter
et al. 2003). For simplification, we do not fabricate a specific
function b(v) but generally assume that b(v) monotonically
increases with v. Furthermore, dendritic depolarization by
input b(v) is hypothesized to induce an increase in the fre-
quency of dendritic oscillation from f to f +� f (v), where
� f (v) is an amount much smaller than f . This is supported
by observations on voltage dependent changes in dendritic
oscillation with higher frequencies responding to higher lev-
els of depolarization in vivo (Kamondi et al. 1998). Similarly
we do not go deep into the specific formula of � f (v) but
emphasize its monotonically increasing property with v.

It is set b(v) = 0 and � f (v) = 0 when animal leaves the
place field.

3.4 Behavior parameters and data analysis

Only uniform motion is considered for simplification. The
rat is assumed to unidirectionally traverse a place field with
a constant speed v. Place field size is denoted by L and set
as L = 40 cm in all simulations.

Instantaneous firing rate of the model neuron is calculated
by dividing the number of spikes in a time window up to one
theta cycle on either side of the reference spike by the size
of the window. Spike phase is computed with respect to the
troughs of the sinusoidal current injection to somatic com-
partment, defined as the phase origin 0◦ corresponding to the
maxima of inhibition in model neurons.

4 Results

4.1 Separate mechanisms for generating unimodal firing
rate tuning and monotonic spike phase precession

Consider that the animal moves across a place field with
uniform velocity (Fig. 1). Our working hypothesis proposes
that the unimodal profile of firing rate is generated by a mech-
anism totally different from that underlying the monotonic
phase shift of spikes in place cells. The later is induced by
the interaction between two oscillators with slightly differ-
ent frequencies as previously proposed (Lengyel et al. 2003;
O’Keefe and Recce 1993), whereas the former originates
from the non-constant coupling between axo–soma and den-
dritic part.

Let us first check whether a non-constant coupling regu-
lates firing rate profile during rat’s passage along the field. A
U-shaped coupling conductance that decreases and increases
as the animal approaches and leaves the field center, respec-
tively (Fig. 2b), is used to simulate a modifiable soma–
dendrite interaction, as explained in Sect.3. By a large amount
of simulations we find that such a modifiable coupling does
greatly regulate the firing rate. A U-shaped coupling conduc-
tance induces a highest firing rate around the field center and
much lower firing rates in the periphery (Fig. 2e), which is
consistent with the experimental recordings of firing patterns
in place cells.

As shown in Fig. 2 the unimodal profile of firing rate is
mainly due to a change in firing pattern (from single spikes
to bursts) and an increase in spikes per burst towards the
middle of the firing field. Why the change in coupling pro-
duces such an effect can be explained intuitively by partial
electrical coupling of fast and slow currents spatially seg-
regated. The somatic compartment includes only the classic
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Hodgkin–Huxley channels necessary for spike generation,
while the dendritic one contains currents responsible for
bursting: a slowly activating potassium current, IKS, and
a fast-activating, persistent inward current, INaP. Too weak

coupling leads to uncoupled case, in which the fast somatic-
and slow dendritic subsystem fire independently and no
isolated subsystem can burst. Very large coupling strength
actually merges the two compartments into a single whole
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Fig. 2 Generation of unimodal firing rate profile and monotonic
phase shift of spikes in a model CA1 place cell. Running speed is
v = 25cm/s and place field size is L = 40 cm. a Sinusoidal cur-
rent injection to the soma Is = as sin(2π f t) with f = 6.4Hz and
as = 0.4µA

/
cm2 (thin curve) and current input to the dendrite Id =

ad sin [2π( f + � f )t + π]+b with ad = 0.8µA
/

cm2,� f = 0.42Hz,
and b = 2.1µA

/
cm2 (thick curve). Note � f = 0 and b = 0 when the

animal is outside the place field. Horizontal long − dashed line repre-
sents zero current level. b Coupling conductance with a U-shape regu-
lation until the animal leaves place field. Horizontal long − dashed line
represents 3mS

/
cm2. c Bottom: somatic membrane potential trace of

the model place cell whose firing is constrained within the place field in
a single traversal. The segment between two vertical bars is enlarged in
the top trace. Horizontal long-dashed lines represent −60 mV voltage
level. Dotted lines mark 0◦ or 360◦ for each theta rhythm cycle. d The
same plot as that in the bottom trace of c except that spikes and bursts
are represented by short ticks. Horizontal bar at the bottom marks the
period for the rat to travel in place field. The time scale applies to all
panels except the top trace of c. e Firing rate as a function of animal’s
position within place field. f Spike phase as a function of animal’s posi-
tion within place field. Each dot denotes a spike. Data in e and f are
derived from c

123



Biol Cybern (2010) 102:95–107 101

(fully coupled) and does not allow bursts, too. Our model
involves a moderate or intermediate coupling, which is shown
to be suitable for producing a full range of firing patterns
including bursts (Pinsky and Rinzel 1994). Bursting depends
on a proper current reverberating between fast and slow sub-
system, which is determined by the coupling strength. With
the decrease of coupling conductance, the neuron model suc-
cessively fires single spikes, doublets, and bursts with an
increasing number of spikes, as explained in detail by the fol-
lowing example. It is consistent with some qualitative anal-
ysis about the effect of the coupling strength (Kepecs and
Wang 2000; Pinsky and Rinzel 1994).

A representative example for a model place cell is shown
in Fig. 2. The sinusoidal current input to soma has no change
no matter whether the animal is within the field or not, which
simulates a relatively stable inhibitory theta input (Fig. 2a).
Dendritic compartment receives a sinusoidal current that is in
antiphase with the somatic oscillation (Fig. 2a), which only
induces a subthreshold oscillation by itself. Once entering
the place field, an excitatory input b(v) increasing with run-
ning speed is superimposed to dendrite (see Fig. 2a) making
the place cell reach firing threshold (Fig. 2c). In accord with
recordings in vivo, model neuron with a U-shape coupling
regulation emits single spikes once the animal just enters
the place field and discharges bursts in the field center and
single spikes again in the late part of field (Fig. 2c). The num-
ber of spikes within individual bursts (called the length of a
burst) progressively increases and decreases as the animal
approaches and leaves the field center (Fig. 2c, d, f). In addi-
tion, our simulations reveal that the maximum firing rate is
determined by the modulation depth of coupling conduc-
tance. The deeper gc is modulated, the longer the maximum
length of the bursts has (data not shown).

On the other hand, due to a slight difference in frequen-
cies between two oscillators, the cycles of the faster oscilla-
tor occur progressively earlier relative to those of the slower
one. It makes the phases of spikes happening on the stron-
gest depolarization interval of each cycle steadily precess
to earlier phases of theta cycles (Fig. 2c, d, f), as already
described in previous studies on phase precession generation
(Lengyel et al. 2003; O’Keefe and Recce 1993). A proper fre-
quency difference � f (v) is critical to phase precession. A
large amount of our simulations find that its value should
be tightly related to field size and animal’s running speed.
If the rat runs straight along a field with size L at constant
speed v,� f (v) should be proportional to v/L in order to
ensure a total phase shift of 2π during a single traversal.
This result confirms previous modeling studies (Burgess et al.
2007; Lengyel et al. 2003).

To further illustrate the separation of two characteristics
in place cell firing, we hold � f (v) = 0 but permit gc to
change as a U-shaped function within place field. Simu-
lations show that a unimodal profile of firing rate occurs
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Fig. 3 Independence of the unimodal property of firing rate from spike
phase precession. Values of all parameters in the model neuron are the
same as those in Fig. 2 except � f and gc. Firing rate and spike phase are
illustrated in the same single plot, where left axes of each plot express
phase variable and the right axes denote frequency. a The unimodal
profile of firing rate remains but the spike phase precession is totally
damaged with parameters � f = 0 and gc changing exactly as shown
in Fig. 2b. b Perfect phase precession but invalid firing rate coding with
parameters � f = 0.42Hz and gc = constant = 3mS/cm2

in modal neuron, but it is in company with constant spike
phase across the whole field (Fig. 3a). On contrast, a con-
stant gc and a slightly frequency difference between den-
dritic and somatic oscillator give phase precession uniformly
covering 2π but together with a quite flat firing rate curve
(Fig. 3b).

Finally it needs to distinguish the effects of dendritic
excitation from those of compartment coupling on the modu-
lation of cell firing rate. The former, being assumed to monot-
onously increase with animal’s speed, controls the level but
not the profile of firing rate curve, as shown in Fig. 4. Whereas
the extent of soma–dendrite coupling regulation is essen-
tial for inducing a unimodal profile of firing rate, no matter
whether speed is constant or not. Of course, higher speed
during a variable motion traversal also contributes to the for-
mation of unimodal rate profile, but it cannot be the dominat-
ing cause. Otherwise, we cannot explain why the unimodal
profile putatively exists in place cell firing, no matter whether
the highest running speed appears in the field center or not.

4.2 Phase precession takes place equally on trials with low
as well as high firing rate

Above results support that two mechanisms, respectively, for
firing rate and phase precession are independent of each other.
Then, a direct prediction comes to us that spike phase pre-
cession should occur even when the firing rate in place cells
is very low, as shown by experimental evidences in Huxter
et al. (2003). To examine this prediction, we simulate low
firing rate trials by considerably decreasing the magnitude of
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Fig. 4 Magnitude of dendritic
excitation modulates the whole
level but not the unimodal
property of the position verse
firing rate curve. Theta rhythm
frequency is set as f = 8Hz,
and other parameters are the
same as that in Fig.2 except � f
and dendritic excitation
magnitude b that vary as
functions of speed v. Left:
v = 15cm/s, b = 0.7µA/cm2

and � f = 0.3Hz. Middle:
v = 25cm/s, b = 2.0µA/cm2

and � f = 0.48Hz. Right:
v = 50cm/s, b = 4.0µA/cm2

and � f = 0.6Hz
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dendritic excitation. Results are shown in Fig. 5. Apparently
even if only a few spikes are emitted during single trials,
these spikes still continuously precess to an earlier phase as
in normal traversals. Results have a good agreement with
experiment (Huxter et al. 2003).

4.3 Phase precession persists after transient silence
perturbation of hippocampal activity

In this section, we check the model by examining the effect
of transient silence perturbation on phase precession, whose
design is inspired by recent report by Zugaro et al. (2005).

The advantage of modeling approach is the ability to over-
come the hard constraints of in vivo methods. Delicate exper-
iments in vivo by Zugaro et al. (2005) can be easily repeated
by computer simulations in our model. Specifically, during
the traversal along the place field, we transiently shut down
the model neuron activity by holding Is = 0 and Id = 0
for 250 ms and reset the phase of theta rhythm by adding
a randomly valued phase shift �φ to the somatic sinusoi-
dal current as Is = as sin(2π f t + �φ) after activity recov-
ery (i.e., after 250 ms). Note here that we implicitly assume
that dendritic compartment’s phase is not affected by this
phase resetting. Such a perturbation is found to strongly alter
the relationship between spike phase and spatial position,
as shown in Fig. 6a, c. It is consistent with predictions of
many two-oscillator models of phase precession according
to Zugaro et al. (2005). However, if we also reset the phase
of dendritic oscillator by the same amount �φ as somatic
oscillator simultaneously, i.e., Id = b(v) + ad sin[2π( f +
� f (v))t +π +�φ], as shown in Fig. 6b, phase precession is
preserved after perturbation (Fig. 6d). Furthermore, our sim-
ulations show that the specific value of randomly resetting
phase �φ has no effect on the immediate recovery of phase
precession (Fig. 7). Substantial levels of Gaussian noise are
imposed on current b(v) or both current b(v) and reset phase
�φ of dendritic input Id to mimic physiologically noisy stim-

uli in place cell. It is found that even with strong background
noises phase precession still resumes robustly after transient
silence perturbation (Fig. 8).

There are two causes for resumption of phase preces-
sion. One is the simultaneous resetting of both dendritic and
somatic compartments’ phase as explained above. Another
is that phase difference between somatic and dendritic oscil-
lator is not damaged by transient silence perturbation. The
phase difference evolves from δφd−s

1 = 2π� f t1 + π at
instant time t1 just before perturbation to δφd−s

2 = 2π� f t2+
π with t2 = t1 +250 ms upon neuron activity recovery. Here
δφd−s is calculated by subtracting the phase of somatic oscil-
lator from that of dendritic oscillator. Thus, phase precession
is guaranteed to resume as if phase resetting and silence per-
turbation are never applied to the model. Based on this mod-
eling, we predict two points about the experiment by Zugaro
et al. (2005). One is that the phase resetting of subthreshold
oscillation occurs not only in somatic, but also in dendritic
membrane potential by the same amount. This is not a “mir-
acle” but physiologically quite feasible, because soma and
dendrites are tightly packed in the same neuron. Otherwise,
it is odd enough if the phase resetting of theta oscillations
affects only soma but not dendritic compartment. Second,
neither the antiphase relationship nor the frequency differ-
ence between two oscillators is violated by the perturbation.
These predictions need to be examined by neurophysiologic
recordings in future.

5 Discussion

5.1 Comparison with related models on dual coding
in place cells

A variety of different models have been developed to account
for mechanisms underlying dual coding in place cells, most
of which consider dual coding inseparable. Several of these
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Fig. 5 Spike phase
continuously advances to earlier
phase on low as well as high
firing rate runs. Parameters are
set as f = 8Hz, v = 25cm/s,
and � f = 0.52Hz, and other
parameter values are the same as
that in Fig.2 except dendritic
excitation magnitude b. (a–f)
Phase precession occurs on
individual six runs with b,
respectively, taking a value in
the range from 0.05 to
0.2µA/cm2. From a to f, the
value of parameter b increases
successively. All the data of six
runs in panels a to f are pooled
together in the right panel g
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Fig. 6 The correlation between spike phase and animal’s spatial posi-
tion after hippocampus discharge is transiently turned off for 250 ms
and theta rhythm phase is randomly reset. Each parameter of the model
neuron takes the same value as that in Fig. 2 except that during transient
silence perturbation Is = 0, Id = 0, and theta rhythm phase is reset. a
Sinusoidal current injection to the soma (thin curve) and current input to
the dendrite (thick curve). Horizontal long-dashed line represents zero
current level. The phase of theta rhythm is reset after 250 ms by set-

ting parameter �φ = 1.3π for somatic sinusoidal current (see text for
the meaning of �φ). c Perturbation in a strongly damages the phase-
position relationship. b and d are the same as a and c, respectively,
except the phase of dendritic current input is also reset simultaneously
with somatic oscillator with the same phase shift �φ = 1.3π . Phase
precession continues after perturbation in d. Long horizontal bar at the
bottom of b marks the period for the rat to travel in place field, and the
short one denotes the 250 ms period for silence perturbation

models assume increasing amounts of excitation input to
dendrite by combining somatic inhibition in place fields
(Harris et al. 2002; Kamondi et al. 1998; Magee 2001; Mehta
et al. 2002). Another one considers the effect of synaptic inhi-
bition on burst firing (Booth and Bose 2001). As for inter-
ference model (Lengyel et al. 2003; O’Keefe and Burgess
2005; O’Keefe and Recce 1993), the firing probability of a
place cell is determined by the amplitude of the composite
oscillation of two sinusoids with slightly different frequen-

cies. While the interference model has a great potential to
underlie the grid-like firing pattern of entorhinal grid cells
and successfully predicts the existence of phase precession in
these cells (Burgess et al. 2007; Hafting et al. 2008; O’Keefe
and Burgess 2005), one problem arises when it is applied to
place cells. It predicts a repeating series of firing fields rather
than a single one.

It is interesting to check whether the basic interference
effect is also present in our model. By removing the DC
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Fig. 7 Specific value of
randomly resetting phase �φ

has no effect on the immediate
recovery of phase precession
after hippocampal silence
perturbation. All parameters
take the same values as that in
Fig. 6b except �φ.
a �φ = 0.1π . b �φ = 0.4π .
c �φ = 0.65π . d �φ = 0.94π .
e The somatic membrane
potential trace corresponding to
d. Dotted lines mark 0◦ or 360◦
for each theta rhythm cycle.
Note the change in theta rhythm
phase marked by arrow head
after perturbation
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Fig. 8 Resumption of phase
precession is noise against. a–c
The current b(v) of dendritic
input is randomized with 30% a,
20% b, and 10% c Gaussian
noise, respectively, and other
parameters are the same as that
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component from dendritic input and setting the coupling
conductance as constant, we actually change our model into
an oscillatory interference one. Many pairs of subthreshold
sinusoidal currents, together with different constant cou-
pling, are tried in simulations. However, all results show a
quite weak difference between peak rates and rates in the
field periphery, resulting in a nearly flat firing profile (data not
shown). We reason that it might be due to the complex cod-

ing of bursting neurons. In contrast to a traditional Hodgkin–
Huxley neuron firing at a rate proportional to input amplitude,
a class of bursting neuron models including the current one
do not show clear amplitude coding but signal the input slope
(Kepecs et al. 2002). The amplitude profile of the composite
oscillation in the interference model therefore could not be
detected. Of course it does not rule out strong interference
effect on neurons with different bursting mechanisms.
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In a sum, in contrast to above models, our model sug-
gests the independence of temporal coding from rate coding.
On one hand, we adopt the key idea of previous models on
phase precession: the cycles of the faster oscillator occur
progressively earlier relative to those of the slightly slower
oscillator (Lengyel et al. 2003; O’Keefe and Recce 1993). On
the other hand, our model is distinct from others by basing
the unimodal profile of rate coding on the intrinsic properties
of place cells: neuron activity-dependent coupling between
somatic and dendritic compartment. It should be noted that
the model of Huhn et al. (2005) also decouples the phase
and rate codes. But a quite different mechanism from ours is
proposed: somatic depolarization only modulates firing rate,
whereas dendritic inputs determine the spike phase.

An elegant study recently identified three subthreshold
properties of CA1 place fields (Harvey et al. 2009). One is a
ramp-like depolarization of the membrane potential, which
is usually assumed to be induced by a ramp-like dendritic
input. As we have discussed in Sect. 4 (about the effect of
dendritic excitation on firing rate) and in this Section (about
why the ramp-like amplitude profile of the composite oscil-
lation in the interference model could not be detected by a
class of bursting neurons), this property alone can not explain
the unimodal profile of firing rate. A slightly faster intracel-
lular theta oscillation than the extracellularly recorded theta
rhythm, identified in Harvey et al. (2009), is exactly what our
model describes. As for the last property of an increase in the
amplitude of membrane potential theta oscillations, although
it is not proposed in our model, its inclusion does not affect
our final conclusions. It should be noted that as yet data by
Harvey et al. (2009) is not enough to distinguish whether the
dual coding is independent or not.

Skaggs et al. (1996) found that a non-liner regression like
a banana shape between firing phase and rat’s position fit
data much better than a purely linear one did. Further anal-
ysis shows that it consists of two components (Yamaguchi
et al. 2002). While the mechanism underlying the second
component is difficult to be resolved yet, Yamaguchi (2003)
accounts for the 180◦ linear phase advance by phase lock-
ing hypothesis among coupled neuron oscillators. Interest-
ingly, phase locking can also appear in our model when
frequency conditions are satisfied by two compartments (data
not shown). But the probability of phase locking is low and
it can only produce a total 180◦ phase precession.

A feature of phase precession in the model is a linear phase
decrease. Actually data show a variety in recordings: the 360◦
linear (O’Keefe and Recce 1993; Zugaro et al. 2005) and the
non-linear phase shift (Skaggs et al. 1996; Yamaguchi et al.
2002). We think that the argument about which kind of data
is more exact or which model is correct may be mislead-
ing. First, there might exist two kinds of phase precession
generators. One is individual pyramidal cells distributed in
hippocampus itself, at least in CA1. Another is located in

its upstream region, the entorhinal cortex superficial layers,
where phase precession is generated and inherited by CA3
and CA1 (Burgess et al. 2007; O’Keefe and Burgess 2005;
Yamaguchi 2003; Yamaguchi et al. 2007). It should be noted
that the latter can also account for persistent phase precession
in Zugaro et al. (2005). Second, phase precession may include
two compositions generated by different dynamics: phase
locking (Yamaguchi 2003) and the soma–dendritic inference
as in this model. The ratio of two compositions might vary
depending on recording conditions whose details are still
unclear to us. We speculate upon that different sources of
phase precession may play different roles in neural circuit
underlying cognitive map.

5.2 Modifiable coupling in two-compartment neuron model

In our model, the modifiable coupling is assumed to experi-
ence an early loosing and late recovering process as rat moves
through the place field. The weakest coupling occurs around
the field center for simple illustration. Many other cases that
the weakest coupling appears in non-field center position are
also tried in our simulations. Results can explain the appear-
ance of positively or negatively skewed place fields (Mehta
et al. 2000) very well (data not shown), covering a variety of
asymmetric field shapes observed in vivo.

For simplification, our model does not distinguish direc-
tion sensitivity of the coupling regulation: the U-shaped
regulation curve is applicable to both antidromic (soma-to-
dendrite) and orthodromic directions. Based on asymmet-
ric intracellular factors like non-uniform channel density of
a transient K+ (Hoffman et al. 1997) and hyperlarization-
activated Ih current (Magee 1998) across the antidromic axis,
however, we infer that the strength of a “handshake” between
spike-initiating zone in the axon and distal dendritic zones
may be propagation direction specific. To our surprise, a more
recent study published during the revision of the present one,
indeed, shows that the propagation of subthreshold voltage
signals between soma and dendrites is propagation-direction
sensitive (Hu et al. 2009). Besides, such propagation is mod-
ulated by the state of the cell, including membrane potential,
M- and h-channel density, and input frequency. These data
by using subthreshold stimuli, as a complement to evidences
on neuron activity-dependent propagation of evoked spikes,
strongly support our hypothesis on the modifiable coupling.

Attaching a changeable property to the coupling conduc-
tance, as in our model, is only a phenomenological approach.
From the viewpoint of modeling, it is necessary to compare
it with another way proposed for layer 5 (L5) pyramidal neu-
rons of the rat neocortex that are similar to CA1 neurons in
architecture of dendrites (Larkum et al. 2001). To improve a
L5 neuron model, a third compartment simulating the apical
oblique dendrites is proposed to be inserted between original
two compartments (Larkum et al. 2001). This compartment
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controls the coupling between the other two. For CA1
pyramidal neurons, the oblique dendrites constitute the main
target of Schaffer collateral axons from CA3, while the dis-
tal apical dendritic tuft receives distinct excitatory inputs
from layer III of entorhinal cortex. Our results here support
a necessity of expanding the reduced CA1 two-compartment
model to a three-compartment one, in a similar way to L5
neuron modeling. The third compartment is expected to exe-
cute the function of a regulable coupling parameter in this
study in some extent.
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