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Abstract
Embedded memories consume an increasingly dominant share of the overall area and power

of very large scale integration (VLSI) systems-on-chip (SoCs) targeted toward applications

ranging from microprocessors, to wireless communications, to biomedical implants. Static

random-access memory (SRAM) is the predominant embedded memory technology used in

most VLSI SoCs, while conventional embedded dynamic-random access memory (eDRAM) is

sometimes used for higher storage density. Unfortunately, SRAM encounters several design

challenges when operated at ultra-low supply voltages or if implemented in aggressively

scaled complementary metal-oxide-semiconductor (CMOS) technologies, while conventional

eDRAM based on the 1-transistor-1-capacitor (1T-1C) bitcell is incompatible with standard

digital CMOS technologies. This thesis investigates and proposes interesting alternatives to

SRAMs and eDRAMs for the implementation of embedded memories, namely standard-cell

based memories (SCMs) and gain-cell based eDRAM (GC-eDRAM).

SCMs can be synthesized from commercial standard-cell libraries (SCLs) and function reliably

in any VLSI system, even if operated at ultra-low voltages or when implemented in aggressively

scaled CMOS nodes, where conventional 6-transistor (6T)-bitcell SRAM would fail. This thesis

presents an extensive comparative analysis of possible SCM topologies based on commercial

SCLs and identifies the border in storage capacity up to which SCMs are still smaller than

SRAM macrocells, despite the larger storage cell (latch or flip-flop), due to less peripheral

circuits. In addition, the enormous benefits of the design and integration of custom standard-

cells to meet the specific needs of various VLSI SoCs with very different memory requirements

are demonstrated and verified by various application examples and the manufacturing and

measurement of several test chips. For example, all internal memories of a low-density parity-

check (LDPC) decoder, extensively used in wireless communications, can be implemented as

refresh-free, dynamic SCMs (D-SCMs) due to frequent and periodic write updates; the use of

custom-designed dynamic latches instead of commercial static latches leads to dramatic area

savings. Moreover, subthreshold (sub-VT) SCMs are especially interesting for ultra-low power

VLSI systems such as biomedical implants due to the lack of good sub-VT SRAM macrocell

compilers; silicon measurements show that the design of a single ultra-low leakage standard-

cell and its integration into the SCM compilation flow lead to unprecedentedly low leakage

power and access energy per bit. Finally, a non-volatile flip-flop topology, based on emerging

ReRAM device technology, which can operate and wake-up at sub-VT voltages is proposed for

future low-power VLSI SoCs with zero standby leakage.

GC-eDRAM is an interesting alternative to both SRAM and conventional 1T-1C eDRAM, since
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it combines the main advantages of both SRAM and eDRAM, while it avoids most of their

drawbacks. In fact, a gain-cell, built from 2–4 MOS transistors, is smaller than any SRAM

bitcell and exhibits less leakage current, while it is fully compatible with standard digital CMOS

technology, and allows for non-destructive read (as opposed to 1T-1C eDRAM). Moreover,

any gain-cell can simultaneously and independently be optimized for robust read and write

access (as opposed to both 6T SRAM and 1T-1C eDRAM) and allows for two-port memory

implementations at virtually no overhead compared to single-port implementations. The

main drawback of GC-eDRAM is the degraded retention time compared to 1T-1C eDRAM

and the need for periodic, power-consuming refresh cycles. In this thesis, the impact of

supply voltage scaling on the behavior of 2-transistor (2T)-bitcell GC-eDRAM is analyzed in

detail; counter to intuition, the retention time of GC-eDRAM can be improved by voltage

scaling for given memory access statistics and a given write bit-line (WBL) control scheme,

identifying near-threshold (near-VT) GC-eDRAMs as an interesting and feasible memory type

for use in low-power, medium-performance VLSI SoCs. Furthermore, two novel techniques

to further improve the retention time and reduce the data retention power of near-VT GC-

eDRAM are proposed and verified by silicon measurements: 1) reverse body biasing (RBB) of

the storage array for reduced subthreshold conduction of the write transistor; and 2) replica

techniques for optimum refresh timing under varying environmental conditions (process-

voltage-temperature) and for varying write-access disturb frequencies. Moreover, as a high-

density counterpart to large 8–14 transistor (8–14T) sub-VT SRAM bitcells, the feasibility of

sub-VT GC-eDRAM is investigated for the first time; we find that sub-VT operation is a viable

option leading to sufficiently high array availability for read and write access in a mature

CMOS node, while we recommend near-VT operation in aggressively scaled nodes due to

increased parametric variations and lower achievable storage node capacitance. Finally, the

feasibility of multilevel gain-cells is investigated for the first time; such multilevel GC-eDRAM

is identified as convenient means to trade circuit reliability for the benefit of higher storage

density in error-resilient VLSI systems (such as many wireless communications systems).

Keywords: Embedded memories, VLSI systems, SoC, ASIC, CMOS, SRAM, eDRAM, standard-

cell based memory, dynamic storage cells, voltage scaling, near-threshold operation, sub-

threshold operation, ultra-low power, reliability, non-volatile memory, ReRAM, OxRAM, gain-

cells, gain-cell based eDRAM (GC-eDRAM), retention time improvement, refresh power reduc-

tion, body biasing, replica techniques, technology scaling, multilevel gain-cell

viii



Zusammenfassung
Integrierte Datenspeicherbausteine verbrauchen einen stetig wachsenden Anteil des Flächen-

bedarfs und des gesamten Energieverbrauchs von VLSI Systemen (SoCs) welche in Mikropro-

zessoren, drahtlosen Kommunikationssystemen, biomedizinischen Implantaten und für viele

andere Anwendungen gebraucht werden. Die meisten dieser VLSI Systemen bedienen sich

der dominanten und meist genutzten SRAM Speichertechnologie, welche nur selten durch

konventionelle eDRAM Technologie ersetzt wird um höhere Speicherdichten zu erreichen.

Leider ist es problematisch SRAM Speichereinheiten zuverlässig mit tiefen Versorgungsspan-

nungen zu betreiben oder in den modernsten, extrem skalierten CMOS Technologiepro-

zessen zu implementieren. Zudem ist die konventionelle eDRAM Technologie, welche auf

der 1-Transistor-1-Kondensator (1T-1C) Speicherzelle beruht, nicht gänzlich kompatibel mit

normalen, digitalen CMOS Technologien. Diese Dissertation untersucht Speicherbausteine

basierend auf Standardzellen (SCMs) und eDRAM basierend auf so gennanten “Gain-Cells”

(GC-eDRAM) als vielversprechende Alternativen zu den konventionellen SRAM und 1T-1C

eDRAM Technologien und schlägt viele konkrete Implementierungen in verschiedenen CMOS

Technologien vor.

In der Tat können SCMs mit Hilfe von kommerziell zugänglichen Standardzellenbibliotheken

(SCLs) einfach synthetisiert und in einem beliebigen VLSI System zuverlässig in Betrieb genom-

men werden, sogar bei extrem tiefen Versorgungsspannungen oder in stark skalierten CMOS

Technologien wo konventionelles SRAM (basierend auf der 6T-Speicherzelle) normalerweise

nicht mehr zuverlässig funktionieren würde. Diese Dissertation präsentiert eine detaillierte

Studie und einen umfangreichen Vergleich von vielen möglichen SCM Topologien welche auf

kommerziellen SCLs basieren; ausserdem wird genau untersucht, bis zu welcher Speicherka-

pazität SCMs flächenmassig noch kleiner sind als SRAM Speichereinheiten, trotz der grösseren

Speicherzelle (bistabile Kippschaltung anstelle der 6T SRAM-Zelle) und dank weniger Periphe-

rieschaltungen. Zudem wird anhand von verschiedenen Anwendungsbeispielen und durch

das Ausmessen von mehreren fabrizierten Mikrochips aufgezeigt, wie die Spezialanfertigung

und Integration von eigens entwickelten Standardzellen gezielt die teilweise sehr unterschied-

lichen Speicherbedürfnisse verschiedener VLSI SoCs befriedigen können und eine bestimmte

Kennzahl (wie etwa die Siliziumfläche oder den Energieverbrauch) massgebend verbessern

können. Beispielsweise können alle internen Speicherelemente von einem LDPC Dekoder, ein

Bauteil welches oft in der drahtlosen Kommunikation gebraucht wird, als dynamische SCMs

(D-SCMs) implementiert werden–sogar ohne die übliche, periodische, energieverbrauchende

Refresh-Operation–, dank der häufigen und periodischen Schreibzugriffen. Die so eingesetz-
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ten, eigens dafür entwickelten dynamischen Speicherzellen führen zu einer signifikanten

Reduktion des Flächenbedarfs im Vergleich zu den kommerziellen, statischen Speicherzellen.

Ein weiteres Anwendungsbeispiel sind VLSI Systeme mit extrem geringem Energieverbrauch

(“ultra-low power VLSI SoCs”) wie etwa biomedizinische Implantate, wo der Einsatz von zu-

verlässigen sub-VT SCMs besonders interessant und praktisch ist, da es keine guten Kompiler

für sub-VT SRAM Makrozellen gibt1. Messungen von eigens dafür hergestelleten Mikrochips

zeigen, dass die Entwicklung und Integration von einer einzigen Standardzelle gekennzeichnet

durch einen sehr tiefen Leckstrom, zu der tiefsten jemals in einer 65 nm CMOS Technologie

gemessenen Leistungsaufnahme im Standby-Modus und zum tiefsten Energieverbrauch für

Lese- und Schreibzugriffe führen. Schlussendlich werden in dieser Dissertation auch zum

ersten Mal Flip-Flops vorgestellt welche mit sub-VT Versorgungsspannungen auskommen

und dank neuartigen ReRAM Speicherelementen ihre Daten sogar nach der Entfernung der

Versorgunsspannung beibehalten, wodurch zukünftige VLSI Systeme mit bereits geringem

Energieverbrauch sogar in einen Standby-Modus ganz ohne Stromverbrauch versetzt werden

können.

Die zweite in dieser Dissertation untersuchte Art von Speichertechnologien, namentlich GC-

eDRAM, kombiniert die meisten Vorteile von SRAM und konventioneller eDRAM Technologie,

während die meisten Nachteile von diesen konventionellen Technologien vermieden werden.

In der Tat besteht eine “Gain-Cell” (GC) aus 2–4 MOS Transistoren, ist damit wesentlich kleiner

und hat weniger Leckströme als alle bekannten SRAM Speicherzellen, kann direkt in jeder

digitalen CMOS Technologie gebaut werden (ohne zusätzliche Prozessschritte) und hat einen

nicht-destruktiven Lesezugriff (im Gegensatz zu der 1T-1C eDRAM Technologie). Zudem kann

jede GC gleichzeitig und unabhängig für zuverlässige Lese- und Schreibzugriffe optimiert

werden (was bei 6T SRAM und 1T-1C eDRAM Speicherzellen nicht möglich ist) und erlaubt

auch das Bauen von Speichermakrozellen mit einem separaten Lese- und Schreibzugang,

welche nur unwesentlich grösser sind als Makrozellen mit einem einzigen Zugang. Der be-

deutendste Nachteil von GC-eDRAMs ist die kurze Datenspeicherzeit verglichen mit 1T-1C

eDRAM und die daraus folgenden, frequenten, periodischen, energieverbrauchenden Refresh-

Operationen. Diese Dissertation präsentiert Forschungsergebnisse, welche den Einfluss einer

verringerten Versorgungsspannung auf das Verhalten von GC-eDRAM, basierend auf einer 2T

Speicherzelle, aufzeigen; entgegen allen Erwartungen kann die Datenspeicherzeit durch eine

Verringerung der Versorgungsspannung gesteigert werden, falls kritische Schaltungsknoten,

namentlich die “write bit-lines” (WBLs), dank seltenen Lesezugriffen gezielt kontrolliert wer-

den können. Diese Analyse zeigt, dass near-VT GC-eDRAM eine interessante und durchaus

realisierbare Speichertechnologie für energie-effiziente VLSI Systeme mit mittelmässig hohem

Datendurchsatz darstellen2. Des Weiteren werden zwei neuartige Methoden vorgeschlagen

und durch Messungen von entsprechenden Mikrochips bestätigt, um die Datenspeicherzeiten

von near-VT GC-eDRAM weiter zu verlängern. Erstens wird gezeigt, dass “reverse body biasing”

1Der Begriff “sub-VT” bezieht sich auf extrem tiefe Versorgungsspannungen, welche unter der Schwellenspan-
nung (VT) der Transistoren liegen.

2Der Begriff “near-VT” bezieht sich auf tiefe Versorgungsspannungen, welche nur leicht über der Schwellen-
spannung (VT) der Transistoren liegen.
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(RBB) den unerwünschten Leckstrom durch den Lesezugrifftransistoren der GC reduziert.

Zweitens kann der ideale Zeitpunkt für eine Refresh-Operation durch eine Replika-Technik

bestimmt werden, sogar bei Prozess-, Spannungs- und Temperaturvariationen und für unter-

schiedlich häufige auftretende Störungen durch Lesezugriffe. Des Weiteren wird zum ersten

Mal die Machbarkeit von sub-VT GC-eDRAM untersucht, welcher mit nur 2 Transistoren pro

Speicherzelle eine bedeutend höhere Speicherdichte aufweisen kann als sub-VT SRAM Zellen,

welche auf 8–14 Transistoren basieren. Unsere Analysen zeigen, dass GC-eDRAM im sub-VT

Bereich betrieben werden kann falls auf ältere CMOS Technologien zurückgegriffen wird,

während die Versorgungsspannung nur bis in den near-VT Bereich verringert werden sollte für

die modernsten, stark skalierten CMOS Technologien um eine genügend hohe Verfügbarkeit

für Lese- und Schreibzugriffe zu erreichen. Schlussendlich untersucht diese Dissertation zum

ersten Mal die Machbarkeit von GC-eDRAMs, welche mehrere Bits pro Zelle speichern (“mul-

tilevel GC-eDRAM”). Es wird aufgezeigt dass solche multilevel GC-eDRAMs eine angebrachte

Speichertechnologie darstellen um höhere Speicherdichten zu erreichen in fehlertoleranten

VLSI Systemen (wie zum Beispiel drahtlose Kommunikationssysteme), welche eine kleine

Anzahl von Schaltungsfehlern tolerieren können.

Schlüsselwörter: Integrierte Speicher, VLSI Systeme, SoC, ASIC, CMOS, SRAM, eDRAM,

Standardzellenspeicher (SCM), dynamische Speicherzellen, Spannungsreduktion, near-threshold

Operation, subthreshold Operation, ultra-tiefer Energieverbrauch, Zuverlässigkeit, nicht-

flüchtige Speicher, ReRAM, OxRAM, “gain-cells”, GC-eDRAM, Datenspeicherzeiterhöhung,

Reduktion der Datenspeicherleistungsaufnahme, “body biasing”, Replikatechnik, Technolo-

gieskalierung, mehrstufige gain-cell
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Résumé
Les mémoires embarquées consomment une part de plus en plus importante de la surface

totale et de la consommation des systèmes sur puces (System-on-Chip SoC) VLSI (Very Large

Scale Integration) au sein d’un large domaine d’applications telles que les microprocesseurs,

les systèmes de communications sans fil ou encore les implants biomédicaux. La technologie

mémoire prédominante dans la plupart des systèmes VLSI est la SRAM, tandis que la techno-

logie eDRAM conventionnelle s’utilise quelquefois pour atteindre des densités de stockage

plus élevées. Malheureusement, la technologie SRAM se voit confrontée à plusieurs défis

en cas d’opération à des tensions d’alimentation très basse et/ou de sa réalisation dans des

technologies CMOS très avancées, alors que la technologie eDRAM conventionnelle basée

sur la cellule 1-transistor-1-condensateur (1T-1C) n’est pas entièrement compatible avec les

technologies CMOS numériques standards. Cette thèse de doctorat analyse et propose des

nouvelles technologies pour l’implémentation des mémoires embarquées, avec notamment

des mémoires à cellules de standard (SCMs) et des mémoires dynamiques basées sur des

cellules à gain (GC-eDRAM).

Les mémoires SCM peuvent être synthétisées à partir de bibliothèques de cellules standard

(Standard Cell Libraries SCLs) commerciales et fonctionnent de manière fiable dans tous

les systèmes VLSI, même à des tension d’alimentation très basses et dans les technologie

CMOS les plus avancées, où les mémoires SRAM conventionnelles, s’appuyant sur la cellule à 6

transistors, cessent de fonctionner correctement. Cette thèse de doctorat présente une analyse

comparative approfondie des topologies SCM basées sur des SCLs commerciales et identifie

les limites en terme de capacité de stockage pour laquelle les SCMs présentent un gain en

surface par rapport à un équivalent SRAM. Bien que la cellule élémentaire soit plus grande

(bascule bistable au lieu de la cellule SRAM 6T), le gain en vient de la réduction des besoins en

circuits périphériques. En outre, plusieurs exemples d’application ainsi que la fabrication et

des mesures de plusieurs puces de prototype montrent les avantages énormes qui résultent de

la conception et de l’intégration des cellules standard faites sur mesure afin de répondre aux

besoins spécifiques de différentes classes de systèmes VLSI. Par exemple, toutes les mémoires

internes d’un décodeur LDPC (un dispositif qui est fréquemment utilisé dans les systèmes

de communication sans fil), peuvent être implémentées comme des SCMs dynamiques (D-

SCMs) grâce aux accès d’écriture fréquents et périodiques. En effet, l’utilisation des cellules de

stockage dynamiques faites sur mesure donne lieu à une remarquable réduction de surface en

comparaison de l’utilisation des cellules de stockage statiques commerciales. De plus, les SCM

travaillant sous le seuil (sub-VT) sont particulièrement intéressantes pour les systèmes VLSI de
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très faible puissance (ultra-low power VLSI systems) tels que les implants biomédicaux puisque

de bons compilateurs de mémoires SRAM sub-VT ne sont normalement pas disponibles. En

effet, les mesures sur prototypes montrent que la conception et l’intégration dans la procédure

de compilation SCM d’une seule cellule standard caractérisée par un courant de fuite très bas

offrent une consommation au repas (stand-by) et l’énergie d’accès normalisée les plus basses

jamais mesurées dans une technologie CMOS 65nm. Finalement, cette thèse de doctorat

propose une nouvelle topologie de bascule bistable rémanente (non volatile), basée sur une

technologie ReRAM émergente, qui peut être alimentée par une tension très faible (dans le

domaine sub-VT) pour toutes les opérations régulières (sauf écriture de la partie rémanente).

Cette bascule bistable rémanente permettra des modes stand-by sans aucun courant de fuite

dans les futurs systèmes VLSI.

La technologie de mémoire GC-eDRAM proposée unit les avantages principaux des technolo-

gies SRAM et eDRAM conventionnelles, tout en évitant la plupart de leurs inconvénients. En

fait, une cellule à gain (Gain-Cell GC), construite avec 2–4 transistors MOS, est plus compacte

et présente un courant de fuite plus faible que n’importe quelle cellule SRAM, tandis qu’elle

est entièrement compatible avec les technologies CMOS numériques standards et permet des

accès en lecture non destructifs (ce qui n’est pas le cas pour la technologie eDRAM convention-

nelle). De plus, il est possible d’optimiser une cellule à gain indépendamment pour des accès

en lecture et des accès en écriture fiables en même temps, ce qui n’est pas possible ni pour les

cellules SRAM, ni pour les cellules eDRAM 1T-1C conventionnelles. Aussi, les cellules à gain

permettent de facilement construire des mémoires à double ports avec un très faible surcoût

en surface par rapport à des mémoires à port unique. Toutefois, le désavantage principal des

mémoires GC-eDRAM est le temps de rétention de données réduit par rapport aux mémoires

eDRAM conventionnelles et donc la nécessité de cycles de rafraîchissement (refresh cycles)

périodiques consommant de l’énergie. Dans cette thèse de doctorat, le comportement des

GC-eDRAM, basée sur une cellule de stockage à deux transistors, est analysé en détail dans des

conditions d’utilisation à faible tensions d’alimentation : contrairement à toutes attentes, le

temps de rétention de données peut être augmenté par une réduction de la tension d’alimen-

tation, au cas où quelques noeuds particuliers (notamment les write bit-lines WBLs) peuvent

être librement contrôlés grâce à des accès en écriture peu fréquents. Cette analyse fait émerger

les GC-eDRAMs near-VT comme un type de mémoire pertinent pour les systèmes VLSI à

faible consommation et débit de données moyen. En outre, deux nouvelles techniques pour

améliorer encore plus le temps de rétention et pour réduire la consommation des GC-eDRAMs

near-VT sont proposées et vérifiées par mesure de puces de prototype : 1) la technique de

“reverse body biasing” (RBB) réduit le courant de fuite du transistor à accès en écriture avec

succès ; et 2) l’utilisation de cellules répliques permet de trouver l’instant idéal pour les cycles

de rafraîchissement même pour des circonstances environnementales (procédés de fabri-

cations, tension, et température) fluctuantes et sous influence de différentes fréquences de

perturbation par accès en écriture. Par ailleurs, cette thèse de doctorat étudie pour la première

fois la possibilité d’alimenter des GC-eDRAM avec des tensions ultra basses (se trouvant dans

le domaine sub-VT), afin de proposer une alternative aux cellules SRAM sub-VT avec 8–14

transistors, pour les densité de stockage élevées. Nous constatons que l’alimentation avec des
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Résumé

tensions sub-VT est possible pour implémentation des GC-eDRAMs dans des technologies

CMOS mûres et entraîne une disponibilité suffisante pour les accès à la mémoire, tandis que

nous recommandons des tensions d’alimentation se trouvant dans le domaine near-VT pour

l’implémentation des GC-eDRAMs dans les technologies CMOS les plus avancées. Finale-

ment, la faisabilité des cellules à gain à multiples niveaux (multilevel gain-cell) est évaluée

pour la première fois ; ce genre de mémoire est identifié comme une solution optimale pour

augmenter la densité de stockage, au prix d’une fiabilité plus basse. Cette perte de fiabilité

est acceptable dans les systèmes VLSI naturellement résistants à quelques erreurs matérielles

(comme, par exemple, beaucoup de systèmes de communication sans fil).

Mots-clés : Mémoires intégrées, systèmes VLSI, SoC, ASIC, CMOS, SRAM, eDRAM, mémoire

à cellules standards (SCM), cellules de stockage dynamique, reduction de tension d’alimenta-

tion, opération near-threshold, opération subthreshold, consommation ultra-basse, fiabilité,

mémoire rémanente (non volatile), ReRAM, OxRAM, cellule à gain (“gain-cell”), GC-eDRAM,

amélioration du temps de rétention de données, réduction de la puissance de rafraîchisse-

ment, “body biasing”, techniques de répliques, réduction de technologie, cellule de gain de

différents niveaux
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1 Introduction

1.1 Increasing Need for Embedded Memories in VLSI SoCs

There is a steadily increasing need for embedded memories in very large scale integration

(VLSI) system-on-chip (SoC) designs targeted toward microprocessors (for servers; personal

computers; laptop computers; tablets; and smartphones); biomedical implants; wireless

communications systems; and many other applications. Such embedded memories are

required to temporarily store data and/or instructions. From a system level perspective, it is

clearly advantageous to have always more memories embedded on-chip rather than relying

on external memory chips due to a number of reasons: 1) embedded memories allow higher

system-level integration densities; and 2) going off-chip through I/O pads and capacitive lines

on printed circuit boards (PCBs) entails severe speed and power penalties compared to on-chip

connections [8]. As shown in Fig. 1.1a, the total cache size requirement in microprocessors

has increased by around 5× in a time interval as short as 4 years: back in 2005, an Intel®

Pentium® D microprocessor used around 2 MB of cache memory, while the Intel® Core™

i7 released in 2009 requires almost 10 MB of cache memory [9]. In accordance with this past,

quickly increasing demand for embedded memories, the International Technology Roadmap

for Semiconductors (ITRS) predicted in its 2011 Edition that the total embedded memory size

for general SoC applications will increase by almost 50× over the next 15 years [1], as shown in

Fig. 1.1b.

Already nowadays, embedded memories consume around or even more than 50% of the total

area and power budget of a VLSI SoC [1]. Fig. 1.2 illustrates this showing the layout pictures or

the chip microphotographs of various VLSI systems, ranging from high-end microprocessors,

to wireless communications systems, to ultra-low power (sub-VT) microprocessors for health

monitoring: the embedded memories, in form of static random-access memory (SRAM)

macrocells, are visible as regular tiles. Especially in case of the sub-VT microprocessor shown

in Fig. 1.2d, the embedded memories, visible as yellow tiles, consume a dominant area share

compared to the logic core which is in the center of the chip. Also the 4-stream 802.11n

baseband transceiver [12], whose chip microphotograph is shown in Fig. 1.2c, contains a large
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(a) Evolution of total cache size in microprocessors since 1998 [9].

(b) Predicted evolution of total memory size in SoCs [1].

Figure 1.1: (a) Past; and (b) predicted future evolution of embedded memory size.

number of SRAM macrocells which are highlighted as dark areas.

Beside the large area share, embedded memories are also responsible for a large power share

of most VLSI SoCs. For example, the embedded memories of TamaRISC-CS, an ultra-low

power application-specific processor for compressed sensing [13], consume 70–95% of the
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(a) Layout picture of 45 nm Intel® Core™ i7 proces-
sor (Nehalem) [10].

(b) Layout picture of 22 nm Intel® processor
(a multi-CPU and GPU SoC) codenamed Ivy
Bridge [11].

(c) Chip microphotograph of 4-Stream 802.11n base-
band transceiver [12].

(d) Layout picture of an ultra-low power, sub-VT mi-
croprocessor for biomedical applications.

Figure 1.2: Layout pictures and/or chip microphotographs of high-end microprocessors (a–b),
a baseband transceiver (c), and a low-power processor for biomedical signals (d). All these
VLSI SoCs require a significant amount of embedded memories, which are visible as regular
tiles in the layout.

total power, depending on the mode of operation. As a further example, in a configurable

high-throughput decoder for quasi-cyclic LDPC codes [14], the embedded memories are

responsible for 68% of the total power consumption. Also, as illustrated in Fig. 1.3a, as of

today, VLSI SoCs for stationary applications typically have a total power consumption of up

to 100 W, corresponding to the total of dynamic and static power consumptions of logic and

embedded memories [1]. As opposed to this, Fig. 1.3b shows that VLSI SoC processors for

portable applications have a considerably lower total power budget of 0.5 W, a requirement

established by the ITRS in 2009. Especially for portable applications, the power consumption

of embedded memories is expected to further increase and consume almost 50% of the

total power budget of processors in the next 15 years (see Fig. 1.3b). Reducing the power

consumption of embedded memories is of utmost importance for all applications, for example
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(a) Power breakdown of stationary consumer SoCs [1].

(b) Power breakdown of portable consumer SoCs [1].

Figure 1.3: Predicted power breakdowns of VLSI SoCs for (a) stationary; and (b) portable
consumer electronics [1].
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to ensure runtimes of several years for ultra-low power systems such as biomedical implants,

to continue ensuring runtimes of one day for always more complex portable computing

devices (including smartphones and tablet computers), or to reduce cooling costs for server

and data center applications [15].

In addition to consuming dominant area and power shares of VLSI SoCs, embedded memories

are normally the first point of failure under voltage and technology down-scaling, due to

the extremely high replication count of the same basic bitcell (the 6-transistor SRAM bitcell

in most cases). For example, if the supply voltage (VDD) is scaled from its nominal value

to the near-threshold (near-VT) domain, the functional failure rate of embedded memories

increases by 5 orders of magnitude [15]. As a consequence, under voltage and technology

scaling, embedded memories typically limit the overall manufacturing yield of VLSI SoCs.

1.2 Memory Requirements of Various VLSI Systems

Conventional personal computers and servers exhibit a deep memory hierarchy, ranging from

on-chip, ultra-high speed, low storage capacity register files and cache memories, to off-chip,

fast, larger capacity random-access memory (RAM), to off-chip, large capacity, non-volatile

data storage. Traversing this memory hierarchy, the predominant, mainstream memory tech-

nologies are: 1) distributed flip-flops and latches; 2) 6-transistor (6T)-bitcell SRAM; 3) external,

conventional 1-transistor-1-capacitor (1T-1C) dynamic random-access memory (DRAM); 4)

Flash memory using a floating-gate transistor as bitcell; and 5) mechanical hard disk drives,

which are currently being replaced more and more with solid-state drives. Note that only the

register files and cache memories are embedded within the microprocessor chip, while the

remaining part of the computer memory hierarchy is off-chip. Beside personal computers, lap-

top computers, and servers, battery-powered mobile computing devices such as smartphones

and tablet computers impose extremely challenging requirements on embedded memory

solutions due to the increasing power awareness (to extend the runtime on a single battery

charge) accompanied by an ever increasing demand for higher integration density and higher

speed performance.

In addition to microprocessors for computers, a large number of target applications in the

broad field of VLSI SoCs often have diametrically opposite requirements on embedded memo-

ries, compared to each other, as shown in Table 1.1. For example, on the one hand, embedded

memories for ultra-low power (ULP) VLSI SoCs for biomedical or remote sensing applications

(such as [16, 17]) require ultra-low leakage power and access energy and entail significant engi-

neering effort to ensure high robustness, while the area and speed are only secondary concerns.

Therefore, such ULP VLSI systems, including their embedded memories, are often operated at

ultra-low voltages (ULV), typically residing in the subthreshold (sub-VT) domain. On the other

hand, power-aware high-performance VLSI SoCs often used in wireless communications (e.g.,

channel decoders) or in smartphones need high-capacity, high-density, high-speed embedded

memories operated at nominal supply voltages. Rather than using robust, upsized SRAM bit-
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cells, to cope with manufacturing defects (such as shorts and opens), one-time programmable

address decoders, if desired in combination with spare rows or columns to maintain the stor-

age capacity, are commonly used [18]. Moreover, to cope with soft errors (for example caused

by alpha-particle impacts), redundant memory cells in conjunction with error detection and

correction codes are often employed, a prominent example being the single-error-correction-

double-error-detection (SECDED) code [19, 20]. Furthermore, as a new research direction,

people have recently started to argue that the memory reliability can even be deliberately

relaxed for VLSI systems which are inherently resilient to a small number of hardware defects.

Examples of such inherently error-resilient systems include high-speed packet access (HSPA)

systems [21] and wireless body sensor network (WBSN) nodes [22]. Moreover, an increasing

number of VLSI systems supports dynamic voltage and frequency scaling (DVFS), in order

to support different operating modes according to varying workloads, and/or reduce voltage

and frequency guardbands for improved energy-efficiency and speed performance, respec-

tively. Such systems employing DVFS ideally contain embedded memories which are fully

functional over the same voltage and frequency ranges. Besides the well-known Razor [23]

technique, as a further prominent example in the category of power-aware, high-performance

VLSI SoCs supporting DVFS, Intel has presented an experimental, error-resilient processor

(codenamed Palisades) which has built-in mechanisms to detect and correct timing errors,

allowing higher performance (by means of over-clocking) or higher energy-efficiency (by

means of voltage scaling) than a traditional processor with frequency and voltage guardbands,

while it still computes correctly [24]. In between the two extreme categories of ultra-low power

VLSI SoCs operating in the sub-VT domain and high-performance, power-aware, potentially

error-resilient VLSI SoCs operating at nominal voltage, there is a third class corresponding

to low-power, medium-performance SoCs (see Table 1.1). These SoCs and their embedded

memories are typically operated at near-threshold (near-VT) supply voltages. Near-threshold

computing (NTC) retains much of the energy savings of sub-VT operation but has much more

favorable performance and variability characteristics [15]. An experimental, near-threshold

voltage IA-32 microprocessor is able to successfully boot Windows XP™ while being supplied

from a small solar panel providing only 10−20 mW of power [25, 26]. As a further example,

Diet SODA [27] is a power-efficient processor for digital cameras relying on near-threshold

circuit operation.

1.3 Brief Review of the State of the Art

Broadly speaking, embedded memories can be classified into two main categories: 1) SRAM;

and 2) embedded DRAM (eDRAM). SRAM uses a cross-coupled inverter pair to retain the

stored data indefinitely (as long as a power supply voltage is provided). The eDRAM tech-

nology stores data in form of electric charge on a capacitor; unfortunately, the stored data is

compromised due to leakage currents, which requires a periodic refresh operation.

As shown in Table 1.1, latches and flip-flops (mostly implemented as static storage cells) are

commonly used as pipeline registers or in small, distributed, synthesized storage arrays within
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Table 1.1: Memory requirements of different classes of VLSI SoCs, from ultra-low power to
power-aware, high-performance systems.

Ultra-low power
Low-power,
medium-
performance

Power-aware, high-
performance

Application fields
Biomedical im-
plants, remote
sensors

Near-threshold com-
puting, complex sen-
sor nodes, simple
handheld devices

Wireless commu-
nications, tablet
computers, smart-
phones

Robustness Robust
Potentially unreliable (Detect+Correct, or
Error-Resilient)

Area priority Secondary High

Supply voltage VDD
Subthreshold (sub-
VT), e.g., 400 mV

Slightly scaled, near-
threshold (near-VT),
e.g., 600 mV

Nominal, e.g., 1 V

Power
Ultra low,
fW−pW

High, mW−W

Speed
Very slow,
kHz−MHz

Fast, 100MHz−GHz

State of the art
Bistables (latches, flip-flops), pipeline registers

8T, 10T, . . . , 14T-
bitcell SRAM
No good compilers!

6T-bitcell SRAM, compilers
1T-1C eDRAM: special technology, extra
cost
Gain-cells: logic-compatible

Contributions

Standard-cell based memories (SCMs)
Low-leakage latches,
ReRAM-based NVFF

Commercial library Dynamic latches

Gain-cell based eDRAM (GC-eDRAM)
2T sub-VT 2T near-VT 3T multilevel

datapaths. Static latches and flip-flops are reliably operated at a large range of supply voltages,

including sub-VT voltages. Memory macrocells based on the conventional 6T SRAM bitcell

can be used for all applications running at nominal or slightly scaled supply voltages. In fact,

almost invariably, SRAM has been the mainstream solution for on-chip embedded memories

for virtually all VLSI SoC target applications for the last decades [8]. This unquestioned

dominance of SRAM technology for on-chip storage mostly arises from their fast write and

read accesses and their robust operation (at least in mature CMOS nodes and at nominal

supply voltage VDD). Also, for most process nodes, SRAM memory compilers are readily

available. However, the footprint of the 6T SRAM bitcell is relatively large. In order to increase

the storage density, eDRAM macrocells are an interesting alternative to SRAM macrocells. We

distinguish two types of eDRAM: 1) conventional, 1T-1C eDRAMs whose basic bitcell is built

from a special, high-density, 3D capacitor and an access transistor; and 2) gain-cell based

eDRAMs (e.g., [28]) whose basic bitcell is built from 2–4 MOS transistors [29]. Conventional 1T-
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1C eDRAMs typically require special process options to build high-density stacked or trench

capacitors [30] and are therefore not compatible with standard digital CMOS technologies.

Such process options become only available at an extra cost. As opposed to this, gain-cell

based eDRAMs are fully compatible with baseline digital CMOS technologies and can easily be

integrated into any SoC at no extra cost. The main drawback of gain-cells is the small storage

node capacitor (compared to the dedicated DRAM capacitors) and the low retention time.

From a functional perspective, all types of dynamic memories usually require refresh cycles

that are costly in terms of access bandwidth and power.

6T-bitcell SRAM fails to operate reliably at aggressively scaled supply voltages. As shown in

Table 1.1, alternative SRAM bitcells consisting of 8, 10, or even more transistors are required to

ensure reliable sub-VT operation [31]. In addition to large, alternative SRAM bitcells, various

low-voltage write and read assist techniques have recently been proposed. Unfortunately, good

memory compilers yielding robust sub-VT SRAM macrocells are not commercially available.

1.4 Contributions

This PhD dissertation makes many contributions to the field of embedded memories for use

in a large range of VLSI SoCs. In general, most contributions aim at either improving the

area-efficiency or reducing the power consumption of embedded memories by using novel

CMOS-compatible memory technologies and circuit techniques. In addition, some of the

proposals made in this thesis allow and/or simplify the use of highly robust memories under

extreme operating conditions (such as subthreshold circuit operation). Furthermore, addi-

tional contributions are memory optimizations (e.g., refresh-free eDRAM) for VLSI systems

characterized by special memory usage (e.g., frequent write updates). The various contri-

butions of this PhD thesis are in two main research areas, namely the fields of standard-cell

based memories (SCMs) and gain-cell based eDRAM (GC-eDRAM) design, as expatiated on

below.

Standard-Cell Based Memories (SCMs)

While SRAM macrocells are the unquestionable mainstream solution, synthesized latch or

flip-flop arrays have also been used since a long time to implement small storage arrays

distributed in datapaths. Unfortunately, there are no previous studies which systematically

compare all possible architectural variants of latch and flip-flop arrays. This PhD dissertation

uses standard-cell based memories (SCMs) as an umbrella term for all types of latch and

flip-flop arrays and makes the following specific contributions in the field of SCMs.

SCM Architectures for Above-VT and Sub-VT Applications For the first time, this thesis

systematically investigates and compares all architectural variants for the write logic, read

logic, and storage cell implementation of SCMs. As shown in Table 1.1, targeting a large range
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of applications, the comparative analysis of SCM topologies is carried out both in the above-

threshold (above-VT) domain at nominal supply voltage and in the sub-VT domain in order

to identify the respective best-practice implementations. Initially, we consider only SCMs

synthesized from commercially available standard-cell libraries (SCLs), for straightforward

integration of the proposed SCM topologies into any VLSI system. In order to draw conclusions

as general as possible, various different technology nodes, semiconductor fabrication lines

(“fabs”), and SCL provideres are considered.

Detailed Comparison with SRAM It is intuitively clear that SCMs are smaller than SRAM

macrocells for small storage capacities (due to less peripheral circuits), but become signifi-

cantly larger for larger storage capacities (due to the larger bitcell). In this dissertation, we

systematically investigate this area comparison between SCMs and SRAM macrocells and

describe the border line below which SCMs are still more area-efficient than SRAM macrocells.

This analysis is carried out for SCMs based on commercially available, robust, static latches, as

well as various custom-designed, high-density, dynamic latches. A case study of a low-density

parity-check (LDPC) decoder, extensively used in wireless communications, shows how SCMs

promote higher data locality and lower power consumption than SRAM macrocells (at the

cost of area for the considered memory sizes, in case of using static SCMs).

Customization of Standard-Cells In a further main contribution, the design of custom

standard-cells and their integration into SCMs is proposed in order to address the specific

requirements of given target applications. In all cases, we are able to dramatically improve a

given target metric (such as leakage power or storage density) by designing only one custom

standard-cell and integrating it into the SCM compilation flow.

Ultra-Low Leakage Sub-VT SCMs In ultra-low power (ULP) systems, the leakage currents of

sub-VT memories typically dominate the total power budget. The major leakage contributors

of sub-VT SCMs are identified to be the latches and the read multiplexers; the design of a

single, custom-designed standard-cell latch with a tri-state output buffer addresses all major

leakage contributors at once and enables a significant leakage power reduction. Using such

ultra-low leakage sub-VT SCMs, we demonstrate the lowest ever measured leakage power

and access energy per bit among all sub-VT memories in a 65 nm CMOS node. The sub-VT

SCM compilation flow which integrates custom-designed, ultra-low leakage standard-cells is

a convenient tool for many low-power SoC designers especially when considering the lack of

good, commercially available sub-VT memory compilers.

OxRAM Based Non-Volatile Flip-Flops While the proposed sub-VT SCMs exhibit extremely

low leakage power and access energy (outperforming all previous works on sub-VT SRAMs

in the same technology node), emerging non-volatile memory technologies such as resistive
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memories (e.g., oxide stacks) bare the potential for zero-leakage sleep states. For the first time,

we investigate how oxide memory (OxRAM) devices can be interfaced with CMOS circuits

and reliably read out at sub-VT voltages. We propose the first non-volatile flip-flop topology

which can be operated at sub-VT voltages (only writing the OxRAM device requires a nominal

voltage).

Dynamic SCMs As a further, completely opposite example to demonstrate the high benefit

of standard-cell customization, we propose to investigate the access statistics of all internal

memories of a LDPC decoder. Since all internal memories are frequently and periodically

updated, it is possible to use our proposed dynamic SCMs (D-SCMs), i.e., storage arrays syn-

thesized from dynamic latches, even without the need for a power-hungry refresh operation.

Compared to their static counterpart, the D-SCMs enable a significant reduction of the silicon

area of the LDPC decoder chip. In addition, silicon measurements show a slight reduction in

power consumption, enabled by the D-SCMs, and confirm our proposed circuit techniques

avoiding short-circuit currents.

Gain-Cell Based eDRAM (GC-eDRAM) Design

Most previous works on gain-cell based eDRAM (GC-eDRAM) try to promote gain-cells as

high-density alternative to SRAM bitcells in cache memories of microprocessors. Therefore,

the focus of almost all previous works was on achieving high speed and access bandwidth

(beside high storage density) while operating at nominal supply voltages. Unfortunately, there

are no previous studies on the behavior of GC-eDRAM under supply voltage scaling and no

previous initiatives to promote GC-eDRAM for low-voltage applications. Moreover, there are

no silicon-proven GC-eDRAM implementations in nodes below 65 nm CMOS. This PhD thesis

makes the following specific contributions in the field of GC-eDRAM design.

Voltage Scaling for GC-eDRAM In this PhD dissertation, we investigate for the first time

systematically the impact of voltage scaling on the retention time of gain-cells. It is shown that

in some cases, depending on the write access statistics and the write-bit line (WBL) control

scheme, surprisingly, the retention time can be increased by means of voltage down-scaling,

favoring near-threshold (near-VT) operation for GC-eDRAMs (see Table 1.1).

GC-eDRAM Retention Time Improvement by Reverse Body Biasing With the ultimate goal

of reducing the refresh power of low-voltage, near-VT GC-eDRAM arrays, different techniques

to improve the retention time are proposed. Silicon measurements show that the retention

time is dramatically improved when switching from a slight forward body bias (FBB), used for

fast memory access, to a reverse body bias (RBB).
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Replica Technique for Refresh Power Reduction In addition, a replica technique is pro-

posed in order to automatically determine the optimum refresh rate for varying process-

voltage-technology (PVT) conditions and according to write access statistics (which impact

the retention time). Silicon measurements show that the proposed replica technique suc-

cessfully tracks the effective retention time of the GC-eDRAM array and leads up to a 5×
retention time extension, which results in a significant refresh power reduction compared to

conventional retention time guardbanding.

Sub-VT GC-eDRAM In addition to various techniques to reduce the refresh power of near-VT

GC-eDRAMs, we demonstrated for the first time the feasibility of sub-VT operation of GC-

eDRAMs in a mature CMOS node. In fact, despite heavily degraded on-to-off current ratios

in the sub-VT domain, resulting in low access time to retention time ratios, it is possible to

achieve high array availability for random write and read access.

Low-Voltage GC-eDRAM in Deeply Scaled CMOS A simulation-based study to find the min-

imum recommended supply voltage for sufficiently high array availability is conducted at

deeply scaled CMOS nodes, as well. Unfortunately, high aggregated leakage currents from the

storage node and low in-cell storage capacitance in aggressively scaled CMOS nodes limit the

amount of voltage scaling. While near-VT operation is still viable in a 40 nm node, we show

that sub-VT operation should be avoided due to prohibitively short retention times compared

to the access times.

Multilevel Gain-Cells Finally, in the context of error-resilient VLSI systems (such as wireless

communications systems), which are able to tolerate a small amount of hardware defects in

general and memory read failures in particular, we investigate the trade-off between reliability

and storage density in GC-eDRAM. More precisely, 100% correct circuit operation is traded

off for the benefit of higher storage density by proposing multilevel gain-cells where up to 4

voltage levels, corresponding to 2 bits, are stored in a single cell. In order to locally generate

several voltage levels for data storage, as well as reference voltage levels for sensing at a low

area overhead, charge sharing among precharged and pre-discharged bitline segments is used.

In order to read out the multilevel gain-cells, a successive approximation algorithm is used,

comparing one data level to various reference levels. Post-layout circuit simulations indicate

2% of read failures after a 10µs retention time for a multilevel GC-eDRAM implementation

in 90 nm CMOS. Moreover, as an additional contribution, a replica bitline (BL) technique

is proposed to improve both the read and write access times of a multilevel GC-eDRAM

macrocell under varying PVT conditions.

1.5 Thesis Outline

The remainder of this PhD dissertation is organized as follows.
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Chapter 2 is dedicated to standard-cell based memories (SCMs) operated at nominal volt-

age and targeted toward high-performance VLSI systems. Section 2.1 provides background

information, motivates the use of SCMs, and lists all advantages as well as drawbacks of

SCMs. Section 2.2 introduces and compares SCM topologies based on commercially avail-

able standard-cell libraries (SCLs), and compares the best-practice SCM implementation to

SRAM macrocells, as well, before presenting a case study where SCMs are used in a low-power

low-density parity-check (LDPC) decoder. Section 2.3 discusses the integration of custom-

designed, dynamic latches into the SCM compilation flow for high storage density, and, in

a second case study, proposes the use of such dynamic SCMs (D-SCMs), operated without

refresh cycles, in a LDPC decoder which frequently updates all internal memories.

Chapter 3 is dedicated to SCMs operated at aggressively scaled supply voltages residing in

the sub-VT domain and targeted toward ultra-low power applications. Section 3.1 explains

the various challenges of low-voltage SRAM operation and presents a review of the state of

the art of sub-VT SRAM design. Section 3.2 evaluates and compares all SCM topologies built

from commercial SCLs for operation in the sub-VT regime. In Section 3.3, the so identified

best-practice sub-VT SCM topology is further optimized by the integration of an ultra-low

leakage, custom-designed standard-cell. Section 3.4 presents non-volatile flip-flop topologies,

for use in SCMs or as state registers, based on emerging OxRAM devices, in order to enable

zero-leakage standby modes in future low-power applications.

Chapter 4 is dedicated to gain-cell based eDRAM (GC-eDRAM) for both low-voltage, low-power

applications and high-performance VLSI systems. Section 4.1 reviews various types of eDRAM,

explains the assets and drawbacks of GC-eDRAM, and presents a detailed review of the state of

the art of GC-eDRAM design. Section 4.2 analyzes the impact of voltage down-scaling on the

retention time and refresh power of a 2-transistor (2T)-bitcell GC-eDRAM array. Section 4.3

proposes several techniques to enhance the retention time and reduce the refresh power

of near-VT GC-eDRAM macrocells, including reverse body biasing and replica techniques.

Section 4.4 studies the feasibility of sub-VT operation for GC-eDRAM in light of technology

scaling. Finally, Section 4.5 presents the design of a multilevel GC-eDRAM implementation

for high-density data storage in error-resilient VLSI systems, including replica techniques for

optimally fast write and read access under PVT variations.

Conclusions are drawn in Chapter 5.

1.6 Selected Publications

This PhD dissertation is mostly based on the following journal articles and conference papers.

A complete list of book chapters, journal articles, conference papers, and invention disclosures

can be found in the attached curriculum vitae.
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2 Standard-Cell Based Memories (SCMs)
for High-Performance VLSI Systems

Standard-cell based memories (SCMs) are random-access memories (RAMs) which can be

synthesized from standard-cell libraries (SCLs). Topologically, SCMs are latch or flip-flop

arrays with logic circuits to control random write and read access. As an alternative to SRAM

macrocells, SCMs are immediately functional in any VLSI system, even if operated at ultra-low

voltages or if implemented in deeply scaled CMOS nodes, and considerably simplify any digital

design flow, since they can be synthesized and placed-and-routed together with logic blocks.

The use of SCMs is especially interesting for applications requiring many small memory blocks

distributed within datapaths. This Chapter presents, compares, and optimizes SCMs for use in

high-performance VLSI SoCs. In order to cope with high speed performance requirements, the

analyses presented in this Chapter are limited to circuit operation at high, typically nominal

supply voltage (VDD). We consider both the case of synthesizing SCMs from commercially

available SCLs exclusively, for maximum portability and short design times, as well as the

case of relying on dynamic, custom-designed latches for high storage density. In this Chapter,

SCMs are primarily developed and studied as stand-alone entities to be used in a large variety

of digital VLSI systems; however, we also consider SCMs as building blocks of wireless channel

decoders throughout this Chapter in order to carefully study and understand the benefits

which SCMs enable at a higher integration level, namely the digital VLSI system-on-chip level.

Digital IC designers predominantly use SRAM macrocells to implement on-chip memory

functionality; in Section 2.1 we argue that in many situations, SCMs can have advantages over

SRAM macrocells. In particular, for reasonably small storage capacities, SCMs might be an

interesting alternative to SRAM macrocells in order to improve area- and energy-efficiency,

amongst others. Section 2.1 also introduces the application example used throughout this

Chapter, namely low-density parity-check (LDPC) decoders, and identifies unique advantages

enabled by SCMs in such decoders.

Section 2.2 introduces and compares a large variety of SCM topologies and presents an

application example in the field of wireless communications. In Section 2.2.1, various ways

to implement SCMs based on commercial SCLs are presented and compared to each other

for different CMOS technology nodes, semiconductor fabrication lines (“fabs”), and various
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SCL library providers; in addition, the best-practice SCM implementations are compared to

corresponding SRAM macrocells, aiming for finding the most adequate memory option for

each application. In Section 2.2.2, the benefits and drawbacks of SCMs compared to SRAM

macrocells are illustrated with the example of a low-power LDPC decoder. The LDPC decoder

using SCMs was manufactured in a 90 nm CMOS node and silicon measurement results are

presented, as well.

Section 2.3 discusses the advantages and drawbacks of standard-cell customization, using

dynamic latches for high storage density, and presents a further application example in the

field of decoders for wireless communication channels. In Section 2.3.1, various dynamic

latch topologies are introduced and compared in terms silicon area, reliability, and ease of

integration into a digital design flow. Section 2.3.2 analyzes the access patterns of all internal

memories of an LDPC decoder and proposes the use of high-density, dynamic SCMs (D-SCMs)

which can be operated without the need for a refresh operation due to frequent and periodic

write updates.

Section 2.4 draws conclusions from this Chapter.

This Chapter is partially based on our previous publications [32, 33, 2].

2.1 Introduction

As opposed to microprocessors requiring large cache memories, preferentially implemented

as SRAM macrocells for high storage density and compatibility with logic CMOS technologies,

many applications in the broad field of integrated circuit (IC) design require many small

storage arrays distributed within datapaths. A few examples of such VLSI systems include

channel decoders for wireless communications (e.g., Turbo, Viterbi, or LDPC decoders), VLSI

implementations of FFT algorithms, and many other digital signal processing (DSP) systems.

In order to integrate a large number of small memory arrays and seamlessly merge them with

logic circuits, these embedded memories can conveniently and preferably be implemented as

SCMs rather than SRAM macrocells. In the following, the advantages and potential drawbacks

of SCMs are discussed in detail.

Advantages and Drawbacks of SCMs

The use of SCMs described in a hardware description language (HDL), such as VHDL or Verilog,

eases the portability of a design to other technologies. SRAM macrocells need to be created

again for each new technology node or process design kit (PDK), using a dedicated memory

compiler which might generate cells that are not fully compatible with the original design.

Also, SCMs can be described in a generic way, which renders it easy to modify the number of

words or the number of bits per word at design time; also, any desired numbers can be chosen,

which is not the case for typical SRAM compilers. Furthermore, designs comprising SCMs can
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be placed fully automatically using the standard placement tool, whereas SRAM macrocells

need to be placed manually or by a specifically written script. Consequently, SCMs can be

merged with logic blocks, which improves data locality and thus can reduce routing overhead.

The one-bit storage cell of SCMs (i.e., a flip-flop or a latch) is clearly bigger than the one of

SRAM macrocells (typically the 6-transistor SRAM bitcell). However, SRAM macrocells require

more peripheral circuitry such as precharge circuitry and sense amplifiers [34] than SCMs. For

SRAM macrocells with small storage capacity, the area overhead due to peripheral circuitry can

be significant. Hence, SCMs can outperform SRAM macrocells in terms of silicon area for small

storage capacities, but become much bigger for large storage capacities. Moreover, the use of

SCMs can reduce routing, which leads to a reduction in active (switching) power consumption.

Also, traditional 6T-bitcell SRAM exhibits high failure rates under voltage scaling [15] and

does not work reliably in the near-threshold (near-VT) domain [35, 36]. As opposed to this,

SCMs directly support voltage scaling and can even be reliably operated in the sub-threshold

(sub-VT) regime without the need for fullcustom design, as expatiated on in Chapter 3. For

these reasons, SCMs are a promising, lower-power alternative to conventional 6T-bitcell SRAM

macrocells. SCMs can share the power and ground rings with the rest of the chip (i.e., with logic

blocks), while SRAM macrocells typically have extra rings. For reconfigurable designs targeting

low power consumption, memories are preferably organized in many small blocks which can

be individually clock-gated and/or power-gated. In the context of such fine-granular memory

organizations, SCMs provide more flexibility at design time, might result in smaller overall

area due to the lack of separate rings and less peripheral circuitry, and are more adequate to

reduce the overall power consumption. In summary, SCMs entail a minimum design effort,

simplify the digital design flow, are immediately functional in any VLSI system, and operate

reliably at any supply voltage. The only apparent drawback of SCMs is their large silicon area

exceeding the one of SRAM macrocells for large storage capacities (unless small, dynamic

latches are used, as proposed in Section 2.3).

While many digital IC designers have previously used SCMs (our case study below exemplifies

this), and while SCMs have several assets compared to SRAM macrocells, there are unfortu-

nately no previous studies comparing all possible SCM topologies. In the following Section 2.2,

we present a systematic comparative analysis of all possible SCM topologies. The best-practice

SCM topology is then also compared with 6T-bitcell SRAM macrocells.

Application Example: LDPC Decoders

Low-density parity-check (LDPC) decoders are a good representative example of VLSI systems

requiring many small, distributed storage arrays. We will therefore use such decoders as a case

study throughout this Chapter to illustrate the advantages and drawbacks of SCMs. A tutorial

paper [37] published in 2011, reviewing and analyzing the best LDPC decoder architectures

known at that time, unveils that, in terms of embedded memories, the block-parallel LDPC

decoder design community has adopted two different solutions: 1) one part of the community

uses SRAM macrocells as internal memories [14, 38, 39, 40, 41, 42]; while 2) the other part
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Figure 2.1: (a) Energy-efficiency and throughput; and (b) area-efficiency and time per bit of
state-of-the-art LDPC decoder implementations as of 2011. Decoder implementations based
on SRAM are circled or highlighted by arrows, while all other block-parallel implementations
are based on SCMs.
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of the community prefers SCMs [2, 43, 44, 45, 46]. As shown in Fig. 2.1a, most block-parallel

LDPC decoders using SRAM macrocells (circled or highlighted by arrows) have worse energy

efficiency than the block-parallel decoders using SCMs (all remaining, not highlighted marks).

The better energy efficiency of the latter decoder implementations can be attributed to two

factors: 1) SCMs can be more energy-efficient than SRAM macrocells; and 2) SCMs merge

better with logic blocks, result in less routing overhead (shorter wires), and lead to lower

switching power. As a second observation from Fig. 2.1a, block-parallel LDPC decoders based

on SCMs are generally faster and allow for higher decoding throughputs than decoders using

SRAM macrocells. Unfortunately, as shown in Fig. 2.1b, the use of SCMs synthesized from

commercial SCL, almost exclusively providing large, static latches and flip-flops, leads to

a lower area-efficiency in LDPC decoders than the use of SRAM macrocells. In summary,

if power awareness and high decoding performance are of high importance while silicon

area is only a secondary concern, it is definitely beneficial to employ SCMs instead of SRAM

macrocells in LDPC decoders.

2.2 SCMs Based on Commercial Standard-Cell Libraries (SCLs)

2.2.1 SCM Architectural Choices and Comparison

This Section introduces and discusses architectural choices for SCMs, before rigorously com-

paring all possible SCM architectures. The comparative SCM architecture analyses are carried

out at three different CMOS nodes (180 nm, 130 nm, and 90 nm) and for different fabs and

SCL providers in each node (resulting in a total of five different cases) to draw conclusions as

generic as possible. The best-practice SCM architecture is then compared in detail with SRAM

macrocells, as well. The remainder of this Chapter, as well as Chapter 3 assume memories

(both SCMs and SRAM macrocells) with a separate read and write port, a word access scheme

(as opposed to sub-word/byte access or bit-wise access), and a read and write latency of

one, which are typical requirements for memories distributed within dedicated datapaths. As

shown in Fig. 2.2a, any such SCM has the following building blocks: 1) a write logic, 2) a read

logic, and 3) an array of storage cells. Different ways to implement the write and read logic

are presented in the Sections “Write Logic” and “Read Logic” below, respectively, assuming

flip-flops as storage cells. The use of latches instead of flip-flops as storage cells is discussed in

the subsequent Section “Array of Storage Cells”.

Write Logic

Consider an array of R ×C flip-flops, where R and C denote the number of rows (words) and

the number of columns (bits per word), respectively. Assuming a word access scheme and a

write latency of one cycle, the write logic needs to select one out of R words, according to the

given write address, and update the content of the corresponding flip-flops on the next active

clock edge. To accomplish this, the write address decoder (WAD) produces one-hot encoded
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Figure 2.2: (a) Building blocks of a generic standard-cell based memory architecture. (b)
Achieving typical one-cycle read latency. (c) Write logic relying on enable flip-flops, and (d)
basic flip-flops in conjunction with clock-gates. (e) Read logic relying on tri-state buffers, and
(f) CMOS multiplexers.
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row select signals, which select one row of the flip-flop array. Next, the flip-flops in the selected

row need to update their state according to the data to be written. One possibility consists

in using flip-flops with an enable feature or with a corresponding logic (FFE architecture), as

shown in Fig. 2.2c; all flip-flops in one row are enabled by the same row select signal. Another

possibility consists in using basic flip-flops in conjunction with clock gates (CG architecture),

as shown in Fig. 2.2d. In this case, a separate clock signal is generated for each row, and only

the currently selected row receives a clock pulse, thereby sampling the provided data, while all

other rows receive a silenced clock, thereby keeping their previous data.

Synthesis results using different CMOS technology nodes, different semiconductor fabs, and

different standard-cell library providers show that the CG architecture yields smaller SCMs

than the FFE architecture for C ≥ 4 in most cases, and C ≥ 2 in few cases. This result is almost

always independent of R.

It is clear that the CG architecture consumes less power than the FFE architecture, as the latter

distributes the clock signal to each storage cell, while the former silences the clock signal

of all but the selected rows. Furthermore, the 2-to-1 multiplexer inside the enable flip-flop

consumes additional power which can be avoided by the CG architecture.

Read Logic

As shown in Fig. 2.2b, the read logic can be purely combinational or contain sequential

elements, which leads to a read latency. Assuming a word access scheme, one out of R words

needs to be routed to the data output, according to the read address. The typical one-cycle

latency is obtained by inserting flip-flops either at the read address input, see case (1) in

Fig. 2.2b, or at the data output, see case (2) in Fig. 2.2b. The former and latter case require

ceil(log2(R)) and C additional flip-flops, impose gentle and hard read address setup-time

requirements, and cause considerable and negligible output delays, respectively. The task

of routing one out of R words to the output is accomplished using either tri-state buffers or

multiplexers.

Tri-State Buffer Based Read Logic This approach asks for a read address decoder (RAD) to

produce one-hot encoded row select signals, and R ·C tri-state buffers, i.e., exactly one per

storage cell, as shown in Fig. 2.2e. R tri-state buffer outputs connect to one bit-line (BL),

which has a large lumped capacitance if R is big. In fact, beside the gate capacitance in the

fanout and interconnect parasitic capacitance, a large portion of the total BL capacitance

arises from the junction capacitance of the tri-state buffers. In order to drive this large BL

capacitance, tri-state buffers with high driving capability are required. If R increases, stronger

buffers, exhibiting larger parasitic junction capacitance, are required, which further increases

the lumped BL capacitance and thus requires even stronger buffers. Therefore, increasing the

tri-state buffer’s driving strength provides only a limited advantage to increase the read speed.

Furthermore, it is generally difficult to buffer tri-state buses [47], which might be necessary
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to maintain reasonable slew rates if these buses are routed over long distances. Also, if two

or more row select signals accidentally overlap, DC paths from VDD to ground can arise and

short-circuit power is consumed. In summary, employing tri-state buffers is expected to result

in a large overall area and a high power consumption, while it is challenging to achieve fast

read operations.

Multiplexer Based Read Logic C parallel R-to-1 multiplexers are required to route an entire

word to the output, as shown in Fig. 2.2f. The R-to-1 multiplexer itself can be implemented in

many ways. Most multiplexer architectures, such as binary selection tree multiplexers, do not

require one-hot encoded row select signals and can therefore save the RAD. However, there is

an energy efficient multiplexer architecture which accepts one-hot encoded row select signals,

performs a logic AND operation between each row select signal and the corresponding data

bit, and finally performs a logic OR operation on all AND-gate outputs. For this particular

multiplexer architecture, and assuming a proper, i.e., a non-overlapping one-hot code at the

selection inputs, any glitch or activity on an unselected data input will die out after the first

logic stage. As opposed to this, some glitches or activity on unselected data inputs of a binary

selection tree multiplexer can propagate all the way to the input of the last stage, giving rise to

unnecessary power consumption. In summary, intuitively, it is best for low power operation to

use a glitch-free RAD to mask (AND operation) unselected data at the leaf-level of an OR-tree

to realize the multiplexer functionality. Luckily, most logic synthesizers yield multiplexers

similar to the AND-then-OR multiplexer, typically employing dedicated multiplexer cells in

the back-most logic stages.

Post-Layout Simulation Results Comparing Write and Read Logic Implementations

Flip-flop based SCMs using clock gates for the write logic, and using either multiplexers or

tri-state buffers for the read logic are synthesized, placed, and routed for different memory

dimensions R ×C (see Table 2.1) as well as for different CMOS technologies (various nodes

and various fabs for the same node) and different standard cell libraries (see Table 2.2). For

the voltage-change dump (VCD)-based post-layout power analyses, random data is written

to random addresses, while data is read from random addresses, for 1000 cycles at a clock

frequency of 100 MHz. All inputs of the SCMs can be driven by buffers of standard driving

strength; highly capacitive nets such as the bit lines are buffered inside the SCMs.

The post-layout simulation results show that the multiplexer based SCMs always have smaller

area and lower power consumption than the tri-state buffer based SCMs. However, the power

estimation of the tri-state buffer based SCMs is rather optimistic as short-circuit power due to

DC paths through tri-state buffers is not accounted for in the simulations.
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Table 2.1: Flip-flop based SCM, CG write logic, 0.13µm CMOS: area and power for multiplexer
and 3-state read logic for different configurations R ×C .

Area [µm2] Power [mW]

R C MUX 3-state MUX 3-state

16 8 6k 6k 0.8 0.8
16 128 67k 76k 5.3 6.9
32 8 10k 11k 1.0 1.3
32 128 135k 170k 8.1 14.1
64 8 20k 28k 2.4 4.2
64 128 274k 397k 19.5 38.4

128 8 39k 56k 4.5 9.1
128 128 557k 850k 38.0 93.8

Table 2.2: Flip-flop based SCM, CG write logic, R = 16, C = 128: area and power for multiplexer
and 3-state read logic for different technologies and standard cell libraries.

Area [µm2] Power [mW]

Tech. & lib. MUX 3-state MUX 3-state

180 nm i) 132k 170k 11.0 19.8
180 nm ii) 126k 160k 12.5 17.0
130 nm i) 67k 76k 5.3 6.9
130 nm ii) 72k 83k 4.1 4.9

90 nm 36k 41k 1.9 3.5

Array of Storage Cells

Instead of flip-flops, latches can be used as storage cells. The previous discussions on the

write and read logic remain valid when latches are used as storage cells. However, setup-time

requirements on the write port become considerably more stringent when using latches. In

fact, sticking to a single-edge-triggered one-phase clocking discipline and a duty cycle of 50%,

the WAD together with the clock gates get only the first half of a clock period to generate

one clock pulse and R −1 silenced clocks, which will make—during the second half of the

clock period—the latches in one out of R rows transparent and keep the latches in all other

rows non-transparent, respectively. Those latches which have received a clock pulse store the

applied input data on the next active clock edge.

Furthermore, if the currently transparent latches are also selected by the output multiplexers,

the SCM becomes transparent from its data input to its data output, and combinatorial loops

through external logic can arise. To avoid this problem, a restriction on the choice of read and

write addresses needs to be imposed. If such a restriction is not desired, latches which are
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Figure 2.3: Schematic of latch based SCM with clock-gates for the write logic and multiplexers
for the read logic.

non-transparent during the second half of the clock period need to be inferred at either the

SCM’s data input or output, or alternatively, registers need to be inserted into any path feeding

the SCM’s data output back to the data input.

Averaging across different CMOS technologies (nodes and fabs) and standard cell libraries, we

find that the area of a basic latch with given drive strength is 77% of the area of a corresponding

flip-flop. Even though the total storage cell area can be reduced by 23% on average when

replacing flip-flops with latches, the total SCM area shrinks less, as write and read logic remain

the same. In fact, for a 0.13µm technology, averaging over 49 samples corresponding to

R = 23,24, . . . ,29, C = 21,22, . . . ,27, latch based SCMs are only 13% smaller than flip-flop based

SCMs.

In latch based SCMs, the WAD together with the clock-gates get only half a clock period to

select one out of R words, while in flip-flop based SCMs, they get a full clock period. This is

why flip-flop based SCMs qualify better for high-speed applications where address generation

involves a long combinational path which cannot be pipelined.

Fig. 2.3 shows the schematic of the proposed standard-cell based memory, which uses latches

without enable feature as storage cells, clock-gates for the write logic, and flip-flops at the read

address input in conjunction with multiplexers for the read logic.
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Figure 2.4: Flip-flop and latch based SCMs versus SRAM memory macros (MM): sampled data
points and intersection lines of regression functions.

SCM Versus SRAM Area Comparison

For the smallest flip-flop and latch based SCM architectures, as well as for the SRAM memory

macro (MM), 49 samples corresponding to R = 23,24, . . . ,29, C = 21,22, . . . ,27 have been syn-

thesized in a 0.13µm CMOS technology. Fig. 2.4 shows all points in the C ×R plane—using

a log-log scale—for which the SCMs are smaller than the corresponding SRAM macrocells.

The sampled data points are interpolated in the least squares sense, and the intersection lines

SCM = MM of the resulting surfaces are plotted, as well. Those intersection lines show the

border up to which the SCMs are smaller than SRAM macrocells. Of course, changing from

flip-flop based to latch based SCMs pushes the intersection line toward slightly bigger storage

capacities R ·C . The gray lines show all memory configurations C ×R with constant storage

capacity R ·C . Flip-flop and latch based SCMs are smaller than SRAM macrocells for storage

capacities of up to around 512 and 1024 bits, respectively, considering rather high but still very

applicable C /R ratios.
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Table 2.3: Area and power of SCM vs. SRAM based decoder.

Dec. w/ SRAM Dec. w/ SCM SCM gain/penalty

Power [mW] 144.32 91.58 −36.54%
Area [mm2] 1.37 2.06 +49.97%

2.2.2 Application Example: Low-Power LDPC Decoder

This Section investigates the use of the best-practice SCM in a low-power LDPC decoder. First,

the impact of replacing all internal SRAM macrocells with SCMs on the silicon area and the

power consumption of the LDPC decoder are evaluated for a 0.13µm CMOS technology. Sec-

ond, to demonstrate the simple design portability enabled by SCMs, the optimized low-power

LDPC decoder architecture using SCMs is taped-out in a 90 nm CMOS node, and silicon mea-

surement results are presented and compared with prior-art LDPC decoder implementations.

LDPC decoders used in modern communication systems require a considerable amount of

memories, which often consume a dominant part of the total power. Furthermore, most

wireless communication standards define several operating modes, which asks for a fine-

granular memory organization if low power consumption is targeted. The employment of

SCMs is thus a promising way for designing portable low-power LDPC decoder intellectual

properties (IPs), even without the need for third-party SRAM macrocell IPs.

In the following, two versions of an IEEE 802.11n-compliant low-power LDPC decoder based

on [14] are compared. The first version uses SRAM macrocells and the second one uses several

instances of the previously proposed, best-practice, latch based SCM (see Fig. 2.3). Both

decoders contain three separate memories, named Q-, T-, and R-memory, and some combi-

national blocks between them. The R-memory is divided into an (R,C ) = (88,135) always-on

block and two (R,C ) = (88,135) blocks which can be turned off (clock-gated) separately, de-

pending on the decoder’s operating mode. Similarly, both Q- and T-memories are divided into

three (R,C ) = (24,135) blocks.

Considering that R <C for all employed SCMs, flip-flops are inserted at the read address input

rather than at the data output. Each multiplexer selection signal has a fan-out of C = 135,

which requires buffering and causes a non-negligible delay. In fact, it turns out that the paths

through the SCM output multiplexers are the most timing critical paths of the LDPC decoder

design.

The two decoder versions are synthesized, placed, and routed in a 0.13µm CMOS technology

for a target clock period of 6 ns, which is required to achieve the throughput demanded by the

IEEE 802.11n standard. Table 2.3 shows the core area and the VCD-based post-layout power

analysis results for both decoder implementations.

The power analyses show that the SCM based decoder consumes 37% less power than the
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Figure 2.5: Layout of SCM based low-power LDPC decoder in 0.13µm CMOS technology. The
Q- and the R-memory are located on the left-hand and right-hand side, respectively, while
the T-memory is located in the middle, merged with and surrounded by combinational logic
blocks.

corresponding SRAM based decoder. The main part of the decoder’s power reduction can be

attributed directly to the lower power consumption of the employed SCMs as compared to

the SRAM macrocells. Furthermore, power analyses and placement results show that SCMs

enable a more local placement and routing, which leads to lower switching power. Fig. 2.5 for

example shows that the T-memory in the SCM based decoder is completely merged into the

main combinational block by the placement tool. This high data locality enables the routing

tool to use shorter and lower-layer wires at these locations. Also, the fact that SCMs are not

limited to a rectangular shape allows the placement tool to wrap the memories around the

connected logic (see left part of Fig. 2.5), thereby minimizing wire lengths at the interfaces,

which leads to a further reduction in switching power. For both decoder implementations in

the considered 0.13µm CMOS technology, the leakage power is less than 1% of the total power.

All memory sub-blocks resulting from dividing the Q-, T-, and R-memory have a capacity

> 3kb, which is too high for SCMs to outperform SRAM macrocells also in terms of area (see

Fig. 2.4). However, for the considered low-power LDPC decoder, an increased silicon area is

acceptable for the benefit of lower power consumption.

After the comparative study of the SCM and SRAM based LDPC decoders, identifying the

SCM based version as a promising, lower-power alternative to the SRAM based version, the

decoder design was ported to a 90 nm CMOS node. The final design [2] is optimized for

low power consumption at all design levels: 1) at the algorithmic level, an early termination

mechanism avoids additional decoding iterations and power consumption if the likelihood

of successfully decoding a data packet is low; 2) at the architectural level, a memory bypass

mechanism avoids power-hungry memory accesses in case the data is used again shortly.

Moreover, employing a sign-magnitude instead of a 2’s complement number representation
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Figure 2.6: Modified SCM architecture with in-word clock-gating to support different LDPC
code configurations.

reduces switching activity; and 3) at the circuit level, the previously presented, best-practice

SCM implementation is further refined to enable in-word clock-gating according to the LDPC

code configuration. In fact, some configurations do not require the full word length, and, as

show in 2.6, unused blocks are clock-gated to avoid unnecessary switching power.

The chip microphotograph of the low-power LDPC decoder implementation in 90 nm CMOS

technology is shown in Fig. 2.7. The core occupies a silicon area of 1.77 mm2 with an active

cell area of 398 kGE. Silicon measurements at a supply voltage of 1.0 V show a maximum

clock frequency of 346 MHz which translates into a throughput of 680 Mbps (information

bits) at 10 decoding iterations with the rate-5/6, Z = 81 code [48]. Further measurement

results are summarized in Table 2.4, which also provides a comparison with prior-art quasi-

cyclic (QC)-LDPC decoders. To account for differences in process technology, we scale the

results to 90 nm and 1.0 V supply voltage. The proposed decoder exhibits a 2.4× and 1.9×
better energy-efficiency than the decoders presented in [38] and [49], respectively, and our

circuit is more hardware-efficient when taking technology scaling into account. Compared

to the work in [14], which served as a reference design for the presented implementation, we

were able to improve the energy-efficiency by a factor of 7.8 at the cost of a lower hardware

efficiency. Beside algorithmic and architectural optimizations, a portion of these significant

energy savings can doubtlessly be attributed to the use of SCMs instead of SRAM macrocells

as in [14], while, unfortunately, the lower area efficiency also arises from the SCMs. The next

Section investigates the use of custom-designed, dynamic latches in SCMs for higher area

efficiency.
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Figure 2.7: Chip microphotograph of the fabricated LDPC decoder using static SCMs.

Table 2.4: Comparison of quasi-cyclic (QC)-LDPC decoder implementations.

Publications [38] [43] [49] [14] This work [2]

Technology [nm] 180 90 130 180 90

Vdd [V] 1.8 1.0 1.2 1.8 1.0

Basis of results
post-layout ASIC

simulations measurements

Zmax 96 96 64 81 81

Core area [mm2] 3.39 3.5 2.46 3.39 1.77

Max. throughputa 57
1667

115 390
679

in [Mbps] (113c ) (166c ) (780c )

Hardware eff.a 59.8
2.1

21.5 8.7
2.6

in [µm2/Mbps] (7.5c ) (7.7c ) (1.1c )

Energy eff.b 243
34.2

63.2 800
15.8

in [pJ/bit/iter] (37.5c ) (30.4c ) (124c )

a at 10 iterations, r = 5/6.
b measured at nominal supply voltage.
c Technology scaling to 90 nm, Vdd = 1.0 V: tpd ∼ 1/s, A ∼ 1/s2, P ∼ 1/s · (V ′

dd /Vdd )2.

2.3 High-Density Dynamic SCMs (D-SCMs)

2.3.1 Integration of Custom-Designed Dynamic Latches

Thus far, even though considering various CMOS technology nodes and different fabs, the

analysis of SCM topologies has been limited to the use of commercially available standard-cell
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libraries (SCLs). Typically, such commercial SCLs provide only static latches and flip-flops

which are optimized for high speed performance and high robustness at nominal supply

voltage, serving the predominant needs and requirements in the broad field of VLSI design.

In particular, the operating frequency of microprocessors and other VLSI systems is steadily

increasing, and SCL providers follow this common trend by primarily focusing on flip-flops and

latches with short insertion delay (i.e., the sum of setup time and clock-to-output propagation

delay) to enable ever shorter clock periods; in fact, the insertion delay is the amount of time

which the register takes out of the clock cycle, limiting the remaining, available propagation

delay for logic circuits in a pipeline. Equally importantly, most SCL designers focus on highly

robust circuit operation in a high volume manufacturing (HVM) context and under process-

voltage-temperature (PVT) variations. Ensuring high circuit reliability is especially problematic

for flip-flops due to their extremely high replication count in most VLSI SoCs; in fact, there are

typically significantly more flip-flops in a given design than any other type of standard-cell.

Due to these reasons, most library providers only offer static flip-flop and latch topologies,

such as the one shown in Fig. 2.8a, while, unfortunately, they do not provide higher-density,

dynamic flip-flop or latch topologies which are considered too error-prone and can retain

data only for a limited time.

VLSI Systems Which Can Benefit from D-SCMs

There is a large variety of VLSI systems which have two interesting properties which favor

the use of dynamic latches for high area efficiency: 1) low data retention time requirements

(from tens of ns to tens of µs); and 2) resilience to a given, typically small amount of hardware

defects in general and memory bitcell failures in particular. VLSI implementations of wireless

communications systems such as WLAN and high speed-packet access (HSPA+) systems are a

typical class of applications requiring only short data retention times. As a concrete example,

the previously presented LDPC decoder [2] (see Section 2.2.2) requires retention times as low

as 288 ns, before new data is written to all internal memories anyway. Moreover, the LDPC

decoder presented in [50] has a data retention time requirement of only 20 ns and can therefore

use dynamic gain-cell based eDRAM macrocells. Such low retention time requirements and

the periodic write accesses do not only allow to skip the power-hungry refresh cycles, but

also allow to trade retention time of dynamic bitcells for the benefit of faster access or smaller

silicon area. Beside short retention time requirements, several recent studies unveil that

various VLSI systems, in the fields of multimedia [51], wireless communications [52, 21, 53],

and data mining [54], just to name a few, are resilient to a small amount of hardware defects,

such as broken memory cells. A general trend to such fault-tolerant VLSI systems [55, 56] is

taking place mainly due to increasing process parameter variations and high defect levels

in nanometric CMOS technologies. Exploiting fault tolerance is particularly intuitive and

interesting for wireless communications systems, which are primarily designed to deal with

channel-induced noise, but continue to work if they are build from slightly unreliable hardware.

As an example, the work in [21] presents simulation results of a complete HSPA+ system with

errors being injected in the hybrid automatic repeat request (HARQ) memory. It is shown that
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Figure 2.8: (a) Conventional static latch topology used in most commercial SCLs. In newer
SCLs for aggressively scaled CMOS nodes, it is increasingly more common to replace the
inverter followed by a transmission-gate with a tri-state inverter for lower leakage; and various
dynamic latch topologies, consisting of (b) 8 transistors, (c) 5 transistors, and (d) 3 transistors,
respectively.

with a bitcell failure rate of 1% the system still achieves the required throughput. Moreover,

if the four most significant bits (MSBs) of the log-likelihood ratios are stored in robust 8-

transistor (8T) SRAM bitcells, the remaining bits can be stored in unreliable memory cells with

a defect rate of up to 10% for an overall system throughput which is only slightly degraded

compared to completely error-free hardware [21].
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In the context of such VLSI systems which require only short data retention time and/or

can tolerate a small amount of failing memory cells, we propose to use dynamic instead

of static latch topologies for the benefit of higher storage density. Such custom-designed

dynamic latches are characterized as standard-cells and integrated into the digital design

flow, alongside with commercial SCLs. This approach leads to synthesized storage arrays

consisting of dynamic latches, which we refer to as dynamic SCMs (D-SCMs) in the following.

D-SCMs keep all the advantages of static SCMs compared to SRAM macrocells, as discussed

earlier in Section 2.1, except for the straightforward portability among technology nodes and

semiconductor fabs. In fact, the custom-designed standard-cells need to be designed again in

each new target technology. However, this small, additional design effort is easily justified by

the tremendous area savings which D-SCMs enable compared to the use of static SCMs, as

will be seen in an application example in Section 2.3.2.

Dynamic Latch Topologies

Fig. 2.8a shows a commonly used static latch topology consisting of 16 transistors. This

topology with an inverter and a transmission gate on both the data input-to-output path and

the internal feedback path was traditionally (and still is) heavily used by many commercial

SCL providers. In advanced, aggressively scaled CMOS nodes where leakage current becomes

an increasingly dominant problem, and where leakage power becomes significant compared

to switching power, it is more common to replace the inverter and the transmission gate with

a single tri-state inverter for the benefit of lower leakage current at an equal transistor count

(i.e., a comparable silicon area cost) and a comparable robustness.

As opposed to such static latch topologies, a variety of dynamic latch topologies are discussed

next, focusing on their area cost, reliability, and ease of integration into a digital design flow.

First of all, the highly robust, general-purpose, commonly used static latch topology in Fig. 2.8a

is converted into the dynamic 8-transistor (8T) latch topology in Fig. 2.8b by removing the

keeper part and the second clock inverter. Without the keeper part which resembles an SRAM

bitcell during the non-transparent phase of the latch, data is now stored in form of charge on

the parasitic storage node (SN) capacitance, which is primarily formed by gate (MOSCAP),

diffusion, and interconnect parasitic capacitance. The deletion of the second clock inverter

is justified by the fact that the additional capacitive load to be driven by the clock network,

i.e., the capacitive input load of the clock (CK) port, is only small: one additional transistor’s

gate capacitance compared to two in case of the static latch. Except for its dynamic storage

mechanism, the 8T dynamic latch topology is still very robust due to a number of reasons:

1. The full transmission-gate is able to transfer full high and low logic voltage levels to the

SN, i.e., the levels are not deteriorated due to voltage drop across a single pass transistor.

Even charge injection from the PMOS and NMOS device and clock-feedthrough occur-

ring while the latch changes from the transparent to the non-transparent phase are well

balanced and result only in a small voltage disturb on the SN.
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2. There is an inverter at the data input which ensures a strong drive of the SN through the

transmission-gate. Otherwise, the SN might be driven only weakly through an a-priori

unknown, complex, distributed RC network external to the latch. Moreover, the input

capacitance of this latch is constant, which simplifies the characterization of the cell

and its integration into a standard-cell based synthesis flow.

Of course, as in case of static latches, the 8T dynamic latch shown in Fig. 2.8b can also be

implemented with a tri-state inverter for lower leakage currents. Furthermore, depending on

the process design kit (PDK), various threshold voltage (VT) options, including low-VT (LVT),

standard-VT (SVT), and high-VT (HVT), can be explored. For example, in order to improve the

data retention time and eventually the read robustness at the cost of a longer setup time, HVT

transistors can be used in the transmission gate instead of SVT or LVT transistors (which are

preferably used for short setup times and short insertion delays).

While all 8T latch topologies are still relatively large and have a strong SN drive, smaller yet

less reliable topologies are introduced next, namely 5-transistor (5T) and 3-transistor (3T)

dynamic latches. Using a single pass transistor, either an NMOS or a PMOS device, instead of

the full transmission gate allows to get rid of the clock inverter, and saves also one transistor

from the transmission gate, leading to the 5T topology shown in Fig. 2.8c (example of an

NMOS pass transistor). However, the reduced silicon area comes at the cost of a degraded SN

drive. In case of an NMOS pass transistor, it is difficult (or even impossible) to transfer a strong

logic ‘1’ level to SN in a short time, due to the threshold voltage drop across the NMOS device.

Similarly, a PMOS pass transistor cannot pass a strong logic ‘0’ level to the SN in a short time.

Gate overdrive (above VDD) for an NMOS pass transistor and gate underdrive (below ground)

for a PMOS pass transistor would remedy the threshold voltage drop problem. However, this

technique is not adopted here to allow a simple integration of the latches into synthesized

SCMs with a single power supply. A potential problem of the 5T latch topologies with a single

pass transistor is also the occurrence of short-circuit currents in the output buffer: with a weak

‘1’ or a weak ‘0’ level on the SN, the PMOS or the NMOS transistor in the output buffer is on the

edge of turning on, respectively, while the complementary transistor is already turned on as

well. Within-die process parameter variations can aggravate this problem; for example, a large

(larger than nominal) VT of the NMOS pass transistor in combination with a small (smaller

than nominal) VT of the PMOS device in the output buffer is likely to result in short-circuit

current already early. Of course, using an LVT pass transistor and HVT transistors in the

output inverter provides a comfortable margin for charge leakage from SN before the onset

of short-circuit current. However, LVT transistors are typically so leaky that the minimum

required retention time (several tens of ns, for systems like [50]) cannot even be achieved.

Often, in most CMOS technologies, PMOS devices have a higher absolute value of VT than

NMOS devices. Therefore, it is easier to avoid short-circuit current in case of using an NMOS

pass transistor, as opposed to using a PMOS pass transistor. The probability and especially the

magnitude of a short-circuit current in the output inverter are reduced if it is implemented

with HVT devices.
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Finally, in order to further reduce the area cost, the cell-internal SN driver (or the input

inverter) can be removed, which results in a 3T latch as shown in Fig. 2.8d (example of using

SVT devices and an NMOS pass transistor). For the 3T latches, the driver of the SN is shared

between all latches in the same column of the SCM array. If many latches connect to the same

bit line (BL), it is challenging to drive the SN of a given latch through a complex RC network in

a short time. Moreover, the input impedance of the 3T latch depends on the clock phase: a

single diffusion capacitance for the low clock phase, and a C-R-C network for the high clock

phase. This property complicates the characterization of the cell and its integration into a

standard digital design flow.

D-SCM Versus SRAM Area Comparison

Fig. 2.9 shows how the integration of custom-designed, dynamic latches into SCMs affects

the area comparison of SCMs with 6T-bitcell SRAM. Recall from Fig. 2.4 in Section 2.2.1 that

static SCMs are smaller than corresponding SRAM macrocells for storage capacities up to

around 1 kb. While the transistor count of a standard-cell does not directly represent its silicon

footprint, we found by layout drawing in various technology nodes that the area of the 8T

dynamic latch topology is indeed around 50% of the area of the 16T static latch topology.

This reduced storage cell footprint favors the SCM versus SRAM macrocell comparison: as

shown in Fig. 2.9, the 8T-bitcell D-SCM architecture is smaller than corresponding SRAM

macrocells for storage capacities up to around 2 kb. The area comparison does further evolve

in favor of SCMs for the 5T and 3T dynamic latches, which comes, however, at the cost of

lower circuit reliability and more challenges for the integration into the digital design flow.

The 3T dynamic latch can even be smaller than a 6T SRAM bitcell, promoting D-SCMs which

are smaller than SRAM macrocells irrespective of the storage capacity. The following Section

discusses in detail the integration of D-SCMs using a 3T dynamic latch into the previously

discussed LDPC decoder and quantifies the area (and power) savings resulting from such a

custom-designed standard-cell.

2.3.2 Application Example: LDPC Decoder with Refresh-Free D-SCMs

In this Section, we reconsider the same low-power LDPC decoder architecture as before in

Section 2.2.2, analyze the access patterns of all internal memories, and demonstrate that the

static SCMs can be substituted with D-SCMs for dramatically improved area-efficiency. In

fact, all memories are frequently and periodically written with new data, which allows us

to use area-efficient D-SCMs even without the need for power-hungry refresh cycles. The

D-SCMs are designed to retain data just long enough to guarantee reliable circuit operation.

Note that the use of refresh-free dynamic memories leads to the requirement for a minimum

operating frequency. The low-power LDPC decoder architecture with refresh-free D-SCMs was

implemented in a 90 nm CMOS process, and silicon measurements show full functionality and

an information bit throughput of up to 600 Mbps (as required by the IEEE 802.11n standard).

Silicon measurements show an improved energy metric (energy per bit per iteration), as well,
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compared to a the previous implementation based on static SCMs.

As a reminder from Section 2.2.2, replacing conventional SRAM macrocells with SCMs was

shown to entail a considerable 37% power reduction due to the ability to merge memories

with logic, better data locality, less routing, and consequently lower active power consumption.

However, the energy savings provided by SCMs came at the cost of an increased decoder

area; in fact, the silicon area of the decoder became 50% larger compared to the case of using

SRAM hardmacros. As a further alternative to SRAM macrocells, a recent work [50] proposes

to use gain-cell based eDRAMs in a high-throughput LDPC decoder. These eDRAM macrocells

can be operated without a refresh operation and lead to an overall better area and energy

efficiency. In this Section, we propose to combine all the advantages of SCMs (see Section 2.1),

especially the high data locality and the low switching power, with the high storage density of

dynamic bitcells. This approach reduces the area penalty of previous LDPC decoders using

static SCMs (such as [57, 2]), and can be safely adopted even without the need for explicit

refresh cycles. Refresh-free operation is possible as the write and read access statistics of all

internal memories of the considered LDPC decoder are known a priori to exhibit frequent
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write updates.

In the following, the architecture of the previously presented LDPC decoder is first reviewed

in more detail in order to properly understand the memory access patterns and the required

retention times, before the dynamic bitcell design providing just enough data retention time

is expatiated on. The Section closes by presenting silicon measurement results of the LDPC

decoder using D-SCMs and by comparing it with prior-art implementations.

QC-LDPC Decoder Architecture

LDPC codes and in particular quasi-cyclic (QC)-LDPC codes [58, 59] are among the most

popular and capable error-correcting codes adopted in many modern standards including

DVB-S2 [60] and IEEE 802.11n [61]. The decoding of a QC-LDPC code is in general performed

by iterative message passing between variable nodes which represent the code bits and check

nodes which represent the parity check equations of the code-specific parity-check matrix H.

The messages going from variable nodes to check nodes are denoted as Q-messages and the

messages exchanged in the other direction as R-messages. In addition, an L-value is associated

with each variable node representing the reliability information for the corresponding code

bit in the form of an estimate of the a-posteriori log-likelihood ratio (LLR). In this work, we use

an LDPC decoder based on the offset-min-sum (OMS) message-update rules combined with

the layered decoding schedule in order to profit from a good balance between convergence

speed and VLSI implementation complexity [59, 37].

Architecture Details The considered LDPC decoder architecture [2] is shown in Fig. 2.10.

The decoder starts by initializing the L-memory with the initial LLRs of the code bits obtained

from the baseband receiver and continues with the sequential processing of the loaded parity-

check matrix. To this end, Z node computation units (NCUs) sequentially execute the OMS

algorithm for each layer of H, where Z denotes the number of parity-check equations per layer.

Each NCU follows a two-step procedure. In the first step, the MIN unit iteratively computes

all Q-messages and other intermediate data of the current layer using the corresponding

R-messages and L-values from the previous iteration. During this process, the cyclic shifter

shifts the Z successive L-values fetched from the L-memory according to the quasi-cyclic

property of H in order to feed all MIN units with the proper values. In the second step, the

SEL unit iteratively updates the R-messages and L-values based on the old R-messages and

on the buffered Q-messages and intermediate data provided by the MIN unit. This process is

repeated for all layers of H and until a predefined number of iterations has been reached or an

online stopping-criterion has been triggered. As shown in Fig. 2.10, several NCUs are grouped

together with the corresponding Q-memory and R-memory sub-blocks in order to maximize

data locality [2].
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Table 2.5: Memory sizes, retention times, and update rates.

R Memory L Memory Q Memory

Size [bits] 35640 9720 9720
tret [ns], clock cycles 287.8, 88 287.8, 88 78.5, 24
tup [ns], clock cycles 287.8, 88 287.8, 88 287.8, 88

Memory Requirements and Characteristics Interestingly, we observe that the Q- and R-

messages as well as the L-values need to be stored only for a short time, before the corre-

sponding memories are updated again with new data, which allows us to use refresh-free

dynamic storage elements. Three types of memories are required in the considered decoder

architecture: the R, Q, and L memories store the R-messages, Q-messages, and L-values,

respectively. The total size requirement of each memory type for the highest-rate parity-check

matrix with Z = 81 specified for the IEEE 802.11n standard is shown in Table 2.5. In order

to enable refresh-free operation, the memories are characterized according to the following

definitions: 1) the retention time tret denotes the time interval between the first write access

and the last corresponding read access to a memory block; and 2) the update rate tup is defined

as the time interval between a write access to a word and the next write access to the same

word. Note that at a time tret after writing, all addresses must still read out correctly while up

to a time tup after writing, the data levels in the dynamic storage cell should still be strong

enough to avoid short-circuit currents (unless they can be avoided by circuit techniques). Ta-

ble 2.5 shows the retention time (tret) requirements as well as the effective, guaranteed update

rates (tup) of all memory types contained in the QC-LDPC decoder architecture. The table

assumes an operating frequency of 305.8 MHz which is necessary to achieve an information

bit throughput of 600 Mbps, required by the highest-rate mode of the IEEE 802.11n standard.
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Dynamic Standard-Cell Based Memory Design

As explained earlier in Section 2.2, an SCM architecture based on latches as basic storage

cells, integrated clock-gating cells for the generation of write select pulses, and static CMOS

multiplexers for the readout of the selected word is most suitable in terms of area efficiency,

power consumption, and speed. This SCM architecture is drawn again in Fig. 2.11. Due to the

frequent write updates, a custom-designed dynamic latch is proposed as basic storage cell

rather than a commercially available static latch. In order to aggressively push for minimum

area, a 3-transistor (3T) dynamic latch topology is adopted as starting point, as shown in

Fig. 2.11 in the top-right corner. To further improve the area efficiency, the 3T latch is merged

with the first stage of the read multiplexer, namely a NAND gate, into a single, custom-designed

standard-cell. The conceptual schematic of this standard-cell is shown in Fig. 2.12(a).

As a protection mechanism against excessive leakage in case of potentially weak output

levels of the dynamic storage cell, the second stage of the readout multiplexer (i.e., all logic

gates directly following the basic storage cell with NAND functionality) is implemented with

high threshold-voltage (high-VT) gates, as shown in Fig. 2.11. Since only one cell in a long

combinatorial path is replaced with a high-VT cell the impact on the speed is negligible.

Bitcell Optimization to Avoid Short-Circuit Currents The initial cell shown in Fig. 2.12(a)

uses a single NMOS transistor to transfer a logic level from the write bit-line (WBL) to the

storage node (SN) as soon as a write operation is initiated by rising the write word-line (WWL).
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While logic ‘0’ levels are properly transferred to the SN, logic ‘1’ levels are degraded by the

threshold voltage drop across the NMOS write transistor (MW), as we do not use a WWL

overdrive voltage for straightforward integration of this cell into a design with a single core

supply voltage. Charge injection and clock feedthrough further deteriorate the logic ‘1’ level

during de-assertion of the WWL. These deteriorated logic ‘1’ levels bare the risk for short-

circuit currents during readout of the cell, i.e., as soon as the read word-line (RWL) is asserted

and goes high. To avoid such excessive short-circuit currents which would last for an entire

clock cycle, the PMOS transistor connected to SN is removed, as shown in Fig. 2.12(b). This

results in a cell that operates similarly to domino logic [30, 62]: prior to a read access, the

output node Q is precharged to VDD, since at that time the RWL is still de-asserted and low.

During the read access, the RWL is high, and the output node Q is safely discharged even with

a deteriorated, weak logic ‘1’ level on the storage node, while the node Q remains in its pre-

charged state if SN holds a logic ‘0’. In addition to avoiding short-circuit current during read,

there is no risk for short-circuit currents during non-read cycles (including potential standby

times of the LDPC decoder) either. In fact, the output node Q of the domino-like dynamic

bitcell is always properly charged to VDD during non-read cycles, which circumvents short-

circuit currents in its output stage and in subsequent logic gates. This property distinguishes

the presented cell from conventional, dynamic memory and logic cells.

Increasing Read Robustness Transistor MSN in Fig. 2.12(b) suffers from the body effect: its

positive source-to-body voltage VSB increases its threshold voltage VT, which aggravates the

readout process of an already deteriorated logic ‘1’. Similarly to a common practice in gain-cell

based eDRAM design [63], adding a coupling capacitor in form of a MOS capacitor (MCP)

between the SN and the RWL, as shown in Fig. 2.12(c), was found to considerably improve the

read ‘1’ robustness of our bitcell, as well. The positive RWL transition during the onset of a

read operation couples onto the SN and temporarily rises the SN level, thereby strengthening

the logic ‘1’ and leading to a faster read operation. Note that this MOS capacitor exhibits

a channel formation during a write ‘1’ operation, while it turns off for a write ‘0’ operation.

Therefore, the more critical ‘1’ level preferentially receives a larger SN capacitance and SN

boost during readout, whereas a logic ‘0’ level is hardly affected by the additional MCP device

(only the gate-over-diffusion overlap capacitors are added to the SN).

Simulation Results The final cell shown in Fig. 2.12(c) has been extensively simulated and

verified under pessimistic assumptions prior to tape-out. By assuming that the state of WBL is

always opposite to the data stored on SN, a worst-case memory access condition is created.

Moreover, the simulated readout always occurs after the maximum considered retention

time of 287.8 ns. Furthermore, temperatures of up to 50◦C and a supply voltage of 1.0 V are

considered. Under these conditions, Monte Carlo simulations accounting for local, within-die

parametric variations in different global process corners indicate robust read ‘1’ (and read

‘0’) operations. The layout of the basic storage cell with NAND functionality is shown on

the left-hand side of Fig. 2.13. Compared with a minimum-drive, minimum-size, static latch
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Figure 2.13: (Left) Layout of custom standard-cell; (Middle) Chip microphotograph and layout
picture of the proposed LDPC decoder using D-SCMs; and (Right) Layout picture of the same
LDPC decoder architecture using static SCMs.

and NAND gate from a commercial standard-cell library, the silicon area of the proposed,

custom-designed, multifunctional standard-cell is reduced by 70%.

Silicon Measurement Results

The above-described QC-LDPC decoder was manufactured in a 90nm CMOS technology. A

chip microphotograph and a complete layout picture of the decoder core, surrounded by a

pad-frame are shown in the middle of Fig. 2.13. A total of 8 packaged dies were verified on a

HP93000 digital tester; all measured dies were fully functional within the expected voltage and

frequency range.

Frequency and Voltage Characterization Fig. 2.14 shows the percentage of failing chips as a

function of the frequency and the supply voltage VDD. As expected, there is a maximum and a
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minimum operating frequency, together defining a frequency range for valid circuit operation.

The maximum frequency is determined by the critical path delay and decreases with the supply

voltage. There is a sharp transition from 0 to 100% failing chips, which means that die-to-die

variations between the 8 measured dies (all from the same wafer) do not significantly affect the

critical path delay. The need for a minimum operating frequency (below which the chips fails)

arises from the dynamic memories, which are designed to retain data only for the minimum

required time of 287.8 ns. We observe a rather slow transition from 0 to 100% failing chips

when gradually slowing down the clock frequency for a given VDD. Compared to a few critical

timing paths whose delays are determined by the transistor’s on-current (Ion) that varies only

slightly from die to die, the minimum retention time of the dynamic storage cells is determined

by several leakage mechanisms and is much more sensitive to parametric variations. This

behavior is well aligned with previous reports on gain-cell based eDRAMs whose retention time

is very sensitive even to within-die parametric variations [64]. Supply voltage scaling has two

complementary effects on the retention time of the considered dynamic bitcell: 1) weakened

leakage currents (e.g., the subthreshold conduction of MW decreases with VDS, which in turn

decreases with VDD); and 2) lower noise margins (i.e., less headroom for deterioration of

logic storage levels due to leakage). According to the measurements shown in Fig. 2.14, the

weaker leakage currents at lower VDD are the dominant effect, allowing longer retention times

and lower frequencies at lower VDD. The same behavior, i.e., improved retention times at

scaled voltages, has also been observed in logic-compatible, gain-cell based eDRAMs [65]

(see Section 4.2 for more details). For all voltages between 0.8 and 1.2 V, there is a large range

of frequencies where all measured LDPC decoder chips function correctly. Within these

admissible voltage and frequency ranges, the decoder supports different throughput modes,

as exemplified by the markers in Fig. 2.14.

Comparison with Prior-Art Implementations The 70% area reduction of the multifunc-

tional, dynamic standard-cell results in a considerable 44.4% reduction in the area cost of the

LDPC decoder1, compared to its previous implementation with static SCMs. In fact, the core

size of the proposed decoder is only 1.00 mm2, while it is 1.77 mm2 with static SCMs, as shown

on the right-hand side of Fig. 2.13. According to post-layout simulations, the dynamic storage

cell leads to a 31.0% total power reduction in the R memory, and a 15.4% power reduction

in the Q memory. The modified bitcell has a higher impact on the bigger R memory (88×45

bits) than on the small Q memory (24×45 bits) whose power consumption is more influenced

by peripheral circuits. These power savings at the memory level are reflected in a simulated

11.3% power reduction at the LDPC decoder level.

The leakage current of the presented decoder architecture is dominated by the leakage current

1Note that the L memory is not only used during decoding, but also as an I/O memory to load data to and from
the decoder chip. During this I/O operational phase, it requires much higher retention time than during decoding.
For this reason, the L memory was implemented as a static memory. However, using an extra SRAM to handle I/O
operations (which are not part of the decoding), the L memory could be implemented with dynamic bitcells, as
well, and the decoder area would be even smaller.
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Figure 2.14: Percentage of failing chips as a function of the frequency and VDD.

of the embedded memories. Replacing the static SCMs with the proposed D-SCMs (which have

a built-in mechanism to avoid short-circuit currents) results in an average decoder’s leakage

current reduction of 55% compared to the decoder using static SCMs, as illustrated in Fig. 2.15

presenting silicon measurement results. However, as the leakage current is small compared

to the switching current, and as all parts other than the basic storage cell remain unchanged,

the proposed decoder implementation exhibits only a small total power reduction of 5.5% on

average (among all measured dies) compared to the same decoder architecture using static

SCMs. The corresponding, average decoding energy is 14.7 pJ/bit/iteration (measured at 1.0 V,

305.8 MHz, for 10 iterations, computed over the coded throughput, 600 Mbps information

bit throughput, averaged over 8 dies) in case of D-SCMs and 15.5 pJ/bit/iteration in case of

static SCMs. Finally, as shown in Table 2.6, the proposed LDPC decoder is compared with a

selection of the best—in terms of hardware efficiency A [mm2/Gbps] and energy efficiency

E [pJ/bit/iter]—, recent, silicon-proven LDPC decoders for the IEEE 802.11n or the WiMAX

standards. All metrics are scaled to the 90 nm CMOS node and reported in parenthesis, in

addition to the original values. The proposed decoder compares favorably with prior art by

achieving both good hardware and energy efficiency. Only one work [66] has slightly better

hardware efficiency, at the cost of worse energy efficiency.
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Table 2.6: Comparison with prior-art LDPC decoder implementations.

Publications [2] [41] [66] [67] This

Technology [nm] 90 180 130 65 90
VDD [V] 1.0 1.8 1.2 1.2 1.1

Core area [mm2] 1.77 14.3 3.03 3.36 1.0
Maximum throughput T [Mpbs] 679 640 (1280) 728 (1052) 1056 (763) 600

Hardware efficiency A [mm2/Gbps] 2.6 22.3 (2.8) 4.16 (1.4) 3.2 (2.2) 1.7
Energy efficiency E [pJ/bit/iter] 15.8 123 (19.0) 39 (18.8) 10.9 (15.1) 14.7

Scaling to 90 nm, 1.0 V: T ∼ s, A ∼ 1/s2, E ∼ 1/s · (1.0V/VDD)2

2.4 Conclusions

In this Chapter, it was shown that SCMs can bring various benefits compared to SRAM macro-

cells, such as ease of portability (especially if working only with commercial standard-cell

libraries), modifications at design time, ability to merge storage with logic, potentially less

routing, lack of separate voltage supply rings, and more flexibility for fine-granular mem-

ory organizations. As for the write logic of SCMs, using basic flip-flops or latches as storage

cells in conjunction with clock-gates leads to smaller area and lower power consumption

than using flip-flops or latches with enable feature. As for the read logic, multiplexer based

implementations lead to smaller area and lower power consumption than tri-state buffer

based implementations. Latch based SCMs are only slightly smaller than flip-flop based SCMs.

43



Chapter 2. Standard-Cell Based Memories (SCMs) for High-Performance VLSI Systems

Flip-flop based SCMs, however, are more convenient for high-speed applications than latch

based SCMs.

In our first case study, a low-power LDPC decoder, which has 9 memory blocks with capacity >
3kb, becomes bigger when replacing SRAM macrocells with SCMs, but its power consumption

is significantly reduced. Besides post-layout circuit simulations, this result is verified by means

of silicon measurements of a LDPC decoder ASIC manufactured in a 90 nm CMOS technology.

Back in 2010, the proposed LDPC decoder architecture employing SCMs achieved the best

energy-efficiency across comparable designs reported in the open literature. For applications

requiring memories with storage capacity < 1kb, replacing SRAM macrocells by SCMs can be

profitable for both power and area.

The introduction of custom-designed, dynamic latches is an efficient way to address the area

bottleneck of SCMs synthesized from commercial standard-cell libraries, especially for VLSI

systems which require only short data retention times and/or which can tolerate a small

amount of hardware defects (such as many wireless communications systems). A robust

dynamic latch topology uses 8 transistors, while the smallest possible topology uses only 3

transistors. The large 8T dynamic latch topologies are still rather robust, while the smaller 5T

and 3T topologies become more and more error-prone (in terms of retention time and read

failures) and are always more difficult to integrate into a digital, standard-cell based design

flow. However, the 3T dynamic latch can be smaller than a 6T SRAM bitcell, and dynamic

SCMs (D-SCMs) based on a 3T storage cell can be smaller than SRAM macrocells irrespective

of the storage capacity (while static SCMs are smaller than SRAM macrocells only up to around

1 kb).

In our second case study, all embedded memories of the previously presented low-power LDPC

decoder are implemented using area-efficient, dynamic storage cells, operated without refresh

cycles due to frequent and periodic write updates. At the decoder level, the newly proposed

and seamlessly integrated dynamic, standard-cell based memories lead to a silicon area and

leakage current reduction of 44.4% and 55.0%, respectively. The proposed multifunctional,

dynamic storage cell avoids short-circuit currents by changing the read logic from CMOS to

domino style and is optimized for robust read by inserting a coupling capacitor between the

storage node (SN) and the read word-line (RWL). Beside the considerable area reduction, the

total power consumption of the decoder is reduced by 5.5%. A potential drawback of the

proposed decoder is the need of a minimum operating frequency, below which the refresh-

free dynamic storage elements start to loose their data. However, all measured dies have a

large range of safe operating frequencies compatible with various throughput modes. The

manufactured and silicon-proven LDPC decoder exhibits a core area of 1.0 mm2 in a 90 nm

CMOS node, dissipates an energy of 14.7 pJ/bit/iteration, and runs at all frequencies from 85

to 345 MHz for a voltage range from 0.8 to 1.2 V.

In summary, SCMs are a straightforward approach and interesting alternative to SRAM macro-

cells for the implementation embedded memories, especially for small, distributed memory
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blocks of several kb. SCMs work reliably in any target system, even at aggressively scaled

voltages (see Chapter 3 for more details) and in the most advanced, deeply scaled, nanometric

CMOS nodes. In fact, as soon as a standard-cell library for digital design is available in such

a node, it is also possible to synthesized SCMs. High-density dynamic SCMs with retention

times of several hundreds of ns were successfully demonstrated in a 90 nm CMOS node; such

D-SCMs can still be used in more deeply scaled CMOS nodes for temporary data storage,

but the retention times will be even lower due to higher leakage currents, unless adopting

aggressive leakage reduction techniques (e.g., using high-VT transistors) or using metal stacks

to increase the storage node capacitance.
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3 Ultra-Low-Power Standard-Cell Based
Memories (SCMs)

Devices such as hearing aids, medical implants [68], and remote sensors impose severe

constraints on size and energy dissipation. Supply voltage scaling is an efficient low-power

technique which reduces both active energy dissipation and leakage power [69]. When applied

aggressively, voltage scaling leads to sub-threshold (sub-VT) operation [70]. In this regime,

severely degraded on/off current ratios Ion/Ioff and increased sensitivity to process variations

are the main challenges for sub-VT circuit design [71] in 65 nm CMOS technologies and below.

As an alternative to variation-tolerant full-custom circuit design, [72, 73, 74] promote the

design of sub-VT circuits based on conventional standard-cell libraries. In such conventional

standard-cell based designs, embedded memory macros may limit the scalability of the

supply voltage1, and thus the minimum achievable energy per operation, as the noise margins

gradually decrease with the supply voltage, which leads to write and read failures in the sub-VT

regime [75], or even already in the near-threshold (near-VT) domain.

The main options for embedded memories which may be operated reliably in the sub-VT

domain are: 1) specially designed SRAM macros; and 2) standard-cell based memories (SCMs).

Standard 6-transistor (6T)-bitcell SRAM designs require non-trivial modifications to function

reliably in the sub-VT regime [6, 76, 71, 77, 78, 79, 80]. However, SCMs, originally intended for

above-VT operation (see Chapter 2), and easily synthesized with standard digital design tools

may directly be adopted in the sub-VT domain, where they are still fully functional.

While Chapter 2 has investigated SCMs operated at nominal supply voltage and for use in

high-performance VLSI systems such as channel decoders for wireless communications, this

Chapter focuses on ultra-low-power SCMs operated at aggressively scaled voltages, typically

residing in the subthreshold (sub-VT) regime, for use in ultra-low power systems such as

wireless sensor nodes or biomedical implants. Again, in a first step, for short design times

and straightforward implementation in any technology node, all previously introduced SCM

architectures (see Chapter 2) based exclusively on commercial standard-cell libraries (SCLs)

1Of course, it is also possible to operate the embedded memories at a higher voltage than the logic blocks,
which, however, requires an additional power distribution network and the insertion of level shifters.
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are evaluated and compared in the sub-VT domain. Then, in a second step, the integration

of custom-designed, ultra-low leakage standard-cells for even lower SCM leakage power and

access energy is proposed. Finally, even though the sub-VT compilation flow using low-leakage

cells yields unprecedentedly low standby leakage power and access energy in a 65 nm node,

non-volatile flip-flop (NVFF) topologies based on emerging memory device technology (oxide

stacks, OxRAM, or “memristors”) are investigated to enable zero standby leakage power for

future ultra-low power VLSI systems; for the first time, we propose an OxRAM-based NVFF

topology with sub-VT read operation.

The remainder of this Chapter is structured as follows. Section 3.1 explains the various failure

mechanisms of 6-transistor (6T)-bitcell SRAM under scaled supply voltages and reviews

alternative SRAM bitcells (consisting of 8, 10, or more transistors) operating reliably at scaled

voltages, as well as various low-voltage write and read assist techniques. Next, Section 3.2

proposes sub-VT SCMs based on commercial SCLs as an affordable, straightforward, and

interesting alternative to custom-designed sub-VT SRAM macrocells; first of all, various sub-VT

design strategies applicable to any digital design and to stand-alone SCMs entities are quickly

reviewed, before a detailed comparative analysis of all SCM topologies operated in the sub-VT

domain is presented. After identifying the best-practice SCM topology using commercial SCLs,

further optimizations for ultra-low leakage power and access energy achieved by standard-cell

customization are presented in Section 3.3; silicon measurement results from various test

chips are presented in this Section, as well. Finally, Section 3.4 presents non-volatile flip-flop

topologies capable of operating in the sub-VT regime (except for the write operation) for zero

standby leakage, before Section 3.5 concludes this Chapter.

This Chapter is mostly based on our previous publications [33, 81, 82, 7, 83].

3.1 Challenges and Review of Prior-Art Low-Voltage SRAM Design

As SRAM has been the mainstream solution for embedded memories for many decades, there

has been a considerable amount of research on improving yield and robustness of SRAM

arrays operated under scaled supply voltages (including sub-VT voltages) or implemented in

aggressively scaled CMOS nodes. Many new SRAM bitcell designs and various low-voltage

write and read assist techniques have been proposed to deal with a series of problems which

conventional 6-transistor (6T) SRAM suffers from: 1) write failures; 2) read failures; 3) hold

failures; and 4) read-access time failures [84, 85]. All these failures are primarily caused by

process parameter variations and are seriously aggravated by voltage scaling. Write failures

result from the incapability of switching the SRAM cell due to an unusually strong PMOS keeper

device, while read failures arise from the voltage dividing effect between the access device

and the NMOS keeper device which may switch the cell while reading in the occurrence of

within-die (WID) process parameter variations. Hold failures represent the inability of keeping

the content of a bitcell under typically aggressively scaled supply voltages during standby

modes. Read-access time failures result from the inability of reading data in a previously

48



3.1. Challenges and Review of Prior-Art Low-Voltage SRAM Design

define maximum access time, and are less critical than the other three failure mechanisms for

ultra-low voltage (ULV) systems operating at moderate frequencies. Unfortunately, optimizing

(by transistor sizing) a conventional 6T SRAM bitcell for good write-ability has a negative

impact on the read-ability, and vice versa. In other words, improving the write-ability and the

read-ability of a conventional 6T SRAM bitcell are conflicting requirements [84].

Several innovative SRAM bitcell topologies dealing with the above mentioned read and write

failure mechanisms have been proposed in the recent years [31]. For example, the well-known

8-transistor (8T) bitcell shown in Fig. 3.1a includes a separate read buffer to avoid the voltage

dividing effect [3], thereby improving read-ability. Moreover, a 9-transistor (9T) bitcell (see

Fig. 3.1b) uses, in addition to the read buffer, a cell-internal supply feedback transistor to

weaken the pull-up current for a more robust write operation at low voltages [4], thereby

improving the write-ability. Furthermore, a 10-transistor (10T) bitcell topology (see Fig. 3.1c)

contains two additional transistors (compared to the 8T SRAM bitcell with read buffer) to

convert one of the cell-internal cross-coupled inverters into a tri-state inverter [5], allowing

cutting the pull-up path and easily writing a logic ‘0’ level to the cell (without contention).

A more straightforward technique to improve the robustness of an SRAM bitcell consists in

transistor up-sizing [6]. Among various low-voltage write and read assist techniques, Intel

has presented a voltage collapse scheme to temporarily lower the bitcell supply voltage to a

value below the data-retention voltage and thereby dramatically weaken the PMOS keeper

during write access [86], thereby improving write-ability. In order to counteract read disturbs,

a popular read assist technique consists in raising the bitcell supply voltage above the voltage

levels of the bit-line (BL) and the word line (WL) [87]. The work presented in [88] uses an

integrated charge pump in order to selectively boost the write word-lines (WWLs) and the read

word-lines (RWLs) of and 8T-bitcell SRAM register file (RF) which allows to reduce the main

supply voltage of the RF (Vmin reduction), thereby reducing the overall power consumption

(despite boosting the voltage of a few critical circuit nodes).

Using the above mentioned examples and similar techniques, a large variety of full-custom

SRAM macrocells reliably operating in the near-threshold (near-VT) and even in the sub-

VT domain have been designed in the last decade [6, 76, 77, 78, 89, 90]. However, all these

techniques lead to large SRAM bitcells consisting of 8-14 transistors or a considerable over-

head for low-voltage read and write assist circuits [31], which further aggravates the already

dominant area share of embedded memories in SoCs and often results in a standby leakage

power which dominates the overall power budget of ULV/ultra-low power (ULP) systems. To

remedy excessive leakage currents, [89] has proposed a 14-transistor (14T) bitcell using high-

threshold voltage (high-VT) I/O transistors, stack forcing, and channel length stretching. As an

interesting architectural technique to minimize standby power without the need for DC/DC

voltage converters (such as low dropout (LDO) regulators), the work in [91] proposes voltage

stacking between two SRAM sub-arrays, i.e., a series instead of a parallel connection of the

sub-arrays between the power and ground rails, which efficiently reduces leakage current by

88%. Moreover, the works presented in [92, 93] introduce an improved adaptive bulk biasing

control (AB2C) scheme for reduction of leakage currents during standby periods of SRAM (and
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(a) (b)

(c)

Figure 3.1: Robust low-voltage SRAM bitcells: (a) 8T [3], (b) 9T [4], and (c) 10T [5].

also of CMOS image sensor) arrays, while enabling device acceleration during active cycles.

A main bottleneck inhibiting a wide acceptance of all above mentioned near-threshold and

subthreshold SRAM macrocells among the digital ULV/ULP design community is the lack of

good, fully automated memory compilers. To fill this gap, the following Section proposes the

use of a fully automated sub-VT SCM compilation flow. Also, ULV/ULP biomedical implants

and sensor nodes typically require small memories of a few kb, a range of storage capacities

where SCMs can even be more area-efficient than SRAM macrocells, while previous work on

reliable subthreshold memories targets several hundreds of kb.

3.2 SCMs Based on Commercial SCLs Operated in Sub-VT Regime

In this Section, SCMs are proposed as an alternative to full-custom sub-VT SRAM macrocells

for ULP systems requiring small memory blocks. The energy per memory access as well as

the maximum achievable throughput in the sub-VT domain of various SCM architectures are

evaluated by means of a gate-level sub-VT characterization model, building on data extracted

from fully placed, routed, and back-annotated netlists. The reliable operation at the energy-

minimum voltage of the various SCM architectures in a 65 nm CMOS technology considering
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within-die (WID) process parameter variations is demonstrated by means of Monte Carlo

circuit simulation. Finally, the energy per memory access, the achievable throughput, and the

area of the best SCM architecture are compared to recent sub-VT SRAM designs.

Section 3.2.1 presents the employed sub-VT design and characterization flow, before Sec-

tion 3.2.2 evaluates all SCM architectures for operation in the sub-VT domain. Section 3.2.3

verifies the reliability of the best-practice sub-VT SCM topology, while Section 3.2.4 compares

it with prior-art sub-VT SRAM macrocells.

3.2.1 Sub-VT Design and Modeling Flow

The works in [72, 73, 74] promote the design of sub-VT circuits based on conventional standard-

cell libraries (SCLs), an approach which we follow and evaluate in this Section, as an alternative

to full-custom sub-VT circuit design. However, most commercial SCLs are designed for the

above-VT domain, meaning that a) they are mainly optimized for speed performance, as

speed performance has been the main concern for above-VT circuit design over the last few

decades, and that b) physical models describing the timing and the power consumption of

the standard-cells are readily available only for the nominal supply voltage. Instead of using

commercial SCLs optimized for above-VT operation, standard-cell based sub-VT design would

ideally rely on SCLs which are especially optimized for sub-VT operation [94, 95], meaning

that more emphasis is given to leakage reduction and robustness than to performance while

designing the standard-cells. If the development of a dedicated sub-VT SCL is not economic—

which corresponds to the viewpoint adopted in this Section—, a commercial SCL, optimized

for above-VT operation, can still be re-characterized to at least generate the physical timing

and power models valid for sub-VT supply voltages. Beside SCLs, virtually all logic synthesis

tools as well as place-and-route (P&R) tools have been developed for regular digital VLSI

design in the above-VT domain, and therefore use sophisticated timing-driven optimization

algorithms, whereas they are less well suited to directly optimize a design for minimum energy

dissipation per operation (including the evaluation at different voltages and for different

switching activities to find the minimum-energy point), which is an important metric for

energy-constrained systems. This Section outlines different synthesis and analysis strategies

for sub-VT system design using commercial SCLs and commercial logic synthesis as well

as P&R tools. The focus is on energy-constrained sub-VT systems, which are optimized to

perform a given operation with the lowest possible energy dissipation, assuming that the

system might be power-gated or turned off after task completion. For more details on the

various sub-VT synthesis strategies and a detailed case study, the reader is referred to [81].

Note that while the various sub-VT design and analysis flows discussed hereinafter will be

applied to SCMs in this Chapter, they can also be used for any other synthesizable digital

design.
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Synthesis and Analysis Methods

Above-VT Synthesis with Sub-VT Analysis Due to the predominance of SCLs and design

tools developed for regular above-VT synthesis, it might be convenient to synthesize different

architectural variants of a system (SCM or any other digital design), with different constraints

on timing and power, in the above-VT domain, and subsequently analyze and compare the

energy dissipation and throughput of the various resulting designs in the sub-VT domain. To

this end, two methods to analyze the sub-VT behavior of designs which have previously been

synthesized in the above-VT domain are presented and compared next.

Analytical sub-VT model: As shown in Fig. 3.2a, the first method starts from a regular static

timing analysis (STA) and voltage-change dump (VCD)-based power analysis of a fully placed,

routed, and back-annotated netlist in the above-VT domain. An analytical model [96, 97],

summarized in Appendix A, is then used to scale timing and power quantities to the sub-VT

domain. A main advantage of this analytical model is the ability to immediately find the

energy minimum voltage (EMV), sometimes also referred to as minimum-energy point (MEP),

i.e., the supply voltage which minimizes the energy per operation [98]. The analytical sub-VT

frequency model in [96, 97] makes the assumption that the propagation delay(s) of all standard-

cells slow down at the same pace as the propagation delay of a basic inverter when the supply

voltage VDD is gradually scaled down. In a dedicated study [81], we verified the accuracy of this

assumption by analog circuit simulation of all standard-cells used in a benchmark design [97].

The analytical model was found to slightly underestimate the critical path delay in the sub-VT

domain for the considered 65 nm CMOS SCL. A more time-consuming but more precise (in

terms of timing) sub-VT analysis method is discussed next.

Evaluation using sub-VT characterized SCLs: The second method, shown in Fig. 3.2b, consists

of characterizing the original SCL again for many different supply voltages in the sub-VT

domain (from 250 mV to 400 mV in steps of 10 mV in the current case2), and then repeating

the STA and the VCD-based power analysis using these re-characterized SCLs. For an accurate

VCD-based power analysis, the standard delay format (SDF) file generation from the RC-

annotated netlist, and the VCD dump from the gate-level simulation must be repeated for

each supply voltage.

Comparison of sub-VT analysis methods: The results of the two sub-VT analysis methods

(analytical sub-VT model and evaluation using re-characterized sub-VT SCLs) are compared

by applying them to a reference design [97] which has previously been synthesized, placed,

and routed at nominal supply voltage using a 65-nm CMOS SCL. Concerning the estimation

of the energy dissipation per clock cycle for operation at a constant clock frequency, both

sub-VT analysis methods coincide fairly well, as shown in Fig. 3.3. This means that the sub-VT

model [96, 97] does accurately predict the active energy and the leakage power.

2Since the considered low-power (LP) high threshold-voltage (HVT) NMOS and PMOS transistors in a 65 nm
CMOS technology have absolute threshold-voltage values above 450 mV, the considered voltage range is clearly in
the sub-VT domain.
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Figure 3.2: Sub-VT design and analysis flows: (a) Above-VT synthesis, STA, and power analysis.
Analytical sub-VT model. (b) Above-VT synthesis. Sub-VT STA and power analysis. (c) Sub-VT

synthesis, STA, and power analysis.

The analytical sub-VT model is thus very convenient to quickly and reasonably precisely esti-

mate the leakage power consumption and the active energy dissipation in the sub-VT domain,

and to quickly have a reasonable guess of EMV. For a more precise maximum frequency and

EMV estimation, it is important to re-characterize the SCL and repeat the STA in the sub-VT

domain. In the remainder of this Section, for an extensive design space exploration of many

SCM topologies operated in the sub-VT domain, we use the fast (in terms of CPU time) and

reasonably precise flow based on the analytical sub-VT model, as shown in Fig. 3.2a.
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Figure 3.3: Comparison of two sub-VT analysis methods (analytical sub-VT model and evalua-
tion using sub-VT SCLs): energy dissipation for operation at a constant frequency of 1kHz.

Direct Sub-VT Synthesis For voltage-constrained sub-VT systems, or if the approximate

EMV is already known from a previous above-VT synthesis, it might be desirable to directly

synthesize in the sub-VT domain, which allows to specify meaningful timing constraints, and

to directly obtain timing and power figures for the considered supply voltage from STA and

the power engine, respectively. Fig. 3.2c shows a direct sub-VT synthesis and analysis flow,

which, in addition to the supply voltage at which the logic synthesis and P&R are performed,

gives the energy dissipation and timing metrics of the resulting design for the entire sub-VT

range, allowing to find the true EMV. Since we do not know a priori the EMV of the various

SCM architectures or of the target system, we do not perform direct sub-VT synthesis in

the following. Rather, we will perform above-VT synthesis followed by the analytical sub-VT

modeling to see and compare the behavior of all SCM architectures in the entire sub-VT

domain.

3.2.2 Sub-VT SCM Architecture Evaluation

We now aim at identifying the SCM architecture that performs best in the sub-VT domain

in terms of energy, but also in terms of throughput, and silicon area. To this end, the SCM

architectures originally introduced in Section 2.2.1 (see Fig. 2.2) are evaluated for operation in

the sub-VT domain using the previously explained design and analysis flow shown in Fig. 3.2a.

All SCMs are mapped to a 65 nm CMOS technology with low-power (LP) high threshold-voltage

(HVT) transistors (VT is above 450 mV) and the results are based on fully synthesized, placed,

and routed netlists with back-annotated layout parasitics. The average switching activity µe is
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Figure 3.4: Energy versus VDD for different write logic implementations, namely enable flip-
flops and basic flip-flops in conjunction with clock-gates, assuming a multiplexer based read
logic, for (a) R = 8 and C = 8 as well as for (b) R = 128 and C = 128. Energy versus maximum
achievable frequency for the same memory architectures and sizes is shown in (c) and (d).

obtained using voltage change dumps (VCDs) for 1000 write and read cycles. All inputs of the

SCMs are driven by buffers of standard driving strength, and all highly capacitive nets such

as the bit lines (BLs) are buffered inside the SCMs. For the comparisons between SCMs of

different sizes R ×C , energy figures are reported as energy per written bit and energy per read

bit, commonly referred to as energy per accessed bit. In paragraphs “Comparison of Write Logic

Implementations” and “Comparison of Read Logic Implementations” below the different

implementations of the write and read ports are compared and in paragraph “Comparison of

Storage Cell Implementations” flip-flop arrays are compared with latch arrays.
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Figure 3.5: Energy versus VDD for different read logic implementations, namely tri-state buffers
and multiplexers, assuming a clock-gate based write logic and latches as storage cells, for (a)
R = 8 and C = 8 as well as for (b) R = 128 and C = 128. Energy versus maximum achievable
frequency for the same memory architectures and sizes is shown in (c) and (d).

Comparison of Write Logic Implementations

In order to compare different write logic implementations, we choose a multiplexer-based

read logic and flip-flops as storage cells. We consider two memory configurations (R = 8, C = 8

and R = 128, C = 128) which are expected to have a smaller and to full-custom sub-VT SRAM

designs comparable area cost, respectively.

Fig. 3.4a and Fig. 3.4b show the energy per written bit as a function of the supply voltage

VDD for the small and the larger memory configuration, respectively. In both cases, the write

logic relying on clock-gates in addition to basic flip-flops exhibits lower energy per written

bit than the architecture that employs flip-flops with enable, for the range around the energy-

minimum supply voltage (EMV). In the sub-VT regime, there are two main reason for this
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Figure 3.6: Energy versus VDD for different storage cell implementations, namely latches and
flip-flops, assuming a clock-gate based write logic and a multiplexer based read logic, for (a)
R = 8 and C = 8 as well as for (b) R = 128 and C = 128. Energy versus maximum achievable
frequency for the same memory architectures and sizes is shown in (c) and (d).

behavior: First, the architecture based on clock-gates dissipates less active energy than the

architecture based on enable flip-flops, as the latter distributes the clock signal to each storage

cell, while the former silences the clock signal of all, but the selected row. The second reason

is more visible for the larger storage array whose energy dissipation is dominated by leakage.

This leakage is larger for the case of the more complex storage cells that require additional

circuitry to realize the enable for each cell in a standard-cell based implementation.

For systems that require a constrained memory bandwidth, the energy dissipation at a given

frequency may also be of interest. Fig. 3.4c and Fig. 3.4d show the energy per written bit as

a function of the maximum achievable operating frequency of the corresponding SCM. The

frequency range on the x-axis is obtained by sweeping VDD from 0.1 V to 0.4 V. It can be seen

57



Chapter 3. Ultra-Low-Power Standard-Cell Based Memories (SCMs)

that both architectures have the same maximum operating frequencies, as the critical path is

in the read logic through the output multiplexers.

With respect to area, we remind from Section 2.2.1 that the clock-gate architecture yields

smaller SCMs than the enable architecture if only C ≥ 4. This statement is true for many

different CMOS technologies and standard-cell libraries.

In summary, for sub-VT memory implementations, the clock-gate architecture exhibits lower

energy, equal throughput, and smaller area compared to the enable architecture and is there-

fore generally preferred.

Comparison of Read Logic Implementations

In order to compare different read logic implementations, we choose the clock-gate based

write logic and a latch-based storage array for again a small and a larger SCM configuration.

Fig. 3.5a and Fig. 3.5b show that the multiplexer based read logic with a read address decoder

(RAD) has a small advantage over the tri-state buffer based read logic in terms of energy per

read bit, at least around the energy-minimum supply voltage. Fig. 3.5c and Fig. 3.5d show

that there is no significant difference between the two read logic implementations as far as

the maximum achievable operating frequency is concerned. Indeed, the delay of the tri-state

buffer is quite long and comparable to the delay through the entire multiplexer as all R tri-

state buffers in one column are connected to the same net, which consequently has a high

capacitance.

In summary, multiplexer based SCMs have a small energy and an area advantage [32] (see

Section 2.2.1), compared to the tri-state buffer approach and are therefore preferred.

Comparison of Storage Cell Implementations

In order to compare different storage cell implementations, the best write and read logic

implementations and again a small and a larger SCM block are considered. Fig. 3.6a and

Fig. 3.6b show that latch arrays have less energy per accessed bit than flip-flop arrays, due to

smaller leakage currents drained in each storage cell and due to lower active energy of the

latch implementation. However, the energy savings of using latches instead of flip-flops are

only small: a latch has around 2/3 the leakage of a flip-flop in the considered standard-cell

library, but only around 2/3 of all cells in an SCM are storage cells, which accounts for the

approximately 22 % energy reduction visible from Fig. 3.6d.

Fig. 3.6c and Fig. 3.6d show that there is no significant difference in terms of maximum

frequency. In fact, the storage cells are not in the critical path, since the critical path of any

SCM is through the RAD and the tri-state buffers or the multiplexers. However, flip-flops as

sotrage cells allow for shorter write address setup-times than latches, as previously described

in Section 2.2.1.
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Table 3.1: Standard-cell area ASC and area AP&R of fully placed and routed latch and flip-flop
arrays for different configurations R ×C , clock-gate based write logic, and multiplexer based
read logic.

Latch array Flip-flop array
R C ASC [µm2] AP&R [µm2] ASC [µm2] AP&R [µm2]

8 8 738 984 811 1.1k
8 32 2.5k 3.3k 2.8k 3.7k
8 128 9.5k 12.7k 10.6k 14.1k

32 8 2.9k 3.8k 3.1k 4.2k
32 32 9.9k 13.2k 10.9k 14.6k
32 128 37.9k 50.6k 42.1k 56.2k

128 8 11.2k 15.0k 12.3k 16.4k
128 32 39.4k 52.5k 43.7k 58.3k
128 128 152.2k 202.9k 169.0k 225.4k

Latch arrays have only slightly smaller area than flip-flop arrays [32]. Table 3.1 shows the

standard-cell area ASC and the area AP&R of fully placed and routed latch and flip-flop arrays

for different configurations R ×C , the clock-gate based write logic, and the multiplexer based

read logic. Notice that AP&R = ASC/0.75, as the SCMs have been successfully placed and routed

with a typical initial floorplan utilization of 75 %. An approximation of the area A(R,C ) for an

arbitrary memory configuration R ×C can be found according to

A(R,C ) = β1 +β2R +β3C +β4RC +β5ceil(log2(R))+β6ceil(log2(C )). (3.1)

The coefficients β1 . . .β6 are obtained through a least squares fit to a set of reference configura-

tions in the technology under consideration such as the ones provided in Table 3.1.

To summarize, sub-VT latch arrays have slightly less energy per accessed bit, achieve the same

frequency, and are smaller compared to sub-VT flip-flop arrays.

Best Practice Implementation

Fig. 3.7 shows the schematic of the best sub-VT SCM architecture. This architecture uses

latches without enable feature as storage cells, clock-gates for the write logic, and multiplexers

for the read logic. Note that this topology coincides with the best-practice implementation

which was previously identified for above-VT operation (see Section 2.2.1). Therefore, if

working exclusively with commercially available standard-cell libraries, and avoiding standard-

cell optimization for high-density (see Section 2.3) or ultra-low leakage (see subsequent

Section 3.3), the SCM topology shown in Fig. 3.7 is the optimum choice irrespective of the

targeted supply voltage.
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Figure 3.8: Energy versus VDD (a) and energy versus frequency (b) for the latch multiplexer
clock-gate architecture for different memory configurations.

With respect to the energy efficiency, it is clear that a significant switching activity is required to

find an energy-minimum, which occurs only for the smallest memory configurations. However,

for the large memory configurations, the overall switching activity is very low and the energy

dissipation is clearly dominated by the integration of the leakage power over the access time,
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which decreases with increasing VDD if always operating at maximum speed. Consequently,

the energy-minimum supply voltage within the sub-VT domain approaches the threshold

voltage VT when increasing the memory size.

For different memory configurations with the same storage capacity (R ·C = const.), we

observe from Fig. 3.8a and Fig. 3.8b that the energy-efficiency improves for a larger number of

columns C and a smaller number of rows R . The reason for this behavior is that the maximum

operating frequency increases as R decreases which again reduces the contribution of the

energy consumed due to leakage power in each access cycle.

3.2.3 Reliability Analysis

One of the limiting factors with respect to voltage scaling in the sub-VT domain is the relia-

bility of the circuit. Reliability issues arise mainly from within-die process variations and are

aggravated in nanometric CMOS technologies. Consequently, ensuring robust operation in

the sub-VT regime has been one of the most important concerns in the design of full-custom

sub-VT storage arrays (refer back to Secion 3.1 for more details).

Compared to full-custom designs, SCMs are compiled from conventional combinational

CMOS logic gates, such as NAND, NOR, or AOI gates, and from sequential elements, i.e.,

latches and/or flip-flops. The reliability issue therefore corresponds to the discussion down to

which supply voltage a given standard-cell library can operate reliably. This point limits in

the same way the operation of the combinational and sequential logic and of the embedded

SCMs for a given process corner.

To determine the range of reliable operation of the SCMs, we distinguish between the combi-

national and the sequential cells in the library, used to construct the storage array. Previous

work shows that when gradually scaling down the supply voltage, the sequential cells fail

earlier then the combinational CMOS logic gates [73], provided that the combinational logic

is built without transmission gates. Therefore, the focus is on the analysis of the sequential

elements in the following.

The peripherals of SCM storage arrays, i.e., the read and write logic, are built from combina-

tional CMOS gates and are thus less sensitive to process variation than the array of storage

cells itself. Also, delay variations in SCM peripherals induced by process variation are un-

problematic due to the used single-edge-triggered one-phase clocking discipline where path

delays do not necessarily need to be matched. Compared to SCM peripherals, the peripherals

of SRAM arrays are more sensitive to process variation: delay variations may cause the sense

amplifiers to be triggered at the wrong time, and mismatch in the sense amplifiers can further

compromise reliability, especially at very low supply voltages.
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Sensitivity of SCMs to Variations

Reliability issues in both sequential standard-cells and in dedicated SRAM storage cells es-

sentially arise from mismatch between carefully sized transistors due to within-die process

variations [99]. Remember from Section 3.1 that in a conventional 6T SRAM bitcell, such

mismatch manifests itself in four types of failures: a) read failures, b) write failures, c) hold

failures, and d) read-access time failures. The read failures result from the direct access of the

read bit line to the storage node, a situation which does not occur in a standard latch design

such as the one shown in Fig. 3.9, where the output is isolated from the internal node with a

separate buffer. The write failures in a 6T SRAM bitcell are caused by the inability to flip the

storage nodes that suffer from an unusually strong keeper. The standard-cell latch avoids this

issue by turning off the feedback path during write operation. Read-access time failures are a

concern in high-speed systems, but are not problematic in ultra-low power sub-VT systems

where speed performance is only a secondary concern. The only remaining issue are hold

failures which occur in the non-transparent phase of a latch during which the circuit behavior

essentially resembles that of a basic 6T SRAM bitcell. Hence, a conventional standard-cell latch

may be viewed as a very conservative SRAM cell design [6] where the reliability is determined

by the risk of experiencing hold failures.

Hold Failure Analysis

Fig. 3.9 shows a simplified schematic of the latch which was chosen by the logic synthesizer

from a commercial standard-cell library in order to minimize leakage and area of the latch

arrays described in this paper. A latch needs to be able to hold data in the non-transparent

phase. In this phase, INV2 and INV3 in Fig. 3.9 act as a cross-coupled inverter pair. The

stability of the state of this pair is usually defined by the static noise margin (SNM) that is

required to hold data in the presence of voltage noise on the storage nodes [100]. This SNM is

extracted as the side of the largest embedded square of the butterfly curves shown in Fig. 3.10

for different supply voltages in the sub-VT domain. For each butterfly curve, there is an SNM

associated with the top-left and the bottom-right eye, referred to as SNM high and SNM low.

The probability distribution functions on the right-hand side of Fig. 3.10 are always for the

minimum of SNM high and SNM low. The butterfly curves and the corresponding minimum

SNM distributions are obtained from 1000-point Monte Carlo circuit simulation assuming

within-die process parameter variations for the typical process corner at a temperature of 25◦C.

All common parameters of the BSIM4 transistor simulation models are subject to variation

according to statistical distributions provided by the foundry.

The distributions in Fig. 3.10 show that the SNM values decrease with the supply voltage. As

can be seen in Fig. 3.10a, there is a clear separation between the voltage transfer characteristic

(VTC) of inverter INV2 and the inverse VTC of inverter INV3 corresponding to a comfortable

SNM for a supply voltage of 400 mV, which also corresponds to the energy optimum supply

voltage for most SCM architectures and sizes. Fig. 3.10b and Fig. 3.10c show that there is still a

separation between the VTCs even at lower supply voltages, indicating that operation is still
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Figure 3.9: Simplified schematic of the latch used in the best sub-VT SCM architecture.

possible, but the SNMs are small and reliability clearly starts to become critical at 250 mV,

limiting the range of operation.

3.2.4 Comparison with Sub-VT SRAM Designs

In this section, the performance and cost of sub-VT SCMs is compared to a selection of sub-

VT SRAM designs in literature [6, 76, 77, 78, 80]. The paragraph “Overview” below gives an

overview of recent sub-VT memory implementations including this work. The paragraph

“Energy and throughput” compares in detail the energy and throughput of the smallest SCM

architecture with a prominent sub-VT SRAM design, while the paragraph “Area” compares

their area.
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Figure 3.10: Butterfly curves (left) and distribution of minimum hold SNM (right) of the latch
used in the best sub-VT SCM architecture for (a) VDD = 400mV, (b) VDD = 325mV, and (c)
VDD = 250mV.
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Table 3.2: Comparison of sub-VT memories.

Publication [6] [76] [77] [78] [80] This [33]

Capacity [kb] 256 256 64 8 480 32
Tech. [nm] 65 65 65 90 130 65

Basis of results ASIC measurements
Post-
layout

VDDmin [mV] 380a 350c 300 160 200 300

fmax [kHz]
475
(0.4 V)

25
20
(0.25 V)

200 120
1 000
(0.4 V)

Energy [fJ/bit]
65.6
(0.4 V)

884.4
86.0d

(0.4 V)
750e 4.2

32.7
(0.4 V)

Area [µm2/bit] 2.9b 4.0b 7.0b 19.5 12.8 12.5

aOne redundant row and column per 32-kb block are assumed to guarantee reliable operation at this supply

voltage.
bArea estimated from die photograph.
cPlus 50 mV for boosting of word line drivers.
dEstimation extracted from a graph.
eIncludes the energy dissipation of the package.

Overview

Table 3.2 presents a selection of recently published sub-VT memories. VDDmin is defined as the

minimum supply voltage which guarantees reliable write, hold, and read operations. Unless

otherwise stated, the maximum operating frequency fmax is given for VDD = VDDmin. The

reported energy includes both active energy for a read operation and the leakage energy of the

memory array during the access time. Furthermore, the total energy value is normalized by

the width of the data IO bus, thereby reporting the total energy per read bit. Unless otherwise

stated, the energy is given for fmax at VDDmin.

All sub-VT SRAM designs [6, 76, 77] realized in a 65 nm CMOS technology have VDDmin ≥
300mV. Monte Carlo simulations indicate that SCMs mapped to the same technology should

operate reliably at least down to the same minimum supply voltage. Two SRAM designs [78, 80]

fabricated in older technologies are less sensitive to process parameter variations and are

reported to have an even lower VDDmin, i.e., 160 mV and 200 mV, respectively.

At the same technology node and supply voltage VDD, SCMs are faster than SRAM designs,

which bares the potential to lower energy dissipation per memory access if 1) speed is traded

against energy, or 2) early task completion is honored by power gating. Obviously, older

technologies exhibit lower leakage currents which may lead to lower energy per memory

access.

With respect to area, the use of robust latches, available from conventional standard-cell
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libraries, instead of 8T or 10T SRAM cells in the same CMOS technology node, is clearly paid

for by a larger area per bit for SCMs.

Energy and Throughput

A well-cited 256-kb 10T-bitcell sub-VT SRAM [6] in 65 nm CMOS has 8 32-kb blocks (R = 256,

C = 128), which are served by a single 128-bit data IO bus. The leakage energy of this SRAM

macro is divided by 8 to compare one block with the proposed 32-kb SCM block, while the

active energy is taken as is, since only one block is accessed at a time. At 400 mV, the SRAM

macro is reported to be operational at fmax = 475kHz, and a single 32-kb block dissipates 19 fJ

per accessed bit, as indicated by the triangle in Fig. 3.11.

For comparison, Fig. 3.11a, and Fig. 3.11b, show the energy per accessed bit of the smallest

SCM architecture as a function of VDD and fmax, respectively. Considering an SCM block with

R = 256 and C = 128, fmax = 475kHz is already achieved at VDD = 370mV and the energy per

accessed bit for this operating point is 59 fJ, which is more than for the full-custom SRAM

macro. However, when operated at the same supply voltage (VDD = 400mV), the SCM is able

to operate at fmax = 1MHz, with an energy dissipation of 33 fJ per accessed bit, which is only

1.7× higher compared to the full-custom design. The energy savings compared to the initial

operating point are achieved due to a higher possible clock frequency combined with power

gating after earlier completion of a task.

Changing the SCM configuration to R = 128 and C = 256 while keeping a constant storage

capacity R ·C , the energy per accessed bit of the SCM is further reduced. As shown by the square

marker in Fig. 3.11, this new SCM configuration is able to run at 747 kHz for VDD = 400mV,

and dissipates 27 fJ per read bit in this operating point, which is only 1.4× higher than for the

full-custom design. This change in the SCM configuration results in lower energy and doubled

memory bandwidth at the price of a higher routing congestion during system integration.

Area

The bitcell of SCMs (flip-flop or latch) is clearly larger than the SRAM bitcell. However, SRAM

macrocells have an overhead to accommodate the peripheral circuitry, i.e., precharge circuitry

and sense amplifiers [34]. For SRAM macrocells with small storage capacity, this area overhead

may be significant. Hence, SCMs may outperform SRAM macrocells in terms of area for small

storage capacities, but become bigger for large storage capacities. In Section 2.2.1, it was

shown that the border up to which static above-VT SCMs are still smaller than 6T-bitcell SRAM

macrocells depends on the number of words and the number of bits per word, and may be as

large as 1 kb. However, the analysis in Section 2.2.1, considered only circuit implementations

for above-VT operation, i.e., SRAM macros based on the 6T bitcell and SCMs synthesized with

a given timing constraint. When considering circuit implementations specifically optimized

for sub-VT operation, SRAM macrocells become significantly larger due to the need for 8T [76],
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Figure 3.11: Energy versus VDD (a) and energy versus frequency (b) for the latch multiplexer
clock-gate architecture for R = 256, C = 128 and for R = 128, C = 256. The red triangle
corresponds to [6].
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10T [6], or even 14T [89] bitcells and the additional assist circuits required for reliable sub-VT

operation. As opposed to this, SCMs may be synthesized with relaxed timing constraints

(and still reach 1 MHz in the current study) as speed is not of major concern for typical ultra-

low-power applications and may therefore have a reduced area cost compared to above-VT

implementations.

In the present case, considering a storage capacity of 32 kb, the SCM is 4.3 times larger than a

corresponding SRAM block [6]. For some applications, this area increase may be acceptable

for the benefit of lower energy per memory access and higher throughput.

3.3 Ultra-Low Leakage Sub-VT SCMs

Thus far, in Section 3.2, the design and analysis of robust sub-VT SCM topologies was limited

to the use of commercial standard-cell libraries (SCLs), which, unfortunately, are typically

optimized for high speed performance at nominal supply voltage in the above-VT domain.

However, for ultra-low power (ULP)/ultra-low voltage (ULV) systems which are operated in

the sub-VT domain, speed performance is only a secondary concern, while the design of the

standard-cells should rather focus on low leakage currents, which, eventually, leads to low

leakage power and low access energy of the SCMs. To this end, this Section identifies the

major leakage contributors of the best-practice SCM found in Section 3.2.2 and shows the

significant leakage current savings which can be achieved by the design and integration of

custom-designed standard-cells. As opposed to previous work [101], the proposed SCM design

flow does not restrict the leakage minimization to the bitcells, but extends it to the peripheral

circuits by using a 3-state read logic, accepting a speed degradation for the benefit of ultra-low

leakage.

More precisely, this Section presents an ultra-low-leakage 4 kb SCM manufactured in 65 nm

CMOS technology. To minimize leakage power during standby, a single custom-designed

standard-cell (D-latch with 3-state output buffer) addressing all major leakage contributors

of SCMs is seamlessly integrated into the fully automated SCM compilation flow. Silicon

measurements of the 4 kb SCM indicate a leakage power of 500 fW per stored bit (at a data-

retention voltage of 220 mV) and a total energy of 14 fJ per accessed bit (at energy-minimum

voltage of 500mV), corresponding to the lowest values in 65 nm CMOS reported to date, among

all previous sub-VT memory implementations.

3.3.1 Ultra-Low Leakage Standard-Cell Design

Custom Low-Leakage Latch Design

Approximately 66% of the leakage power of SCMs are consumed by the latches, whereas the

read multiplexers dominate the remaining power. Hereinafter, the most dominant leakage

contributors are addressed by a custom low-leakage latch design. Latch topologies using
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Figure 3.12: Architecture of ultra-low-leakage 4 kb standard-cell based memory (SCM): the
write logic uses clock-gates, while the 3-state inverters used for the read functionality are
integrated in the low-leakage latch design.

3-state buffers inherently have transistor stacks and consequently low leakage currents, while

topologies using transmission-gates and static-CMOS gates suffer from higher leakage currents.

The best latch topology exhibiting the lowest leakage current has 1) the lowest number of

paths from VDD to ground, and 2) the highest resistance on each such paths, directly leading

to a topology with 3-state buffers only. Having identified the best latch topology, transistor

stacking (for parts of the latch which do not yet have transistor stacks) and channel length

stretching are applied to further reduce leakage currents. The stacking factor is strictly limited

to 2 since higher factors suffer from diminishing returns in leakage reduction and compromise

reliability for sub-VT operation. Moreover, the point of diminishing returns of channel length

stretching, where the area increases with a negligible reduction in leakage, is found to be

1.5−2× the minimum channel length. The right-hand side of Fig. 3.12 shows the transistor-

level schematic of the final custom-designed standard-cell latch (with 3-state output buffer,

the assets of which are discussed in the following), while the left-hand side shows the SCM

architecture.

Low-Leakage 3-State Read Logic

The read multiplexers of SCMs, routing the selected word to the data output, are an integral

part of the read logic and can be implemented with 3-state buffers instead of combina-

tional CMOS gates and/or dedicated multiplexer standard-cells (see Fig. 2.2 in Section 2.2.1).

Choosing a 3-state read logic and integrating a 3-state inverter into the basic storage cell
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allows to address all dominant leakage contributors of SCMs by designing only one custom

standard-cell. Relying on a CMOS multiplexer read logic would require a larger number of

custom-designed, low-leakage standard-cells for an overall SCM leakage reduction. Moreover,

the 3-state-enabled latch allows for a compact placement of the storage array on a regular

grid (not easily achieved with CMOS multiplexers), reducing the SCM-internal routing and

thus active energy, while it still provides the freedom to spread the SCM and merge it with

logic blocks, in case the interface to the memory is more critical. As previously discussed, it is

beneficial in terms of leakage current to apply transistor stacking to each branch of the latch,

including the output buffer (or, more precisely, the output inverter). This already stacked out-

put inverter of the custom-designed D latch is easily converted into a 3-state inverter, thereby

addressing all major SCM leakage contributors by designing a single custom standard-cell.

The remainder of this section aims at finding the optimum transistor sizing of the 3-state

drivers to simultaneously reduce overall leakage and improve speed, which is not contradictory

in the sub-VT regime, as expatiated on below. The presented 4 kb SCM consists of 128 rows

and 32 columns, as shown in Fig. 3.12. Thus, 128 3-state buffers are connected to the same

read bit-line (RBL). During a read operation, the 3-state buffer in the selected word has to

drive the RBL against 127 unselected, yet leaking 3-state buffers. To investigate the impact of

the 3-state drive strength on the RBL (dis-)charge delay, a strong and a weak driver, defined

in Table 3.3, are considered. For a compact layout fitting nicely onto the standard-cell grid,

and symmetric rise and fall times being only a secondary goal for the targeted low-speed

ULV/ULP applications, the 3-state drivers are non-symmetric with equal NMOS and PMOS

transistor sizes. As a result, RBL rise times are always longer than RBL fall times. Moreover,

the reported RBL pull-up delays correspond to a worst-case data scenario where the initially

discharged RBL needs to be pulled up to VDD through the selected 3-state driver, while the

input voltages of all unselected 3-state drivers are set to pull the RBL low (see Fig. 3.12), thereby

maximizing the total leakage current working against the active current. Table 3.3 shows this

worst-case, 50%-to-50% rising-RBL propagation delay of the selected 3-state driver for the

typical-typical (TT) process corner at 27 ◦C, for both above-VT and sub-VT supply voltages,

and for both drive strengths. The considered low-power (LP) high threshold-voltage (HVT)

65nm CMOS technology has a nominal VDD and a threshold-voltage of 1.2 V and 650 mV,

respectively. Thus, a VDD of 400 mV is already deep in the sub-VT domain. Simulation results

indicate that the stronger 3-state driver is faster for operation at nominal VDD where on-to-off

current ratios (Ion/Ioff) are as high as 107 (for both NMOS and PMOS transistors), whereas

the weaker 3-state driver is faster for sub-VT operation, due to much lower Ion/Ioff ratios

of around 104 and the resulting non-negligible impact of the leakage current of unselected

3-state drivers. Furthermore, the impact of the input voltage of unselected 3-states on the

RBL delay is completely negligible in the above-VT domain, whereas it is slightly visible in the

sub-VT domain. Of course, the weaker drivers have lower leakage currents in both the sub-VT

and the above-VT regime, compared to the stronger drivers.
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Table 3.3: Read bit-line (RBL) delay, TT corner, 27 ◦C.

Drive strength Strong Weak
W /Wmin, L/Lmin 15, 1 1, 2

VDD RBL delay

1.2 V 1.064 ns 2.126 ns
400 mV 3.336µs 2.688µs

Reliability Analysis

While bitcell read failures and write failures are avoided by using a read buffer and by disabling

the bitcell-internal keeper, respectively, hold failures limit VDD down-scaling, as previously

explained in Section 3.2.3 in more detail. To assess the minimum VDD (VDDhold) required for

the ultra-low leakage latch to hold data, the minimum VDD for which both static noise margin

(SNM) values (corresponding to data ’1’ and ’0’, or, in other words, to top and bottom eye of the

butterfly curve [100]) are still positive are extracted from a 1k-point Monte Carlo (MC) circuit

simulation (accounting for within-die (WID) parametric variations, in the TT corner, at 27 ◦C).

Fig. 3.13 shows the hold failure probability as a function of VDD, while the inset shows the

corresponding distribution of VDDhold. The first hold failure occurs at 200 mV, corresponding

to a worst (maximum) value of VDDhold equal to 210 mV.

Due to the strong impact of parametric variations and low Ion/Ioff ratios in the sub-VT regime,

the total leakage current from a large number of disabled 3-state buffers might become high

enough, compared to the active drive-current of a single, weak 3-state buffer, to compromise

the reliability of the 3-state read logic. This leakage current issue limits the maximum num-

ber of words per RBL for reliable operation. Nevertheless, 1k MC runs accounting for WID

parametric variations in the slow-slow (SS) process corner at 27 ◦C indicate that for up to 128

words per RBL, a single 3-state driver successfully drives the RBL at a VDD as low as 400 mV.

3.3.2 Silicon Measurements of 4 kb Sub-VT SCM

Fig. 3.14 shows the chip microphotograph and the layout picture of the 4 kb SCM based on

3-state-enabled low-leakage latches and manufactured in 65 nm CMOS technology with LP-

HVT transistors. The silicon area of the 4 kb SCM block is 315 x 165µm2, corresponding to

12.7µm2 per bit. Functionality is verified by writing and reading back checker-board and

random data patterns using a scan-chain test interface. Unless stated differently, the environ-

mental temperature is carefully controlled to 27 ◦C with an oven for all silicon measurements.

Moreover, self-heating effects are insignificant due to the extremely low power consumption

of this memory chip.
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Figure 3.13: Simulated and measured hold failure probability versus VDD. Inset: Simulated
distribution of VDDhold.

Minimum VDD for Data Retention and Memory Access

The measured minimum required supply voltages to guarantee correct hold, write, and read

functionality are 220, 300, and 420 mV, respectively. The measured value of VDDhold (220 mV)

is in good agreement with the aforementioned simulated value (210 mV), as shown in Fig. 3.13.

It is apparent that the low-leakage 3-state read logic limits the minimum voltage for read/write

access (VDDmin). For a closer inspection of the onset of read failures, Fig. 3.15 shows error maps:

a green (bright) marker indicates correct access to a bitcell, while a red (dark) marker indicates

an access failure. For VDD = 380mV, it is apparent that failures occur column-wise, confirming

that the 3-stated RBLs are the first point of failure under VDD scaling. Completely error-

free access is measured at VDDmin = 420mV. Fig. 3.16 shows the the number of inoperative

columns, i.e., columns containing at least one bitcell with access failure, as a function of VDD,

while the inset shows the total number of bitcell read failures versus VDD.
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Figure 3.14: Chip microphotograph and zoomed-in layout of sub-VT SCM test chip; the 4 kb
SCM block, the test interface, and the I/O pads are highlighted.

Access Energy, Frequency, and Leakage Power

Fig. 3.17 shows the measured energy per bit-access performed at maximum speed versus

VDD. The measured energy-minimum voltage is located at 500 mV, while the minimum energy

dissipation per bit access is 14 fJ. At 675, 500, and 420 mV (VDDmin), the maximum measured

operating frequencies are 1.5 MHz, 110 kHz, and 10 kHz, respectively. The 3-state read logic

limits VDDmin and the read-access time, but satisfies the ambition of ultra-low leakage power

and access energy, while the energy-minimum voltage is still higher than VDDmin. At VDDhold =
220mV, data is correctly held with a leakage power of 425-500 fW per bit (best and worst dies),

as shown in Fig. 3.18.

Measurements at Human-Body Temperature

Biomedical implants encounter a typical working temperature of 37 ◦C. At 37 ◦C, the first

completely error-free read access to the entire SCM array is measured at already 400 mV, as

compared to 420 mV for a temperature of 27 ◦C. As a desirable effect of higher temperatures,

the maximum operating frequency doubles when heating the chips from 27 to 37 ◦C (mea-

sured at VDD = 420mV). Unfortunately, the leakage power increases as well with increasing

temperature, as shown in Fig. 3.18.

3.3.3 Comparison with Prior-Art Sub-VT Memories

Compared to our previous study on SCMs considering only commercially available standard-

cell libraries (presented in Section 3.2, based on simulation results), designing merely one

custom standard-cell (3-state-enabled low-leakage latch) cuts the leakage power and the
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Figure 3.15: Measured error maps for VDD of 380 mV (top) and 420 mV (bottom).

energy per bit-access into half while maintaining the same silicon area.

Table 3.4 shows the best (in terms of access energy and leakage power) silicon-proven sub-

VT memories in 65 nm CMOS reported until the day of writing. The energy figures (Etot/bit)

correspond to the total (active and leakage) energy per memory access performed at maximum

speed, normalized to the size of the data I/O bus. Unless stated in parentheses, Etot/bit is given

for VDDmin. The power figures (Pleak/bit) correspond to the leakage power of the memory macro

(including peripheral circuits) during standby, normalized to the macro’s storage capacity.

Unless stated in parentheses, Pleak/bit is given for VDDhold.

In [101], the standby leakage of the SRAM macro is dominated by the leakage of peripheral

circuits, due to the aggressive reduction of array leakage. In our approach, not only the bitcell

(latch), but also the leakage-dominant peripheral circuits (read multiplexers) are leakage-

optimized, which clearly pays off compared to [101] (see Table 3.4).
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Figure 3.16: Measured number of inoperative columns versus VDD. Inset: Total number of
read-failures versus VDD.

With a total energy dissipation of 14 fJ per accessed bit and a leakage power of 500 fW per

stored bit, the presented work outperforms all previous works in 65nm CMOS nodes. The

reported clock frequencies are suitable for a wide range of biomedical applications, while most

previously reported sub-VT SRAMs are overdesigned. Nevertheless, silicon measurements

from a further test chip (not expatiated on in this thesis) show that the the frequency can be

improved by 5× (reaching 100 kHz at 0.45V) at only a small area and leakage power overhead

(600 fW/bit instead of 500 fW/bit) if the read bit-line (RBL) is segmented, limiting the number

of tri-state drivers per segment to 8, and using conventional CMOS multiplexers to choose

a segment [83]. Moreover, if using custom-designed low-leakage latches and only CMOS

multiplexers, integrating the first stage (a NAND gate) of the multiplexer as output buffer

of the storage cell (latch), the frequency is even improved to 200 kHz (at 0.45V) at the cost

of higher area cost and leakage power (700 pW/bit) [83]. Finally, the silicon area of SCMs

is smaller compared to sub-VT SRAM hardmacros for storage capacities of up to several kb,

due to less area for peripheral circuits (see Section 3.2.4). However, for several tens of kb, an

area-increase of roughly 4× [33], stemming from the larger bitcell, is often acceptable for the
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Table 3.4: Comparison with prior-art sub-VT memories in 65 nm CMOS.

[6] [77] [101] This work [82]

VDDmin [mV] 380 250 700 420
VDDhold [mV] 230 250 500 220
Etot/bit [fJ/bit] 54 (0.4V) 86 (0.4V) - 14 (0.5V)
Pleak/bit [pW/bit] 7.6 (0.3V) 6.1 6.0, 1.0a 0.5

a Leakage-power of bitcell only

benefit of the clearly lower leakage power and access energy. While this Section presented the

lowest ever measured data retention power per bit in a conventional 65 nm CMOS technology,

the following Section investigates the integration of an emerging memory device (an oxide

stack, or “memristor”) into a non-volatile CMOS flip-flop for zero-leakage standby states in

future ULP/ULV systems.
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3.4 ReRAM-Based Non-Volatile Flip-Flop (NVFF) Topologies

While near-threshold (near-VT) and subthreshold (sub-VT) circuit operation enables extremely

low leakage power for on-chip storage elements, emerging device technologies allowing the

integration of non-volatile memory devices on CMOS chips bear the potential of zero-leakage

sleep states [102]. Such non-volatile, zero-leakage storage elements are especially important

for systems characterized by only short active periods and long sleep periods requiring data

and program state retention, whose total power budget is otherwise dominated by the leakage

power of retentive, volatile memories in CMOS technology. Among many technological

options, oxide memories (OxRAMs) [103] are a promising candidate for next generation,

CMOS-compatible, non-volatile memory arrays. Compared to traditional Flash memories,

OxRAMs have better scalability and faster programming time. While a lot of research effort

targets OxRAM-based stand-alone memories, the hereinafter presented work focuses on

the seamless integration of OxRAM devices into CMOS flip-flops for use in zero-leakage,

non-volatile SCMs or in state registers.
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Previous works on non-volatile flip-flops were based on the “memristor” [104, 102] from

Hewlett Packard (HP), on bipolar OxRAM [105], and magnetic tunneling junction (MTJ) de-

vices [106, 107, 108]. All these works considered circuit operation at a high supply voltage,

normally corresponding to the CMOS technology’s nominal voltage.

In the remainder of this Section, we design a non-volatile flip-flop exploring the benefits

of OxRAM devices. We combine for the first time the advantages of sub-VT and near-VT

circuit operation with OxRAMs, thereby enabling VLSI systems with ultra-low active energy

dissipation in addition to non-volatile memory storage with zero leakage. The ULP and

especially the biomedical design community often prefers to use mature technology nodes

for 1) high reliability; 2) low leakage currents; and 3) low cost. Therefore, this study adopts

a mature 0.18µm CMOS process. The proposed non-volatile flip-flop, to be used within

standard-cell based memories (SCMs) or yet in status and/or pipeline registers, operates

reliably in the sub-VT regime. Indeed it reliably recovers the saved data on wake-up with

a sub-VT supply voltage and a standard deviation of up to 5% of the nominal value of the

ReRAM resistance. In the proposed design, write energy is ReRAM technology dependent

while the read energy can be optimized at circuit level. Thanks to sub-VT operation, the read

energy has been drastically reduced down to 5.4% of the total read+write energy. Beside the

main novelty of designing hybrid CMOS/OxRAM circuits for reliable operation in the sub-VT

and near-VT regime, a number of additional factors distinguishes this work from previous

works: 1) All simulations are based on real CMOS technology data (while some previous

work used predictive technology models); 2) the OxRAM devices considered in this study

have been fabricated, characterized, and modeled in-house by our research partners at EPFL;

3) parametric variations are considered not only for the MOS transistors, but also for the

OxRAM devices; 4) energy characterization has been done for read and write operations. In

the following, Section 3.4.1 reviews the manufactured ReRAM stacks that serve as the starting

point for this circuit-level work, while Section 3.4.2 discusses the proposed NVFF architecture,

before detailed simulation results are presented in Section 3.4.3.

3.4.1 ReRAM Manufacturing Process and Switching Characteristics

Among many ReRAM candidates, OxRAMs base their working principle on the change in

resistance of an oxide layer. Different physical mechanisms can be identified in the switching

of ReRAMs [103]. In the following, we will focus only on the bipolar resistive switching

(BRS) [109], related to the O2 vacancy redistribution in TiO2 layers upon application of a

voltage across the oxide. We realized memory stack prototypes of Al/TiO2/Al from bulk-Si

wafers passivated by a 100 nm thick Al2O3 layer. 70 nm thick bottom electrode (BE) lines were

patterned by lift-off and e-beam evaporation. Then, a 50 nm thick TiO2 layer was deposited by

atomic layer deposition (ALD) at 200◦C. Finally, vertical top electrode (TE) lines were defined

with a second lift-off step together with contact areas used for electrical characterization. Such

nodes are expected to be embedded within standard top-layer metal vias.
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Figure 3.19: 1.5µm2 Al/TiO2/Al ReRAM stack switching under 10µA current compliance [7].

As opposed to most ReRAMs, the devices used in this work do not require a forming operation.

Instead, the resistive switching functionality is obtained by cycling the memory. After 50

cycles, the resistive switching behavior stabilizes to the behavior shown in Fig. 3.19. Consistent

BRS with a high resistance state (HRS) and a low resistance state (LRS) is achieved. The SET

and RESET threshold voltages range from −2 V to +2 V. Moreover, the switching operation is

limited by a low current compliance of 10µA, allowing the use of small (close to minimum

size) programming transistors. As opposed to this, most previously reported ReRAMs require

much higher current (around 1–10 mA) to switch successfully, which needs prohibitively wide

transistors to drop a sufficiently high voltage across the ReRAM.

3.4.2 Non-Volatile Flip Flop Architecture and Operation

This Section explains the design and the operating principle of the proposed ReRAM-based

non-volatile flip-flop. A first design is suitable for operation at nominal and near-VT supply

voltages, while a second version is specifically optimized for robust operation in the sub-VT

domain.

Architecture

A conventional master-slave flip-flop based on tri-state inverters serves as a starting point, as

shown in Fig. 3.20 in blue color. In order to add non-volatility to this basic CMOS flip-flop,

two ReRAM devices are inserted in the current sink of the cross-coupled inverter pair in

the slave latch [110, 111]. These ReRAM devices are used in a complementary way, i.e., one
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Figure 3.20: ReRAM-based non-volatile flip-flop for above-VT operation; circuit parts are
highlighted in colors according to their activation for different operating modes.

device is programmed to the HRS, while the other one is programmed to the LRS. Dedicated

programming (or ReRAM write) circuits are highlighted in red color, while dedicated restore

(or ReRAM read) circuits are shown in black color.

During normal operation, all ReRAM write and read circuits are disabled, and both branches

of the slave latch are properly grounded through two NMOS transistors (controlled by READ).

Consequently, the hybrid CMOS/ReRAM non-volatile flip-flop fully relies on CMOS transistors

during normal operation, which are known to exhibit high endurance. The part of the circuit

containing ReRAMs is only activated during the preparation of a sleep state or during wake-

up. Therefore, the ReRAMs, whose endurance is not yet comparable with the one of CMOS

transistors, do not switch very frequently, which guarantees high overall system lifetime.
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ReRAM Write Operation, or Flip-Flop Store

For the entire duration of ReRAM write and read, the clock needs to be silenced and kept

low, as shown in Fig. 3.21, in order for the slave latch to be non-transparent and isolated

from the master. During write, the ReRAMs are disconnected from the slave latch and from

the read circuits, so that the voltage drop across their terminals can be set by the write

drivers (highlighted in red in Fig. 3.20). The write drivers are controlled by the internal nodes

Q and Q. A write pulse width of 10 ns is used to program the ReRAMs. As illustrated in

Fig. 3.19, a voltage of +2 V or −2 V is required for successful switching. To be able to use

small programming transistors (with a non-negligible voltage drop across their channel) and

limit the programming current, the write drivers are supplied with a voltage as high as 2.4 V.

This voltage is only slightly above the nominal supply voltage range of the core transistors

in the considered 0.18µm CMOS technology and does neither seriously enhance the risk of

oxide break-down, nor compromise junction reliability, nor considerably accelerate aging (in

particular due to the infrequent and short write cycles to the ReRAM device).

Two architectural alternatives for the distribution of the 2.4 V supply may be adopted: 1) the

supply voltage of all non-volatile flip-flops in the VLSI system is temporarily increased. This

can safely be done without the need for level shifters, even if the rest of the system is biased

in the sub-VT domain, as the slave latch already holds data and the clock signal is constantly

low. The energy overhead is kept small by rising only the supply of the non-volatile flip-flops;

or 2) the entire VLSI system as well as the CMOS part of the flip-flop and the read circuits are

constantly biased at a low supply voltage, while the CMOS write drivers are constantly supplied

with 2.4 V. This alternative avoids the energy overhead associated with dynamically charging

the capacitive power distribution network, but requires a level shifter in each flip-flop if the

main power supply is considerably lower than 2.4 V. In this study, we adopt the first approach

of dynamically rising the supply voltage during a write operation, as shown in Fig. 3.21. Once

the ReRAMs are programmed, the power supply can be completely turned off, enabling a

zero-leakage sleep state.

ReRAM Read Operation, or Flip-Flop Restore

During system wake-up (power-on), the slave latch would ideally be directly restored, based on

the data stored in the ReRAMs, during ramp-up or connection of the power supply. However,

this is impossible due to a number of reasons: 1) the clock and the READ signal are not

controlled yet; 2) there might be uncontrolled, residual charges on the internal nodes Q and

Q; and 3) different power-gating approaches (mechanical, footer and/or header transistors,

driving the supply to ground level) result in different wake-up scenarios. Therefore, the

following wake-up sequence is proposed, as shown in Fig. 3.21: 1) turn on the power supply;

2) at the system level, silence the clock signal to low; 3) enable the READ and the EQUALIZE

signals; and 4) upon de-assertion of EQUALIZE, the slave latch is correctly restored based

on the value of the ReRAMs. Both nodes Q and Q are pre-charged and equalized using three

dedicated PMOS transistors controlled by EQUALIZE.
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Figure 3.21: Control signals sequence for ReRAM read and write operations.

Following this pre-charge phase, the READ is asserted. At this time, the pre-charged, internal

nodes Q and Q are connected to ground through the ReRAMs. The complementary resistance

state of the two ReRAMs modulates the discharge currents (the branch with HRS has a lower

discharge current than the branch with LRS), starting a race condition. As soon as one internal

node is discharged to VDD −VT,PMOS, the PMOS transistor driven by that node turns on and

starts to pull up the other internal node. This decides the race, before the feedback of the latch

restores full logic levels.

Modifications for Robust Sub-VT Operation

A correct read depends on the modulation of the discharge current by the complementary

ReRAMs. However, referring to Fig. 3.20, the discharge current might be altered due to other

reasons: 1) different pull down networks in the two branches due to the use of a simple inverter

on one side and a tri-state inverter on the other side; and 2) mismatch between transistor

pairs (in the inverters and in the dedicated read transistors) and ReRAMs, caused by local

variations. For high supply voltages (0.8–1.8 V), the rather small ratio between the HRS and

the LRS (around 2) is still high enough to overcome these alterations in discharge current.

In fact, the circuit shown in Fig. 3.20 reads correctly under within-die parametric variations

(for both the MOS transistors and the ReRAMs), provided that the pull-down strength of

the single inverter is engineered to match the one of the tri-state inverter under nominal

conditions. However, for operation in the sub-VT domain (for example at 0.4 V), the following

modifications are necessary to ensure correct read, as shown in Fig. 3.22: 1) the circuit needs

to be fully symmetric; to this end, two always-on transistors (Dn and Dp ) are inserted into
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Figure 3.22: ReRAM-based non-volatile flip-flop optimized for robust sub-VT operation; circuit
parts are highlighted in colors according to their activation for different operating modes.

the simple inverter to mimic the tri-state inverter, 2) all transistor pairs are upsized for better

matching.

3.4.3 Simulation Results

This Section verifies the robustness, with special emphasis on the ReRAM read operation, and

characterizes the energy for both previously introduced non-volatile flip-flop architectures,

optimized for above-VT and sub-VT operation, respectively. All simulations run by Spectre

assume a typical-typical (TT) process corner at 27◦C. A dynamically adjustable power supply

is presumed, switching between 2.4 V for write operations, and a lower value (VDD,read) for read

as well as normal operation (flip-flop sampling operation). VDD,read assumes the technology’s

nominal value (1.8 V), a near-VT value (0.8 V), and a sub-VT value (0.4 V). Monte Carlo circuit

simulations (1000 runs) account for local parametric variations of all MOS transistors, accord-

ing to statistical distributions provided by the foundry. While sophisticated statistical models
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of the ReRAMs are not available yet, we assume that the HRS and the LRS follow a Gaussian

distribution. The measured, nominal values of HRS (1.4 MΩ) and LRS (800 kΩ) are taken

as mean values, denoted by µ(HRS) and µ(LRS), respectively. The values 40 kΩ, 80 kΩ, and

160 kΩ corresponding to 5%, 10% and 20% of µ(LRS), respectively, are taken for the standard

deviations, denoted by σ(HRS) and σ(LRS).

Sub-VT Robustness Analysis

Among normal sampling, write, and read operations, read is the most critical one. Studies

have shown that normal operation of CMOS flip-flops can be robust in the sub-VT domain [33],

while the write operation uses an elevated supply voltage. The read operation of the non-

volatile flip-flop topology built for above-VT operation (see Fig. 3.20) is simulated at 0.8 V,

while the topology optimized for sub-VT operation (see Fig. 3.22) is evaluated at both 0.8 V

and 0.4 V. An appropriate metric to assess the read robustness is the initial discharge current

(Iread) flowing through the two branches of the slave latch right after the de-assertion of the

EQUALIZE signal. Fig. 3.23 shows the distributions of Iread for the sub-VT-optimized topology,

at 0.4 V, for different standard deviations of HRS and LRS. For a well-controlled, repeatable

ReRAM process with σ(HRS) = σ(LRS) = 40kΩ, the discharge current flowing through the

branch containing the ReRAM in the HRS is clearly lower than the current flowing through the

other branch (non-overlapping Iread distributions). This results in zero read failures out of 1k

Monte Carlo runs, as shown in Fig. 3.24. For a less precisely controlled ReRAM process with

higher standard deviation of the resistance (σ(HRS) =σ(LRS) = 160kΩ), the distributions of

Iread start to overlap, which results in a small read failure probability of around 4%. Finally,

Fig. 3.24 illustrates the high effectiveness of the proposed circuit optimizations for robust

sub-VT operation: the optimized circuit, supplied with 0.4 V, exhibits a much lower read

failure probability than the initial, unoptimized circuit, even if the latter is supplied with a

higher voltage of 0.8 V. For a badly controlled ReRAM process, rising the supply voltage of the

optimized circuit from 0.4 V to 0.8 V yields a virtually zero read failure probability, while, of

course, the read failure probability remains zero for a well-controlled ReRAM process.

Energy Characterization

Fig. 3.25 shows the energy dissipation of a single read and write operation of the non-volatile

sub-VT flip-flop (see Fig. 3.22). The main power supply VDD (used for read and normal

operations) is swept from 1.8 V to 0.4 V. Prior to a write operation the power supply is always

risen to 2.4 V. For each VDD, the read operation is performed at maximum speed, with the

minimum required pulse widths for EQUALIZE and READ signals, given in Fig. 3.21. Initially,

voltage scaling from 1.8 V to 0.8 V considerably reduces the read energy; however, the active

energy benefits of further scaling are offset by longer pulse widths at 0.4 V (in the order of µs

instead of tens of ns) and the associated integration of leakage currents.

For a main VDD of 1.8 V and 0.4 V, the supply needs to be risen by 0.6 V and 2 V for a write
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Figure 3.23: Statistical distribution of the discharge current (Iread) through the two branches of
the slave latch of the sub-VT-optimized non-volatile flip-flop, for 0.4 V, given for two different
standard deviations of the ReRAM’s resistance.

operation, respectively. As illustrated in Fig. 3.25, the lower the main VDD is, the larger the

transition to 2.4 V, and the larger the write energy. For comparison, Fig. 3.25 also shows the

energy cost of 5 normal sampling operations at 100 MHz, 1 MHz, and 100 kHz for 1.8 V, 0.8 V,

and 0.4 V, respectively. Finally, the minimum total energy for sleep preparation and wake-up,

found at 0.8 V, is 735 fJ. The write energy mostly depends on the ReRAM stack, whereas the read

energy depends on the circuit topology. A direct comparison with previous work is difficult due

to missing energy reports and a multitude of different ReRAMs. However, the total read+write

energy of the sub-VT-optimized circuit is compared with the energy of the leakage-optimized

latch from Section 3.3. This shows that the sub-VT-optimized non-volatile flip-flop is more

energy efficient for system sleep times longer than 1.47 s.

3.5 Conclusions

This Chapter has addressed the lack of good ultra-low power (ULP) sub-VT memory compilers

by utilizing a fully automated standard-cell based memory (SCM) compilation flow, espe-

cially interesting for ULP systems (such as biomedical systems) requiring only small storage

capacities of several kb.

In fact, for standard-cell based ultra-low power designs which need to operate in the sub-VT
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regime, standard-cell based memories (SCMs) are an interesting alternative to full-custom

SRAM macrocells which must be specifically optimized to guarantee reliable operation by

using 8T, 10T, . . . , 14T bitcells and/or low-voltage write and read assist circuits. The main

advantages of SCMs exclusively synthesized from commercial standard-cell libraries (SCLs)

are the reduced design effort, reliable operation for the same voltage range as the associated

logic, high speed (when compared to corresponding full-custom sub-VT SRAM macrocells),

and reasonably good energy efficiency for maximum-speed operation. The drawbacks are the

area penalty (for storage arrays larger than a few kb) and a loss in energy efficiency compared

to full-custom designs when operating at the same clock frequency.

Energy-efficient sub-VT SCM design is driven by the fact that most of the energy is consumed

due to leakage while active energy plays only a minor role, especially for large configurations.

Considering only commercial SCLs, a design based on latches using clock-gates for the write

logic and glitch-free multiplexers for the read logic achieves the best energy efficiency and has

the smallest silicon area. For the same maximum throughput but smaller write address setup-

times, the latches may be replaced by flip-flops. If the analysis is limited to commercial SCLs

for minimum design effort, the best-practice SCM implementations for above-VT operation

(previously identified in Chapter 2) and for sub-VT operation coincide. This means that

the chosen SCM topology supports dynamic voltage and frequency scaling (DVFS) while

remaining the optimum topology irrespective of the supply voltage.

Unfortunately, commercial SCLs are primarily optimized for high speed at nominal voltage,

but not for low leakage or high robustness at sub-VT voltages. In order to aggressively push for

ultra-low leakage power and access energy (at the cost of a speed degradation) with a small

extra effort for only one custom-designed standard-cell, it is best to use a latch with tri-state

inverters, transistor stacks, and channel length stretching, as well as a tri-state read logic.

In fact, the design and integration into the SCM compilation flow of a single standard-cell

(D-latch with 3-state output buffer) addresses all dominant SCM leakage contributors at once

and cuts the leakage power of SCMs into half compared to using only commercial SCLs. Silicon

measurements show that a 3-state read logic with up to 128 words per bit-line operates reliably

in the sub-VT regime down to 420 mV. Counter to intuition, weaker 3-state buffers not only

reduce leakage, but also shorten the bit-line delay compared to stronger 3-state buffers as the

total leakage current of all disabled 3-state buffers becomes significant compared to the active

drive current in the sub-VT regime. A 4kb SCM manufactured in 65 nm CMOS technology

consumes a leakage power of 500 fW per stored bit (at data-retention voltage of 220 mV) and

dissipates a total (active and leakage) energy of 14 fJ per accessed bit (at energy-minimum

voltage of 500 mV), thereby outperforming all previously reported sub-VT memories in 65 nm

CMOS technology.

While the sub-VT SCMs based on custom-designed ultra-low-leakage latches and read logic

already exhibit an extremely low standby leakage power, non-volatile flip-flop (NVFF) circuits

based on emerging ReRAM technology have been proposed, as well. These NVFFs leverage

the use of sub-VT operation to enable future energy-efficient VLSI systems with zero-leakage
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sleep states. The considered oxide stacks switch their resistive state with a 0.18µm CMOS-

compatible voltage of 2 V and under a low current compliance of 10µA. The write energy is

mostly ReRAM technology dependent. Thanks to sub-VT and near-VT operation the read

energy is brought down to 5.4% of the total read+write energy. The read energy improvement

saturates between near-VT and sub-VT due to the increase in the minimum required READ

pulse time. With the currently used OxRAM technology, the break-even sleep time for which

the use of the sub-VT NVFF circuit results in net energy savings compared to our retentive

500 fW leakage-power latch is 1.47 s. Monte Carlo simulations demonstrate a robust restore

operation (ReRAM read operation) at 0.4 V, accounting for parametric variations in both

ReRAM devices and MOS transistors. Robustness can be further increased by having a larger

ratio between the high and low resistance values of the ReRAM.

Briefly, sub-VT SCMs are very convenient to implement robust embedded memories operated

at ultra-low voltages, due to the lack of good sub-VT SRAM compilers. Beside voltage scaling,

SCMs also support technology down-scaling and can easily be adopted as soon as a commer-

cial standard-cell library becomes available. Thanks to the design of a dedicated, ultra-low

leakage standard-cell, our silicon-proven sub-VT SCMs exhibit lower leakage power and access

energy per bit compared to all prior-art sub-VT SRAMs in a 65 nm CMOS node. Our sub-VT

non-volatile flip-flop based on oxide memory (OxRAM) devices enables energy savings for

relatively long sleep times in the order of seconds; this type of embedded, non-volatile storage

element can be interesting for environmental monitoring, sensor networks, or periodic health

monitoring systems which perform a sensor readout every hour or so. While conventional,

purely CMOS based, volatile SCMs can immediately and reliably be used in every VLSI system

requiring small storage arrays of several kb, the large adoption of ReRAM-based, non-volatile

SCMs will become interesting in future VLSI SoCs as soon as the ReRAM manufacturing

processes (e.g., for oxide stacks) become mature enough to guarantee high yield.
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4 Gain-Cell Based eDRAMs (GC-
eDRAMs)

While 6T-bitcell SRAM macrocells are the mainstream solution for memories embedded in

VLSI SoCs, and while standard-cell based memories (SCMs) can be an interesting replace-

ment for SRAM in many cases (as discussed in Chapter 2 and Chapter 3), embedded dynamic

random-access memory (eDRAM) is a further alternative to implement embedded memories.

The conventional eDRAM bitcell uses a dedicated storage capacitor to store information in

form of electric charge and a MOS transistor to access the basic bitcell for read and write

operations; unfortunately, such conventional 1-transistor-1-capacitor (1T-1C)-bitcell eDRAM

requires special processing steps to manufacture high-density stacked or trench capacitors

and is therefore not directly compatible with standard digital CMOS technologies. As op-

posed to conventional 1T-1C eDRAM, gain-cell (GC) based eDRAM (GC-eDRAM) is fully

logic-compatible since it is built exclusively from MOS transistors, used as access transistors

and MOSCAPs, and optionally by the readily available metal stack and vias for enhanced stor-

age node capacitance. As such, GC-eDRAM is an interesting alternative to 6T-bitcell SRAM and

1T-1C eDRAM, since it combines many of the advantages of SRAM (e.g., the logic compatibil-

ity) and 1T-1C eDRAM (e.g., higher density than SRAM), while it avoids most of the drawbacks

of SRAM (e.g., large bitcell) and of 1T-1C eDRAM (e.g., destructive read, write-back operation,

and extra cost for special processes). The main drawback of GC-eDRAM compared to SRAM is

the need for a periodic refresh operation, unless the entire memory block is frequently and

periodically updated with new data.

Section 4.1 discusses in detail the advantages and potential drawbacks of GC-eDRAM com-

pared to SRAM and 1T-1C eDRAM, and provides a detailed review of the field of GC-eDRAM

design, identifying not only bitcell and peripheral circuit techniques, but also the main target

applications. All following Sections present our particular gain-cell bitcell and GC-eDRAM

macrocell designs and analyses, targeting a large range of applications from robust low-

voltage/low-power gain-cell storage arrays with extended retention times and low refresh

power for systems operated at near-VT and even sub-VT supply voltages, to high-density stor-

age arrays for high-performance, potentially error-resilient VLSI systems (operated at nominal

voltage). More precisely, Section 4.2 studies the impact of voltage scaling on the retention
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time of GC-eDRAM and shows that, counter to intuition, voltage scaling can improve the

retention time in some cases, depending on the write access statistics and the write bit-line

(WBL) control scheme. With this encouraging results, Section 4.3 considers voltage scaling to

the near-threshold (near-VT) domain, and proposes several techniques to extend the retention

time of near-VT GC-eDRAM, including reverse body biasing and replica cells for optimum

refresh timing, in order to reduce the data retention power. Silicon measurements of a test

chip containing several GC-eDRAM arrays verify the effectiveness of the various proposed

retention time extension techniques. Next, Section 4.4 goes a step further in terms of voltage

scaling and, for the first time, investigates the feasibility of GC-eDRAMs operated at sub-VT

supply voltages. It is shown that sub-VT GC-eDRAM is a viable option in mature CMOS nodes

(which are especially interesting for ultra-low power systems), while high leakage currents and

low in-cell storage capacitors (built from the metal stack) lead to prohibitively short retention

times in deeply scaled CMOS nodes. Therefore, the supply voltage should only be scaled down

to the near-VT domain for viable operation of GC-eDRAM in sub-40 nm CMOS nodes. Finally,

Section 4.5 presents the design and analysis of a multilevel gain-cell eDRAM storing several

bits per basic gain-cell for high storage density at the cost of a small read failure probability

which can be tolerated by some error-resilient systems. Moreover, since access times of this

multilevel GC-eDRAM are rather long, replica techniques for frequency guardband reduction,

eventually leading to faster access times are presented, as well. Conclusions are drawn at the

end of each Section.

This Chapter is mostly based on our previous publications [29, 63, 112, 65, 113, 114, 115].

4.1 Introduction to GC-eDRAM

A gain-cell is a dynamic memory cell built exclusively from MOS transistors, either used as

write and read access transistors or as MOSCAPs, and optionally from parasitic capacitors

between metal lines and vias to increase the in-cell storage capacitor. Therefore, a gain-cell is

fully compatible with mainstream digital CMOS technologies, and GC-eDRAM macrocells can

readily be integrated with any digital system at no additional manufacturing cost for special

process options. A large variety of different gain-cell topologies has been proposed in the last

decade, consisting of 2−4 transistors. All of them exhibit a write access device (MW) to access

the capacitive storage node (SN) and deposit charge on it. Moreover, all gain-cell topologies

have an SN capacitor which consists of a dedicated MOSCAP, the junction capacitance of MW,

and in some cases of sidewall and parallel-plate capacitors built above the cell footprint with

the available metal lines and vias. In the smallest 2-transistor (2T) gain-cell configuration, the

dedicated storage transistor (MOSCAP) is also used as read transistor (MR); the 3-transistor

(3T) gain-cell configuration exhibits a more robust read operation by using a separate MR.

Some 4-transistor (4T) gain-cells use an additional MOSCAP to increase the SN capacitor and

to capacitively couple the read bit-line (RBL) to the SN for increased read robustness. The term

“gain-cell” stems from the transconduction gain of the read transistor MR, which translates a

voltage level on the SN, or, equivalently, the gate voltage of MR into an output sense current
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(the drain current of MR). From a similar viewpoint, the term “gain” can also relate to the fact

that a small amount of charge on the SN leads to a large charge flow on the read bit-line (RBL)

during readout thanks to the use of MR [116].

4.1.1 Advantages and Drawbacks of GC-eDRAM

GC-eDRAM has several advantages compared to both SRAM and 1T-1C eDRAM. In fact, a

gain-cell is significantly smaller than a 6T SRAM bitcell; typically, area savings of at least 50%

can be achieved by employing gain-cells instead of SRAM bitcells. Moreover, gain-cells have

much lower aggregated bitcell leakage than SRAM bitcells. This reduced bitcell leakage current

can even lead to lower data retention power, i.e., leakage power and active refresh power, for

GC-eDRAM compared to the static leakage power of a corresponding SRAM macrocell [117].

Compared to conventional 1T-1C eDRAM, GC-eDRAM does not require any special processing

steps to build high-density trench or stacked capacitors [30], which would require 4 to 6 extra

masks and would add cost to a digital CMOS process [8]. As a further advantage compared to

1T-1C eDRAM, gain-cells enable a non-destructive read operation and thereby avoid the need

for a write-back (restore) operation. Furthermore, compared to both the 6T SRAM bitcell and

the 1T-1C bitcell, all gain-cell topologies have a separate read and write port, which allows to

build two-port GC-eDRAM macrocells at virtually no area overhead compared to single-port

macrocells. Both the 6T SRAM bitcell and the 1T-1C bitcell share the same bit-line(s) (BL)

and word-line (WL) for both write and read accesses; additional hardware is required in each

basic storage cell to allow simultaneous write and read access to a storage array built from

SRAM or conventional DRAM cells. The use of two-port GC-eDRAM macrocells is appealing

to ensure high memory bandwidth compared to single-port macrocells [118]; this can be

especially interesting to recover some of the speed penalty resulting from voltage scaling (for

low power consumption), or simply to ensure high access bandwidth for GC-eDRAMs used

as caches in high-performance microprocessors. Finally, the separate write and read ports

of all gain-cell topologies allow to independently and simultaneously optimize the bitcell for

good write-ability and read-ability, which is especially important for the implementation of

embedded memories in aggressively scaled CMOS nodes (characterized by high parametric

variations) and/or operated at low voltages (in which case parametric variations become

problematic due to degraded on/off current ratios). Note that the possibility to simultaneously

and independently size the transistors in a gain-cell for robust read and robust write is a

unique property of gain-cells which cannot be found in the 6T SRAM bitcell or in the 1T-1C

eDRAM cell. In fact, in case of SRAM bitcells, additional transistors are required to avoid write

contention and to improve read-ability. These various advantages of gain-cells compared

to the traditional 6T SRAM and 1T-1C bitcells motivate the analysis and optimization of GC-

eDRAM for use as embedded memories in a large variety of future VLSI SoCs implemented in

scaled CMOS nodes and operated a scaled voltages.

Beside this long list of advantages, the main drawback of GC-eDRAM, compared to SRAM, is

the dynamic storage mechanism, which requires periodic, power-consuming refresh cycles
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(unless the memory block is anyway periodically updated, such as the internal memories of

the LDPC decoder presented in Section 2.3.2). Compared to the conventional 1T-1C eDRAM

bitcell, the total in-cell storage capacitor of gain-cells is considerably smaller, which leads

to shorter retention times and requires more frequent refresh cycles. Also, there is a large

variability of per-cell retention time across a GC-eDRAM array [64, 113], and, unfortunately,

the global refresh rate needs to be set according to the gain-cell with the worst retention

time, unless spare rows or columns in conjunction with programmable address decoders are

used [18]. Later in this Chapter, in Section 4.2 and Section 4.3, we present several techniques

to improve the retention time of GC-eDRAM in order to render it even more attractive for use

in future VLSI systems. Before presenting our specific GC-eDRAM designs, a detailed review

of the field of GC-eDRAM is presented in the following, which also positions our own work

with respect to prior-art GC-eDRAM implementations.

4.1.2 Review of GC-eDRAM Target Applications and Circuit Techniques

Categorization of GC-eDRAM Implementations

From the large number of recent publications on GC-eDRAM, it is possible to identify four

main categories of target applications: 1) high-end processors requiring large embedded

cache memories; 2) general system-on-chip designs; 3) low-voltage low-power systems, such

as biomedical systems; and 4) fault-tolerant systems including channel decoders for wireless

communications.

Gain-Cells for High-End Processors The vast majority of recent research on GC-eDRAM is

dedicated to large embedded cache memories for microprocessors [119, 120, 116, 121, 28, 122,

123, 124, 125, 126, 117]. In fact, GC memories are considered to be an interesting alternative to

SRAM, which has been the dominant solution for cache memories for decades. This is due to

the GC-eDRAM’s higher density, increased speed, and potentially lower leakage power. Besides

the obvious advantage of high integration density, the main design goal for GC memories in

this application category are high speed operation and high memory bandwith, especially for

industrial players like IBM [121] and Intel [28, 122], and recently also for academia [126, 117].

A smaller number of research groups specify low power consumption as their primary design

goal [124, 125]. A recent study shows that in fact, as mentioned before, GC memories can

potentially consume less data retention power (i.e., the sum of leakage power and refresh

power) than SRAM arrays (leakage power only) [117].

General Systems-on-Chip (SoCs) Several authors are not very specific about their target

applications [127, 128, 129], as they only mention general SoCs. However, they follow the

same trend as the aforementioned processor community by proposing GC memories as a

replacement for the mainstream 6T-bitcell SRAM solution. For these SoC applications, the

main drivers are the potential for higher density and lower power consumption than SRAM.
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Gain-Cells for Ultra-Low Power (Biomedical) Systems While the previously described tar-

get applications require relatively high memory bandwidth, several recent GC memory publi-

cations target low-voltage low-power applications (mostly in the biomedical domain). A GC

memory implemented in a mature low-leakage 180 nm CMOS process achieves low retention

power through voltage scaling well below the the nominal supply voltage [130]. The positive

impact of supply voltage scaling on retention time for given access statistics and a given write

bit-line control scheme is demonstrated in our own work [65] and expatiated on in Section 4.2,

proposing near-threshold (near-VT) operation for long retention times and therefore low re-

tention power. We have also proposed reverse body biasing (RBB) [113] and replica techniques

in order to further enhance the retention time and reduce the power consumption of near-VT

GC-eDRAM macrocells, as will be shown in Section 4.3. Moreover, our recent studies [114, 115]

show that the supply voltage of GC arrays can even be scaled down to the subthreshold (sub-

VT) domain, while still guaranteeing robust operation and high memory availability for read

and write operations; more details on these studies follow in Section 4.4.

Gain-Cells for Wireless Communications Systems A small number of recently presented

GC memory designs, including some of our own designs, are fundamentally different from the

aforementioned works, as they are specifically built and optimized for systems which require

only short retention times, and in some cases, are tolerant to a small number of hardware

defects (read failures) [21]. The refresh-free GC memory used in a recently published low-

density parity-check (LDPC) decoder is periodically updated with new data, and therefore

requires a retention time of only 20 ns [50]. Besides safely skipping power-hungry refresh

cycles and designing for low retention times, our own works in [63, 112], presented in more

detail in Section 4.5, also exploit the fact that wireless communications systems and other

fault-tolerant systems are inherently resilient to a small number of hardware defects. In fact, by

proposing memories based on multilevel GCs, the storage density of GC memories is further

increased at the price of a small number of read failures which do not significantly impede the

system performance [63, 112].

Comparison of State-of-the-Art Implementations Fig. 4.1 shows the bandwidth and the

technology node of state-of-the-art GC memory implementations, highlighted according to

target application categories. References appearing multiple times correspond to different

operating modes or operating points of the same design. The figure shows a difference of

more than four orders-of-magnitude in the achieved memory bandwidth among the various

implementations. GC memories designed as cache memory for processors achieve around

10 Gb/s if implemented in older technologies and over 100 Gb/s if implemented in a more

advanced 65 nm CMOS node. Most memories designed for wireless communications systems

or generally for SoCs still achieve bandwidths between 1 and 10 Gb/s. Only the high-density

multilevel GC array has a lower bandwidth due to a slow successive approximation multilevel

read operation [112]. GC memories targeted towards biomedical systems are preferably imple-

mented in a mature, reliable 180 nm CMOS node and achieve sufficiently high bandwidths
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Figure 4.1: Bandwidth vs. technology node of several published GC-eDRAM implementations.

between 10 Mb/s and several 100 Mb/s at near-VT or sub-VT supply voltages.

Fig. 4.2 plots the retention power (i.e., the sum of refresh power and leakage power) of previ-

ously reported GC memories versus their retention time. For energy-constrained biomedical

systems, long retention times of 1–10 ms are a key design goal in order to achieve low retention

power between 600 fW/bit and 10 pW/bit. The memory banks of the LDPC decoder have a

nominal retention time of 1.6µs [50], which is around four orders-of-magnitude lower than

that of the arrays targeted at biomedical systems. Even though the reported power consump-

tion of 5µW/bit corresponds to active power [50], it is fair to compare it to the retention power

of other implementations, as data would anyway need to be refreshed at the same rate as new

data is written. Interestingly, the power consumption per bit of this refresh-free eDRAM is

almost seven orders-of-magnitude higher than the retention power per bit of the most efficient

eDRAM implementation for biomedical systems. The retention time and retention power

of GC memories for processors are in between the values for the wireless and biomedical

application domains. Overall, of course, it is clearly visible that enhancing the retention time

is an efficient way to lower the retention power.

The area cost per bit (ACPB) is defined as the silicon area of the entire memory macro (includ-

ing peripheral circuits), divided by the storage capacity. As opposed to the simple bitcell size
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Figure 4.2: Retention power vs. retention time for several published GC-eDRAM implementa-
tions.

metric, ACPB accounts for the area overhead of peripheral circuits and is a more suitable met-

ric to compare different memory implementations. Moreover, we define the array efficiency as

the bitcell size divided by the ACPB; note that the array efficiency is a technology-independent

metric. Fig. 4.3 shows the comparably higher ACPB of biomedical GC memories due to the

use of a mature 180 nm CMOS node. However, despite their small storage capacity require-

ments, these implementations achieve a high array efficiency of over 0.5, by using small yet

slow peripheral circuits [130]. On the other hand, none of the GC memories targeted toward

processors, wireless communications, or SoC applications achieves an array efficiency as high

as 0.5, meaning that over half of the area of those macrocells is occupied by peripheral circuits.

Circuit Techniques for Target Applications

GC-eDRAMs have been shown to be an attractive alternative to traditional SRAM arrays for

large caches, wireless communication systems, and ultra-low power systems. Hereinafter, we

will take a closer look at the circuits used in these GC-eDRAM implementations, and analyze

the compatibility of these techniques with their target metrics.

95



Chapter 4. Gain-Cell Based eDRAMs (GC-eDRAMs)

0 2 4 6 8 10
0.2

0.3

0.4

0.5

0.6

0.7

[128]

[120]

[122]

[130]

[117]

[65]

[112]

Area cost per bit [µm2/bit]

A
rr

a
y 

e
ff
ic

ie
n

cy Biomedical

High-end processors
Wireless
SoC

Figure 4.3: Array efficiency vs. area cost per bit (ACPB) for several published GC-eDRAM
implementations.

Gain-Cell Topologies An extensive comparison between recent GC topologies is presented

in Table 4.1. The common feature for all these circuits is their reduced transistor count, as

compared to traditional SRAM circuits. The highest device count appears in [121], comprising

three transistors and a “gated diode” (MOS transistor acting as storage device and amplifier),

with all other proposals made up of three [119, 116, 129, 124, 125, 128, 63, 112, 50] or two [120,

28, 122, 117, 130, 65, 114, 115] transistors. The obvious implication of the transistor count is

the bitcell size; however, the choice of the topology is application dependent, as well. The

simple structure of the 2-transistor (2T) topologies usually includes a write transistor (MW)

and a combined storage and read transistor (MR). MW connects the write bit-line (WBL) to the

storage node (SN) when the write word-line (WWL) is asserted, and MR amplifies the stored

charge signal by driving a current through the read bit-line (RBL) when the read word-line

(RWL) is asserted. The 2T structure results in coupling effects between the control lines and

the SN, which can affect the data integrity and degrade performance. Therefore, a third device

is often added, primarily to avoid disturbing couplings from the RWL onto the SN and to

reduce RBL leakage. These 3-transistor (3T) gain-cell configurations give up some of the

density advantage of gain-cells for the benefit of enhanced speed performance, robustness,

and/or retention time. The boosted 3T topology of [125] utilizes the coupling effect to extend

the retention time by connecting MR to RWL rather than ground, thereby negating some of the
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Table 4.1: Overview of gain-cell circuit techniques according to target applications.
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positive SN voltage step inherent to the PMOS MW configurations. Interestingly, large cache

memory designs [122, 120, 117] prefer the 2T topology at the cost of additional peripheral
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hardware to retain high speed performance. An interesting choice of the 2T topology is used

in [114] even though the target application is a small array for ultra-low power (biomedical)

systems. In this case, the stacked readout path of the 3T topology proved to be too slow under

sub-VT biases.

Device Choices The majority of today’s CMOS process technologies provide several device

choices, manipulating the oxide thickness and channel implants to create several threshold

voltage (VT) and maximum voltage tolerance options. Careful choice of the appropriate device

(PMOS/NMOS, standard/high/low VT) can provide orders-of-magnitude improvement in

GC performance, as apparent in Table 4.1. PMOS devices suffer from lower drive strength

than their NMOS counterparts, but have substantially lower subthreshold conduction and

gate leakage. For most of the common process technologies, the primary cause of storage

node charge loss is subthreshold conduction through MW, and therefore the ultra-low power

implementations [130, 114] employ a high-VT or I/O PMOS to substantially extend retention

time. Gate leakage is a substantial contributor in thin oxide nodes, and so the all-PMOS 2T

configuration [122] balances the subthreshold conduction and the gate leakage out of and

in to the storage node to improve retention time. The decoder system of [50] requires high

performance with very short retention times, and therefore an all NMOS low-VT circuit is used.

Low-VT devices are used in the readout path of several other publications [117, 128] in order to

improve the read speed without increasing the static power, as there is a zero drain-to-source

voltage drop across MR during write and standby cycles.

The device choices affect the capacitive couplings to and charge injection onto the SN. WWL

access significantly modifies the initial level of the storage node, depending on several factors.

A PMOS write transistor passes a weak ‘0’, and an NMOS passes a weak ‘1’; therefore an

underdrive (for PMOS MW) or boosted (for NMOS MW) access voltage of WWL is necessary

to pass a full level to the storage node. However, the larger the WWL swing is, the larger the

capacitively coupled voltage step on the storage node during WWL deassertion . A PMOS MW

is cut-off by the rising edge of WWL, resulting in both capacitive coupling and charge injection

to the storage node. Therefore, the initial ‘0’ value will always be significantly higher than

ground for a PMOS MW, and the initial ‘1’ value will be significantly lower than VDD for an

NMOS device. This limits the storage node range and degrades both the readout overdrive,

as well as the retention time. In a 2T gain-cell, using the same device option for MR as for

MW induces an additional step in the same direction during read access, further impeding

the performance. A hybrid cell, mixing NMOS and PMOS devices [114, 128, 117, 63, 112], can

be used to combat these effects, at a small area overhead for two different wells within each

bitcell.

Peripheral Circuit Techniques In addition to the choice of a gain-cell topology and device

options, several peripheral circuit techniques have been demonstrated to further improve

system performance according to the target application. One simple and efficient technique
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is the employment of a sense buffer in place of a standard sense amplifier (SA) in low-power

systems [130, 114, 65]. This implementation requires a larger RBL swing, trading off speed for

area and PVT sensitivity. The area trade-off is apparent in Fig. 4.3 as [130] shows exceptionally

high area efficiency. Several other SA configurations have been demonstrated to deal with

various design challenges. Chun et al. [117] overcome the problem of small RBL voltage swing

by using a current mode SA featuring a cross-coupled PMOS latch and pseudo-PMOS diode

pairs. Other SA designs include p-type gated diodes [119, 116, 121], offset compensating

amplifiers [120], single-ended thyristors [50], and standard latches [122]. The most complex

sensing scheme is used for multilevel gain-cells in [63, 112]: to decipher the four data levels, a

successive approximation sensing scheme is used.

Several publications [130, 114, 128, 65] discharge WBL during non-write operations to extend

retention time that is worse for a stored ‘0’ than a ‘1’ with a PMOS WM. A “write echo refresh”

technique was employed by Ichihashi et al. [128] to further reduce the WBL=‘1’ disturbance.

In this technique, the number of ‘1’ write-back operations during refresh are counted and

oppositely biased to combat the disturbance. The authors of [125] recognized that the steady

state level of a ‘1’ and ‘0’ is common, so they monitor this level and use it as the WBL voltage

for writing a ‘1’. This minimizes the ‘0’ level disturbance without impeding the worst-case ‘1’

level. For the system proposed in [117], WBL switching speed is the performance bottleneck,

and therefore a half-swing WBL is employed, improving the write speed and reducing the

write power.

An issue that is rarely discussed in 2T bitcell implementations is the voltage saturation of RBL

during readout. Depending on the implementation of MR, readout is achieved by either charg-

ing (NMOS) or discharging (PMOS) RBL. However, once RBL crosses a threshold (depending

on the current ratio of the selected bitcell and the number of off unselected cells), a steady

state is reached. This phenomena not only limits the swing available for RBL sensing, but also

causes static current dissipation that is present throughout the entire read operation. This is

one of the phenomena which should be considered when choosing the appropriate VDD for a

low-power GC. Somasekhar et al. [122] combat the self clamping of RBL by explicitly clamping

its voltage with designated devices.

Summary and Conclusions

We reviewed and compared recently proposed GC memories, categorizing them according to

target applications and overviewing the characteristics that make them appropriate for these

applications. A closer look into the circuit design of these arrays provided further insight into

the methods used to achieve the required design metrics through the use of different bitcell

topologies, device options, technology nodes, and peripheral circuit implementations. To

summarize briefly, the following best-practice guidelines should be used when designing GC

arrays for future applications:

• High-VT write access transistors for long retention times and low refresh power, in
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conjunction with area-efficient sense buffers for high array efficiency are most suitable

to meet the storage requirements of ultra-low power (biomedical) systems.

• High-speed applications should use sensitive sense amplifiers to overcome small voltage

differences, and should consider the use of low-VT readout transistors for improved read

access speed.

• Frequently updating systems can trade off high-speed access for limited retention time

to achieve improved bandwidth.

4.2 GC-eDRAMs Operated at Scaled Supply Voltages

While almost all previous works on GC-eDRAM considered operation at nominal supply volt-

age for high speed performance and high memory bandwidth (see Section 4.1), this Section

investigates the impact of voltage scaling on the retention time and power consumption of a

2-transistor (2T)-bitcell GC-eDRAM. Targeting near-threshold computing (NTC) [15] systems

(see middle column of Table 1.1 in Section 1.2) which are characterized by low power con-

sumption at still relatively high speed performance, we investigate the limit of voltage scaling

for GC-eDRAM such that all operations still rely on on-currents of the inherent transistors

(avoiding the use of subthreshold conduction for active operations, which is addressed later in

Section 4.4). This voltage limit for the main supply which still ensures fast circuit operation is

derived for the case of using an underdrive voltage for the write word-line (WWL) and for the

case of using a single, main supply for the entire GC-eDRAM macrocell. Interestingly, the re-

tention time can be increased when scaling down the supply voltage for given memory access

statistics and a given write bit-line (WBL) control scheme. Moreover, for a given supply voltage,

the retention time can be further increased by controlling the WBL to a voltage level between

the supply rails during idle and read states (which, however, has a considerable overhead

for voltage generation). These two concepts are proved by means of Spectre simulation of a

GC-eDRAM macrocell implemented in 180 nm CMOS technology and operated at only 40 %

of the nominal supply voltage. In order to maintain high memory bandwidth even for reduced

operating frequencies at scaled voltages, we show that a 2T-bitcell GC-eDRAM macrocell can

easily be implemented as a two-port memory at a negligible area overhead compared to a

single-port memory implementation.

Section 3.1 has reviewed specially designed SRAM macrocells operating reliably at scaled

supply voltages at the price of relatively large 8-transistor (8T) [90], 10T [6], or even 14T [89]

bitcells. The entire Chapter 3 was dedicated to synthesized latch arrays and flip-flop arrays

which are a more straightforward approach to reliable low-voltage storage arrays than SRAMs

but have an even larger area cost for storage capacities higher than a few kb [33]. In conven-

tional 1-transistor-1-capacitor (1T-1C) embedded DRAM (eDRAM), the offset voltage of the

sense amplifier limits voltage downscaling, unless dedicated offset cancellation techniques are

used [131]. Another major obstacle in low-voltage 1T-1C eDRAM is the degradation of the data

retention time, which requires power-consuming refresh operations more frequently [131].
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Furthermore, as expatiated on in Section 4.1, conventional 1T-1C eDRAMs require special

process options to build high-density 3D capacitors, which adds cost to standard digital CMOS

technologies. As a further attractive option for building embedded storage arrays operated

at scaled voltages, gain-cells are smaller than any SRAM bitcell, latches, and flip-flops, while

they are fully compatible with standard digital CMOS technologies. While most previous

works promote GC-eDRAM as denser successor of SRAM for on-die caches in high-end proces-

sors [125, 28] (see Section 4.1), only a small number of works investigate GC-eDRAM operation

at scaled voltages: 1) a dual threshold-voltage (dual-VT) GC storage array [130] is operated at

a fraction of the nominal supply voltage; the circuit increases the retention time by using a

high threshold-voltage (high-VT) write access transistor (WT); and 2) another storage macro

based on a boosted 3-transistor (3T) GC [132] is operable in a supply voltage range from 1.2

down to 0.7 V and uses preferential storage node boosting at the time of reading to increase

the retention time (and the read speed).

Previously reported GC-eDRAM macrocells are not clearly classified as either single-port or

two-port implementations. Furthermore, while previous work on GC storage arrays targets a

given supply voltage (or supply voltage range) and presents dedicated techniques to increase

the retention time, the impact of supply voltage scaling on the retention time has not been

systematically investigated yet. Moreover, previous publications do not clearly state the

assumed write access statistics for the measurement of the retention time, while frequent

write accesses may in fact significantly degrade the retention time.

Therefore, the remainder of this Section reviews why GCs are inherently suitable for two-port

memory implementations with a negligible area-overhead compared to single-port imple-

mentations. The limit to supply voltage scaling in 2T-bitcell GC-eDRAM in the occurrence of

process parameter variation is then discussed, avoiding relying on subthreshold conduction

to achieve medium speed performance in NTC systems. Next, the impact of supply voltage

downscaling on the retention time under well-defined memory access statistics is investigated,

allowing for finding the optimum supply voltage for lowest power consumption and highest

retention time. Finally, a simple technique to further improve the retention time at any given

supply voltage is presented.

4.2.1 2T Low-Voltage GC-eDRAM Array Architecture

Two-Port Implementation

Concurrent read/write access is an effective method for achieving high memory bandwidth [118].

Two-port memories have a separate read and write port to enable such access. In conventional

1T-1C DRAM and conventional SRAM, the same word-lines (WLs) and bit-lines (BLs) are used

for both the read and the write operation; enabling two-port operation is non-trivial and

requires additional hardware in each cell. As opposed to this, gain-cells (GCs) are inherently

well suited for two-port operation, as they already have a separate read port consisting of the

read word-line (RWL) terminal and the read bit-line (RBL) terminal as well as a separate write
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Figure 4.4: 2-PMOS gain-cell; worst write bit-line (WBL) state for retention of (a) logic ‘0’ and
(b) logic ‘1’.

port consisting of the write word-line (WWL) terminal and the write bit-line (WBL) terminal,

as shown in Fig. 4.4. It is therefore straightforward to enable two-port operation in GC-based

storage arrays and benefit from the resulting high memory bandwidth.

In the two-port memory architecture adopted in this work, there are two address decoders:

one for the write address, and another one for the read address. A single-port implementation

would save one address decoder, but it would require additional logic circuits—comparable in

size to a single decoder—to distribute the decoded address to either the write port or the read

port, while silencing the other port.

Array and Gain-Cell Implementation

Apart from the explicit two-port configuration, the memory architecture serving as a basis for

the presented analyses is mostly adopted from [130]. As shown in Fig. 4.5, the storage array

consists of 32 rows and 64 columns. Moreover, the conventional sense amplifiers are replaced

with simple sense inverters to improve area-efficiency [130]. To allow for conclusions as gen-

eral as possible, the basic 2-PMOS GC with regular threshold-voltage (regular-VT) transistors

from [28] is adopted in this work, as the high-VT transistors used in [130] might not be avail-

able in all technologies. Notice, however, that high-VT transistors may reduce subthreshold

conduction by more than 2 orders of magnitude compared to regular-VT transistors [130],

and therefore allow for considerably longer retention times (as will be seen in Section 4.3 and

Section 4.4).
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Figure 4.5: 2T-bitcell GC-eDRAM storage array with area-efficient sense inverters.

4.2.2 Operation Principle

Hold, Write, and Read Operations

In each 2-transistor (2T) gain-cell, data is stored in form of charge on the storage node (SN)

capacitor, which is formed by the gate capacitance of the storage/read transistor (MR) and

junction/wire parasitic capacitance. The parasitic SN capacitor is explicitly shown in Fig. 4.4.

During a write operation, the write transistor (MW) of the selected GC is turned on to transfer

the new data level from the WBL to the SN. To allow the transfer of a clean logic ’0’, an

underdrive voltage of −500 mV is applied to the selected WWL. At the beginning of a read

operation, all RBLs are discharged to ground. Next, the selected RWL is pulled high to VDD. If a

GC stores a logic ‘1’, its MR remains off and the connected RBL remains at ground. However, if

the GC stores a logic ‘0’, the RBL starts to charge through MR. The sense inverter must switch

before RBL is charged to the threshold voltage of MR (V MR
T ), as at this time read transistors

MR in unselected cells storing logic ‘0’ turn on, which provides a current path to ground and

prevents a further voltage rise on the RBL.
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Limit to Supply Voltage Scaling for Fast Access

The minimum supply voltage for reasonably fast memory access is determined by the ability

of writing, holding, and reading two distinct data levels while not relying on subthreshold con-

duction for active circuit operation. Considering the 2-PMOS GC and avoiding any underdrive

voltage, MW can easily transfer a high voltage level equal to VDD to the SN. However, the lowest

data level which can be transferred in a reasonable time, i.e., not relying on subthreshold

conduction, is equal to the threshold-voltage of MW (V MW
T ). When turning off MW, charge

injection and clock feedthrough rise the voltage on the SN (VSN) by ∆VSN, which depends on

the SN capacitance, the voltage level being transferred, and many other factors. After writing a

logic ‘0’ level, VSN = V MW
T +∆VSN. Holding a data level on the SN during a small amount of

time is possible regardless of VDD. To tell a logic ‘0’ from a logic ‘1’ at the time of reading, VSN

must be smaller than VDD −V MR
T in order to still be able to turn on the RT:

V MW
T +∆VSN <VDD −V MR

T (4.1)

Equation (4.1) is rearranged to show the lower limit for VDD:

V MW
T +V MR

T +∆VSN <VDD (4.2)

To account for process parameter variations (die-to-die and within-die variations), Equa-

tion (4.2) is rewritten as follows, where µ(X ) and σ(X ) denote the mean and the standard

deviation of the random variable X .

(
µ(V MW

T )+Nσ(V MW
T )

)+ (
µ(V MR

T )+Nσ(V MR
T )

)+∆VSN <VDD (4.3)

The parameter N is chosen depending on the desired yield. For small storage arrays of several

kb, N = 3 is reasonable.

Assuming a WWL underdrive, a clean ground level can be transferred to the SN, and VDD can

be further reduced, with its lower limit now given by:(
µ(V MR

T )+Nσ(V MR
T )

)+∆VSN <VDD (4.4)

It is usually beneficial in terms of energy to have a WWL underdrive, as most parts of the circuit

can be operated from a lower VDD, while the underdrive voltage is only applied to the write

address decoder and the WWL drivers.

In the current case, using an underdrive voltage of −500 mV, and with µ(V MR
T ) = 500mV,

σ(V MR
T ) = 25mV, N = 3, ∆VSN ≈ 100mV (extracted from circuit simulations), and a small

margin for uncertainty in ∆VSN, the lowest VDD for reliable operation and reasonable yield is

700mV, which is only 40 % of nominal VDD (1.8 V).
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4.2.3 Impact of Supply Voltage Scaling on Retention Time

Low-voltage low-to-medium speed VLSI systems (such as microprocessors) are best imple-

mented in older, low-leakage CMOS technology nodes (such as 180 nm) to minimize energy

dissipation, especially if leakage-reduction techniques such as power gating switches are

applied [133]. The considered GC storage array is therefore implemented in a commercial

180 nm CMOS technology. Among many leakage mechanisms, the subthreshold conduction

of MW is clearly the dominant mechanism corrupting the stored data. This subthreshold

conduction and consequently the data retention time strongly depend on the voltage level

encountered on the WBL, denoted by VWBL.

Assuming that a GC has just been written to and is now holding its data, there are two possible

scenarios:

1. Further write operations are performed to GCs on the same WBL, meaning that VWBL is

data-dependent and cannot be controlled.

2. The memory remains in idle state (no data accesses) or only read accesses are performed.

During idle and read states, VWBL can be controlled to any desired voltage to minimize

subthreshold conduction of MW.

Fig. 4.4 shows the worst-case access scenario in terms of retention time where the opposite

data level is permanently written to GCs on the same WBL after writing a given data level to

the first GC. The retention mode scenario presumes an application where a relatively small

storage array (with only few GCs per WBL) is fully written in a negligibly short time, whereafter

the memory is kept in idle or read states and the WBL can be controlled to either VDD or

ground. Very short write access times, compared to the read access time, may be achieved in

two-port memories. Under the retention mode scenario, the potential of controlling the WBL

to a voltage level between the supply rails will be evaluated, as well.

Worst-Case Access

Assuming the worst-case access scenario where VWBL is permanently opposite to the stored

data level, the retention time for a logic ‘0’ (‘1’), denoted by tret0 (tret1), is defined as the time

it takes for VSN to rise (fall) to VDD −V MR
T . At nominal VDD, tret1 is longer than tret0: the more

the logic ‘1’ voltage level decays, the more positive the gate-to-source voltage VGS and the

higher the reverse body biasing (RBB) of MW, both suppressing the subthreshold conduction

harder [28].

As shown in Fig. 4.6, when VDD is gradually scaled down, the storage range for a logic ‘0’, given

by VDD −V MR
T (if neglecting charge sharing and clock feedthrough for simplicity), becomes

smaller, while the storage range for a logic ‘1’, given by V MR
T , remains unchanged. At the same
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Figure 4.6: Storage ranges (voltage ranges) for data ‘0’ and ‘1’ versus main supply voltage VDD.

time, when VDD is scaled down, the subthreshold conduction of MW becomes smaller due to

its exponential dependence on VGS and the drain-to-source voltage VDS.

As a consequence, tret1 increases with decreasing VDD, as shown by the Spectre simulation

results in Fig. 4.7. However, Fig. 4.7 also shows that tret0 decreases with decreasing VDD, as

the always smaller storage range has the higher impact than the decreasing strength of the

subthreshold conduction.

Retention Mode

WBL Control to Ground If the access scenario is now changed, assuming only idle and read

states after initially writing the entire storage array, VWBL can be controlled to ground, in order

to avoid the decay of a logic ‘0’. In this case, the data retention time of the storage array is given

by tret1. When scaling VDD from its nominal value of 1.8 V down to 700 mV, the data retention

time increases by 4× (see Fig. 4.7). At the same time, the power consumption is considerably

reduced, due to 1) lower VDD, and 2) fewer required refresh cycles. Briefly, if the GC-eDRAM is

kept in idle/hold or read states after an initial write access, supply voltage scaling improves

both retention time and energy-efficiency.

WBL Control for Enhanced Retention Time Still presuming the retention mode scenario,

but now considering that VWBL can be controlled to any desired voltage level between the
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Figure 4.7: Retention time versus VDD for worst-case WBL state (always opposite to stored
data).

supply rails1 to reduce subthreshold conduction, the retention time for any VDD can be further

increased compared to the previously mentioned WBL-discharge control.

Fig. 4.8 shows tret1 and tret0 as a function of VWBL, for different values of VDD. Clearly, tret0

increases with decreasing VWBL for any considered VDD, due to a constant storage range and

decreasing strength of the subthreshold conduction. For the same reasons, tret1 increases with

increasing VWBL. The highest retention times are reached when VWBL approaches VDD −V MR
T ,

and tret1 (tret0) becomes infinitely long for VWBL higher (lower) than VDD −V MR
T . However,

the slopes in this region are very steep, so that any noise on VWBL considerably degrades

the retention time. At VDD = 700mV, choosing VWBL = 200mV, a retention time of 3.3 ms is

achieved, corresponding to a 3.3× improvement compared the case where VWBL is controlled

to ground.

1 Of course, controlling VWBL to a voltage level between the main supply rails requires additional circuits
(DC-DC voltage converters) whose use can only be justified for large GC-eDRAM storage arrays.
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Figure 4.8: WBL control for enhanced retention time.

4.2.4 Macrocell Implementation Results

In the retention mode, an overall improvement of 13.2× in retention time and a considerable

reduction in power consumption are obtained by supply voltage scaling and the controlled

WBL technique. The active refresh power of the presented 2 kb macro is 10.8 pW/bit, while the

leakage power is 1.1 pW/bit, amounting to a total data retention power of 11.9 pW/bit.

Table 4.2 compares this work to a selection of GC storage arrays in literature [28, 130, 124].

All retention time and retention power values are given for a temperature of 25 ◦C, unless

otherwise stated.

For the same technology node (180 nm), Table 4.2 shows the effectiveness of a high-VT write

transistor (MW) [130] (if available and economic) to improve the retention time by around

100×. For smaller technology nodes (65 nm), [124] manages to keep a good retention time

using a low-leakage process (and circuit-level techniques); however, in a native 65 nm logic

process [28] (design optimized for high bandwidth), the retention time is degraded by around

100×.
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Table 4.2: Comparison of low-voltage GC-eDRAM storage arrays.

Publication [28] [130] [124] This [65]

Technology node [nm] 65 180 65 180
VDD [V] 1.1 0.75 0.9 0.7
Retention Time [ms] 0.01 306a 1.25b 3.3
Retention Power [pW/bit] - 0.662 87.1 (85 ◦C) 11.9

aHigh-VT transistor reduces leakage by more than 2 orders of magnitude [130]
bLow-leakage CMOS technology

In the presented study relying on a commercial 180 nm CMOS technology, the active refresh

power is clearly dominant compared to the leakage power, meaning that any effort to increase

the retention time also significantly reduces the total data retention power (see Table 4.2).

Therefore, the focus of the following Section 4.3 will be on novel techniques to extend the

retention time. Reference [124] reports higher refresh power in 65 nm CMOS, but also uses a

slightly higher supply voltage and measures at a temperature of 85 ◦C.

4.2.5 Conclusions

Gain-cell storage arrays are an interesting alternative to SRAM macros in low-power/low-

voltage (near-VT) VLSI SoCs and microprocessors. Gain-cells are inherently suitable for build-

ing two-port memories (as opposed to SRAM and conventional eDRAM). 2-PMOS gain-cell

storage arrays can be reliably operated at low supply voltages close to the threshold voltage if

a few critical circuit nodes (namely the WWLs) receive an underdrive voltage.

The data retention time improves by 4× when scaling down the supply voltage from 1.8 to

0.7 V, provided that write access is unfrequent and short. In addition to this, another 3.3×
improvement in retention time is achieved by controlling the voltage on the WBL to a value

between the supply rails during idle and read states. This overall improvement in retention

time of 13.2× combined with operation at less than 40 % of the nominal VDD leads to a data

retention power of 11.9 pW/bit. The data retention power was found to be dominated by

active refresh power, while leakage power plays only a minor role. Therefore, the next Section

presents several techniques to enhance the retention time of near-VT GC-eDRAM arrays for

reduced data retention power.

4.3 Near-VT GC-eDRAM Implementations with Extended Retention

Times

As explained in the previous Section, supply voltage scaling to the near-threshold domain is

beneficial to improve the retention time of GC-eDRAMs, provided that write access occurs
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only seldom and that the write bit-lines (WBLs) can therefore be controlled to a desired voltage

level during most of the time. In this Section, two techniques to further enhance the retention

time of near-VT GC-eDRAMs are presented: 1) reverse body biasing (RBB) in order to suppress

the subthreshold conduction of the write transistor MW (see Section 4.3.1 below); and 2)

replica gain-cells to track the data integrity of the actual gain-cell array across process-voltage-

temperature (PVT) corners and across varying write access statistics (accounting for write

disturbs, see Section 4.3.3).

4.3.1 Impact of Body Biasing (BB) on the Retention Time

Reverse body biasing (RBB) is a well-known technique to suppress leakage current and is

extensively and industrially used in conventional 1T-1C DRAM technology. In fact, in most

DRAM chips, the p-well is biased to a negative voltage to improve the data retention time, a

technique also referred to as back bias control. However, there are no previous studies on

applying RBB to fully logic-compatible GC-eDRAM in order to improve its retention time and

reduce its data retention power. In the following, we measure the impact of body biasing

as a control factor to improve the retention time of a 2 kb GC-eDRAM macrocell, and also

examine the distribution of the retention time across the entire gain-cell array. The concept is

demonstrated through silicon measurements of a test chip manufactured in a logic-compatible

0.18µm CMOS process. While there is a large retention time spread across the measured 2 kb

gain-cell array, the minimum, average, and maximum retention times are all improved by up

to 2 orders of magnitude when sweeping the body voltage over a range of 375 mV.

As already mentioned in Section 4.1, the main drawback of GC-eDRAMs is the need for periodic

refresh cycles, which results in a considerable amount of power consumption and limits the

read/write availability of the memory array. Therefore, to improve the competitiveness of

gain-cell eDRAM, it is crucial to extend the data retention time. Data levels in GC-eDRAMs

are stored as charge on the capacitive storage node (SN), whose equivalent capacitance is

referred to as CSN, and therefore data retention is limited by the time it takes for this charge

to leak away. Several simple measures can be taken to extend the retention time, such as:

1) increasing CSN through layout techniques (increasing the write transistor’s diffusion area

and the storage transistor’s gate area, as well as employing the metal stack and vias readily

available in digital CMOS technologies to gain additional in-cell capacitance [114, 115]); 2)

minimizing the subthreshold conduction through the write access transistor (MW) by using

low-leakage MOS transistors [130]; and 3) employing write bit-line (WBL) control schemes to

minimize charge loss through MW (see previous Section 4.2 and [65]). An additional technique

that has not yet been applied to gain-cells is threshold voltage (VT) adjustment through body

biasing. While the application of a reverse body bias (RBB) raises VT and therefore reduces

the charge loss through subthreshold conduction, this means of control can also improve the

array availability by applying a forward body bias (FBB) during refresh cycles to reduce access

time [134]. Our main contributions can be summarized as follows: 1) For the first time, we

propose reverse body biasing as a technique to improve the retention time of GC-eDRAM and
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demonstrate its high effectiveness by means of silicon measurements; and 2) moreover, the

retention time penalty of forward body biasing, used for fast memory access and short refresh

times, is evaluated.

Bitcell Design

Fig. 4.9a shows the schematic and the basic operation of the two-transistor (2T) all-PMOS

gain-cell used in this study (a similar cell has previously been proposed in [130]). Other than

the high-VT I/O PMOS write transistor (MW) requiring a larger underdrive voltage, the cell

operation is equal as for the gain-cell considered in Section 4.2 and is therefore recalled only

briefly. MW is used to transfer the data driven onto the WBL to CSN. MR is the read access

transistor, used to read out the data level stored in the bitcell. A write access is initiated by

applying an underdrive voltage (−VNWL) to the write word-line (WWL) in order to properly

transfer a logic ‘0’ level (VSS) from WBL to SN in a short time. A read access is initiated by

pre-discharging the read bit-line (RBL) and subsequently raising the read word-line (RWL). If

a logic ‘0’ is stored on CSN, MR will charge RBL past a detectable threshold, whereas if a logic

‘1’ (VDD) has been written to the SN, RBL will remain discharged. The basic CSN is increased

by building up side-wall capacitors between the SN and a constant potential (VDD) atop the

bitcell footprint, using all 6 available metal layers in the considered 0.18µm CMOS process.

The dominant leakage mechanism that causes the deterioration of the stored data levels is

clearly the subthreshold conduction of MW. This is especially true for mature CMOS nodes,

such as the 0.18µm process used in this study, but also holds for a deeply scaled 40 nm CMOS

node [115] (as will be seen in Section 4.4 focusing on aggressive voltage and technology

scaling). In order to achieve the longest possible retention time, an I/O PMOS transistor is

used to implement MW, as this device features the lowest subthreshold conduction among

all devices offered in the chosen 0.18µm CMOS technology [114]. By implementing MR

with a PMOS device, as well, the entire array resides in an equi-potential n-well, enabling

simple control over the body voltage (VB) of the bitcells. Reverse biasing the n-well at a

voltage above VDD increases the VT of the transistors, thereby suppressing the subthreshold

conduction of MW and improving the retention time. Likewise, forward biasing VB below VDD

lowers the VT of the transistors, resulting in faster read and write access times. The variable

∆VB is used to express the amount of body biasing, according to VB = VDD +∆VB, where a

positive and a negative value of ∆VB correspond to RBB and FBB, respectively. In this study,

a biasing range of −250 mV< ∆VB <125 mV is considered, corresponding to a VT range of

−770 mV< VT <−625 mV for a PMOS I/O device under otherwise nominal conditions with

VDD = 750mV (corresponding to a near-VT supply voltage for core transistors).
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Figure 4.9: (a) 2T gain-cell design and basic operation, (b) layout of 2 kb GC-eDRAM macrocell,
and (c) microphotograph of test chip.

4.3.2 GC-eDRAM with BB: Silicon Measurements

Macrocell Architecture and Test Chip Design

Fig. 4.9b shows the layout of the 2 kb gain-cell macro memory in 0.18µm CMOS technology.

The core bitcell array consists of 64×32 gain-cells, all sharing the same n-well and VB. N-well

contacts are provided every 16 rows, as well as at the top and the bottom of the array. In

addition to the bitcell array, the macrocell comprises the following peripheral circuits: 1) A

write address pre- and post-decoder that drives VDD or −VNWL onto WWL; a read address pre-

and post-decoder that drives VDD or VSS onto RWL; level-shifters; WBL drivers; readout sense

buffers; and timing control units.

Fig. 4.9c shows a microphotograph of the manufactured test chip. In addition to the 2 kb

GC-eDRAM macrocell in the lower-left corner, the chip contains a built-in self test (BIST) unit.

The main features of the BIST can be summarized as follows: 1) address sequence generation

(increasing, decreasing, pseudo-random); 2) data pattern generation (checkerboard, pseudo-

random, all-‘1’, all-‘0’); 3) programmable refresh period of the memory under test (MUT); 4)

pass/fail decision during readout of the MUT; 5) embedded SRAM for storing maps of MUT

retention time, read failures, or write failures; and 6) support for two-port operation of the

MUT. Finally, the test chip also contains scan chains for full access to the MUT with any data

or address sequence pattern independent of the BIST.

Silicon Measurement Results

The packaged test chips were mounted on a test board by means of a burn-in socket and

connected to a TMPC PG3A pattern generator and a Tektronix TLA6403 logic analyzer. The
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Table 4.3: Measurement setup for GC-eDRAM test chip with adaptive body bias control.

VDD 750 mV
∆VB −250 to 125 mV
Write access time 1µs
Read access time 1µs
Write-‘1’ disturb activity 25%
Temperature Room temperature (uncontrolled)

main supply of the memory macrocell was set to 750 mV, and the body voltage VB was swept

from 500 to 875 mV to analyze the impact of body biasing. A separate negative voltage of

−1.5 V was supplied to the macrocell for the WWL underdrive. The BIST and other digital

control units were supplied with the technology’s nominal voltage of 1.8 V. Both the write and

read access times were set to 1µs for robust write and read operations, even at the low VDD of

750 mV. This ensured that the measured failures relate to retention time, and were not caused

by incomplete writes or erroneous reads due to insufficient access time. Table 4.3 summarizes

the primary specifications of the measurement setup.

Measurements indicate that the 2-PMOS gain-cell retains logic ‘1’ levels for extensive periods

(>1 s), even when the WBL is held at 0 V (which maximizes the subthreshold conduction

of MW). This coincides with previous reports that logic ‘1’ levels decay very slowly due to

the increasing reverse gate overdrive and body effect of MW as the SN voltage drops [114].

Therefore, the gain-cell’s retention time is almost exclusively limited by its ability to hold a

logic ‘0’ level. The decay of a cell’s logic ‘0’ level is heavily dependent on the state of the WBL.

On the one hand, when WBL is low, subthreshold conduction through MW discharges the

SN, reinforcing a stored logic ‘0’ level. On the other hand, when WBL is high, a worst-case

condition occurs, as leakage through MW causes accelerated decay of a stored logic ‘0’ level.

Our measurement setup assumes a 50% write duty cycle (i.e., there is a write access during

50% of the time) and that the probability of writing a ‘1’ (which requires pulling WBL up to

VDD) is 50% as well. Overall, this leads to a write-‘1’ disturb activity factor (αdisturb) of 25%.

Using the measurement setup described above, retention time was measured for the entire

2 kb array under standard biasing conditions (i.e., VB =VDD = 750mV) at room temperature

(temperature was not controlled). The results of this measurement are shown in Fig. 4.10a. The

minimum and maximum retention times (tret) of 2048 measured gain-cells were found to be 23

and 569 ms, respectively, corresponding to a ratio of 25 between the maximum and minimum

value. A recent study [64] reports an even higher ratio of over 50 between the maximum and

minimum measured retention times in an 1 kb array implemented in 65 nm CMOS. In the

present study, the majority of the cells exhibited retention times in the range of 20 to 200 ms

(dark and light blue color), whereas a small number of cells exhibited considerably higher

retention times (yellow, orange, and red colors). In order to better visualize the differences

among the lower retention times (20–200 ms), Fig. 4.10a plots tret on a logarithmic scale.

There is no systematic pattern, indicating that the retention time variability arises from local
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Figure 4.10: (a) Retention time (tret) map of 2 kb 2T gain-cell array with standard body bias
and αdisturb=25% at room temperature, and (b) map of log(tr et ).

(within-die), random process parameter variations.

The impact of body biasing on the measured retention times was evaluated by sweeping VB

from 500 mV to 875 mV (-250 mV<∆VB <125 mV). The minimum and maximum measured

retention times across the entire array are plotted in Fig. 4.11a. This figure clearly shows that

the minimum and maximum retention times change by up to 2 orders of magnitude over this

375 mV VB range. As expected, the best cells with the highest retention time remain at the

same location under varying VB (not shown in the figure).

Finally, Fig. 4.11b shows the distributions of the retention time across the 2k measured cells,

for three biasing conditions: 100 mV FBB, standard body biasing (i.e., VB =VDD), and 100 mV

RBB. The minimum retention time for each biasing condition is annotated, as well. The

spread of retention time across the array is large; however, there is a clear improvement in the

minimum, as well as in the average retention times with each 100 mV increase in the body

bias, illustrating the effectiveness of the proposed technique.
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Figure 4.11: VDD = 750mV with αdisturb=25% at room temperature: (a) Minimum (tret,min)
and maximum (tret,max) retention times across the entire 2 kb array, as a function of ∆VB, and
(b) retention time distributions of 2048 measured gain-cells for 100 mV FBB, standard body
biasing (SBB), and 100 mV RBB.
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Conclusions

This study showed the impact of body biasing on the retention time of an all-PMOS 2T gain-

cell topology in a mature 0.18µm CMOS technology. The measured retention time of a 2 kb

GC-eDRAM macrocell is improved by 2.3× (from 23 to 53 ms) with a reverse body bias (RBB)

of only 100 mV. The cell-to-cell retention time variability is high, ranging from 23 to 569 ms

under standard body bias; the absence of a systematic pattern in the measured retention

time maps suggests that the high variability is due to local parametric variations, which are

particularly high in memory arrays due to the use of minimum-sized devices [56]. Moreover,

the process parameters of I/O devices, used to achieve high retention times, may be less

carefully controlled than those of core transistors. Nevertheless, RBB is an attractive technique

to improve the minimum (as well as the average) retention time.

At the same time, the retention time penalty for FBB (used for fast memory access) is high,

exhibiting a 2.9× reduction for 100 mV FBB. However, a possible control scheme could dynam-

ically apply an RBB during retention periods and an FBB during refresh cycles to maximize

the array availability. Overall, sweeping the body voltage over a range of 375 mV provides

an interesting trade-off between access and retention time, with the retention time range

spanning almost 2 orders of magnitude.

4.3.3 Replica Technique for Optimum Refresh Timing

The primary component of power consumption in GC-eDRAMs is the dynamic power con-

sumed during periodic refresh operations. Refresh timing is traditionally set according to a

worst-case evaluation of the retention time, under extreme environmental variations, namely

process-voltage-temperature (PVT) variations, and worst-case access statistics, leading to

frequent, power-hungry refresh cycles. In this Section, we present a replica technique for auto-

matically tracking the retention time of a GC-eDRAM macrocell according to PVT variations

and operating statistics, thereby reducing the data retention power of the array. A 2 kb array

was designed and fabricated in a mature 0.18µm CMOS process, appropriate for integration in

ultra-low power applications such as biomedical sensors. Silicon measurements show efficient

retention time tracking across a range of supply voltages and access statistics, reducing the

refresh frequency by more than 5× compared to traditional worst-case design.

Replica Technique for Auto-Refresh Timing

Retention Time of a 2T Gain Cell In order to demonstrate the replica technique for optimum

refresh timing, we consider the same all-PMOS 2T GC topology as for the adaptive body

biasing study presented in Section 4.3.1. This GC topology is shown again in Fig. 4.12, which

also illustrates the basic operating principle. The leakage power of this GC circuit, shown

to be dominated by subthreshold conduction for implementation in submicron and even

nanometric CMOS nodes [115], is extremely low, since during standby and write, the drain-to-
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Figure 4.12: Schematic of the all-PMOS 2T gain cell with I/O write transistor (MW), including
waveforms for write and read operations.

source voltage (VDS) of the read transistor MR is zero, and the subthreshold leakage through

the write transistor MW is limited to (dis)charging the storage node capacitor CSN. The obvious

issue is that any leakage to or from the storage node SN results in a degradation of the stored

data level, requiring periodic refresh cycles. Therefore, the standby, or data retention power of

a GC-eDRAM macrocell is given by (4.5):

Pretention = Pleakage +Prefresh =VDDIleak +
Erefresh

trefresh
(4.5)

where Ileak is the standby leakage current, Erefresh is the energy required to refresh the entire

array, and trefresh is the time between refresh operations. Clearly, in order to minimize the

retention power, trefresh must be maximized; however, in order to ensure data integrity, this

parameter must be set lower than the estimated data retention time tret. Therefore, an accurate

estimation of tret is required to achieve low power operation.

Various metrics have been used for simulating the retention time tret of a bitcell [130, 29, 114],

but the unequivocal definition of this important parameter is the time at which the voltage

written to CSN degrades to the point where it results in an incorrect readout. This time is

set by four primary factors: 1) the initial level stored on CSN following a write; 2) the size

of CSN; 3) the leakage currents to and from SN; and 4) the readout mechanism. All of these

factors are significantly affected by both environmental and manufacturing variations, as

demonstrated by silicon measurements in [130]. This results in a large spread of the per-cell

retention time across the GC-eDRAM array [64, 113] (see Fig. 4.10a in Section 4.3.2), and as

with any memory array, necessitates design for the worst cell. However, in addition to the

effects of PVT variations, SN leakage currents are highly sensitive to the biasing level of WBL.

For a stored ‘1’, the highest discharge leakage occurs when WBL is low, while the worst case

for a stored ‘0’ occurs when WBL is high. As shown in [130, 115, 29], the worst-case biasing

for a stored ‘0’ leads to a much lower retention time than that for a ‘1’ in an all-PMOS 2T
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cell. Consequently, in order to determine trefresh, the retention time needs to be calculated

assuming that WBL is constantly held high. However, this situation would only occur if a

write ‘1’ operation was executed on a given column during every clock cycle, leading to early,

power-consuming refresh operations in any typical scenario.

Replica Technique Concept The design for worst-case conditions, coupled with the wide

spread of tret due to PVT variations and write access disturbs, almost always results in the

initiation of refresh cycles when the stored data is still at strong levels. By implementing a

replica technique to track the global parametric variations, changes in the supply voltage,

environmental conditions (such as the temperature), and acute operating characteristics

(specifically write accesses), a significant amount of the refresh power can be saved. An

additional post-silicon calibration step is implemented to adjust the tracking mechanism for

each manufactured die to handle local parametric variations.

The foundation of the proposed technique relies on the superiority of the retention time for

data ‘1’ in the all-PMOS 2T gain-cell. This superiority is due to a number of factors, starting

with the PMOS write transistor that easily passes a high level to SN, as opposed to a low level,

which requires a WWL underdrive to completely discharge CSN in a reasonable amount of time.

Subsequently, both charge injection from MW and the coupling capacitance between WWL

and SN drive charge onto CSN during the rising edge of WWL (i.e., during the de-assertion of

WWL at the culmination of a write operation), causing a slight voltage rise on SN, resulting in

a degraded initial ‘0’ state and an overcharged initial ‘1’ state. Moreover, the decay of a ‘1’ level

due to subthreshold conduction of MW is self-limited due to the steady increase of the reverse

gate overdrive and the increasing body effect of MW with progressing decay. A more detailed

description of this self-limiting effect will be provided in Section 4.4.

Two primary mechanisms are incorporated to simultaneously extend the retention time of the

entire array while maintaining data stability. First, during all non-write cycles, WBL is driven

low, thereby enhancing the level of a stored ‘0’ bit while minimally affecting the level of a

stored ‘1’. Second, several replica cells are integrated within an extra column in the GC-eDRAM

array and are periodically read out to analyze the state of the storage array’s data retention.

These replica cells are standard all-PMOS 2T bitcells, designed with slightly reduced CSN (less

metal stacking above the bitcells) to make them fail before the data cells, while tracking the

PVT variations of the fabricated array. In addition, the replica column is designed to track the

access statistics of the array, rather than assuming unlikely worst-case conditions (i.e., write

operations during every clock cycle). Immediately prior to an array refresh, data ‘0’ is written

to all of the replica cells, and during read and standby cycles, the WBL of the replica column is

driven low, exactly as the WBLs of all columns in the main storage array. Significant data level

degradation only occurs when the WBL is high, which can only happen to a cell storing a ‘0’

when a ‘1’ is written to a cell on the same column. Therefore, during write cycles, the WBL

of the replica column is driven high, thereby applying worst-case conditions only when they

can actually occur. In this way, the retention time of the replica cells is always slightly worse
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Figure 4.13: Schematic illustration of the read and write circuitry for operation and control of
the proposed replica technique, including timing diagrams.

than for a data cell in a column with cells that were repeatedly written as ‘1’ over the retention

period. However, instead of assuming an extreme worst case of tying WBL to ‘1’ (which would

only occur if the array was written to during every clock cycle), this setup tracks the actual

frequency of write operations. Therefore, the replica cells track the access statistics of the array

(i.e., the relationship between non-write and write operations), while still ensuring that the

replica cells will fail before the real data is lost.
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While the mechanisms described above accurately track the global variations and access

statistics of the array, local variations may result in a worst-case retention time lower than

that of the worst-case replica cell. Therefore, a post-silicon calibration is used to skew the

retention time of the replica cells below the measured worst-case retention time of the array.

This is done by employing periodic pseudo-write cycles to the replica column. During these

operations, the WBL of the replica column is charged, causing the replica cells to degrade at a

slightly higher rate than dictated by the write statistics, thereby ensuring the initiation of an

array refresh prior to a data loss in the worst cell of the array2.

Replica Technique Integration into Gain-Cell Array The proposed replica technique was

integrated into a 2 kb all-PMOS GC-eDRAM array in an 0.18µm CMOS technology according

to the schematic illustration in Fig. 4.13. A total of 32 replica cells were placed in an additional

column to deal with the large distribution of local variations [64]. In order to maintain the

mirrored-column symmetry of the array, a dummy column was attached to the replica column.

All replica cells are written with data ‘0’ upon the assertion of the external RefreshReplica signal

within a single clock cycle, independent of the operation of the rest of the array. The same

write mechanism as used for the data bit WWL drivers is incorporated for driving the negative

write voltage to the replica cells. In order to track the write statistics of the array, the WBL of

the replica column is tied to the write enable (WEN) signal. The layout of the replica cells

is almost identical to the one of standard storage cells; only one layer of the metal stack is

removed to reduce the CSN of the replica cells and ensure a slightly lower retention time than

for the regular storage cells.

Readout of the replica cells is achieved through a mechanism similar to the readout of the data

cells with the addition of a designated CheckReplica signal. As the replica cells were designed

to fail due to the deterioration of a stored ‘0’ level, reading out a ‘1’ from the replica column

indicates the need for a refresh cycle. Therefore, the readout of such an erroneous level is

propagated to the control block as the RefreshNeeded signal.

Testing and Characterization Procedure Testing and characterization of the replica tech-

nique was implemented with an on-chip controller, incorporating the finite-state machine

(FSM) illustrated in Fig. 4.14. This controller initially writes data to the entire array, and sub-

sequently proceeds into an Idle (standby) state for a configurable time period. In Idle, the

controller initiate one of two operations. To measure tracking of write statistics, the controller

initiates periodic Disturb cycles, during which a row of ‘1’s (0xFFFFFFFF) is written to a pre-

2 In an extremely unlikely case this calibration would be insufficient. This would happen if a continuous write
‘1’ operation was applied to a column with a bitcell with worse retention time than the worst replica cell. However,
this scenario would hardly ever occur in any real application. Otherwise, it is still possible to impose a write access
policy to the array, which, for example, allows to write to the array only every second clock cycle. In addition, to
avoid such a write access policy, it is possible to limit the WBL pulse time for the storage array, while using a pulse
width equal to a full clock cycle for the replica columns.
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Figure 4.14: State machine of the test controller.

determined “victim" address3. This Disturb operation drives the WBL of all columns high,

thereby causing deterioration of stored ‘0’ bits in the entire array. A similar mechanism is

incorporated through a post-silicon calibration to further deteriorate the replica cells in order

to account for local variations that may otherwise skew the retention time of the worst cell in

the array below the retention time of the worst replica cell.

The second operation which can be periodically initiated from within the Idle state is the

CheckReplica sequence, during which the 32 replica cells are serially read out to determine the

3The victim address will always store 0xFFFFFFFF, and therefore is not considered for comparison with expected
responses.
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onset of a refresh operation. If the RefreshNeeded signal is asserted (i.e., the data in at least one

of the replica cells reads out erroneously), the controller proceeds to refreshing the replica

cells, before refreshing the actual storage array and looping back to the Idle state for another

retention period.

The Read state (part of the array refresh sequence) of the test controller provides important

measurement data for analysis. The read-out data is compared with the originally written

data to ensure equality and the per-bit comparison results are stored in an on-chip 2 kb SRAM.

Concurrently, the one-bit comparison result of the currently read row is driven off-chip via

the BIST_PASS signal, and the four MSBs are propagated to the external DOUT [3:0] pads to

enable further observation. An external interrupt signal can break the refresh loop, sending

the controller into its termination state, during which the comparison data can be analyzed. In

this state, the BIST_DONE signal is raised, and subsequently, the full, per-bit comparison data

that was stored in the SRAM is flushed out to the DOUT [3:0] pads by means of scan chains.

This control scheme enables at-speed testing of the GC-eDRAM array, including the ability to

observe the functionality of the replica technique under various write disturb statistics.
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4.3.4 Replica GC-eDRAM: Silicon Measurements

A 2 kb (64×32) GC-eDRAM array with integrated replica technique was designed and fabricated

in a commercial 0.18µm CMOS technology, as part of the test chip shown in Fig. 4.15. In
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Figure 4.18: Automatic refresh timing vs. measured retention time for a varying degree of write
disturbs.

addition to the array, the test chip included the on-chip test controller, the 2 kb SRAM for

data comparison, and several other test components. The test chip was designed to enable

three primary test modes: full, at-speed, controller testing; array operation through scan chain

configuration; and external direct access to the array. A combination of these three modes was

used to test the functionality of the array and produce the measurement data shown below.

The GC-eDRAM bitcell was laid out in a compact array with mirrored rows and columns, as

shown in Fig. 4.16, with a unit cell size of 3.024µm2 (1.8µm×1.68µm). The array, including

peripheral circuits, occupies 0.013 mm2 (106µm×129µm) and is biased by a separate, low-

voltage supply (MVDD) different than the supply (VDD) of the BIST and the other digital

peripheral circuits of the test chip. In addition, an external negative voltage is supplied for

write underdrive.

Fig. 4.17 illustrates the ability of the replica technique to automatically track the retention time

of the array. The figure shows the automatically triggered refresh period for various supply

voltages, as compared to the minimum retention time measured at this voltage, following a

post-silicon adjustment in the write disturb frequency to account for local variations. Refresh

is consistently initiated just prior to the array’s minimum retention time for a range of supply

voltages.

Tracking of the write statistics is shown in Fig. 4.18. This figure plots the automatic refresh
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timing, as compared to the measured retention time of the array with a given frequency of

write operations. The figure shows both the mean and minimum retention time of the array.

For the shown die, the minimum retention time is lower than the uncalibrated automatic

refresh timing; however, the write activity tracking mechanism is shown to work correctly, such

that the post-silicon calibration can easily skew the refresh time to a value below the worst-

case retention time. This plot emphasizes the efficiency of integrating the replica technique.

Traditional worst-case design assumes 100% write activity, resulting in a refresh period of well

below 10 ms, even for this typical die. Application of the replica technique adapts this period,

refreshing at a more than 5× lower frequency for 10% write activity.

Fig. 4.19 shows the dynamic power consumption of the array, as a function of the write and

read activity. For a retention period of 20 ms, the active refresh power of the array is 635 fW/bit,

which is comparable with previous low-power GC-eDRAM implementations [130].

Conclusions

In this Section, we proposed a replica technique for tracking the PVT variations and operating

statistics of a near-VT GC-eDRAM array for efficient data retention time extension. The tech-

nique was implemented on a 2 kb all-PMOS 2T array in a commercial 0.18µm CMOS process
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along with an advanced control scheme for extensive testing and measurement. The replica

technique was shown to effectively track the retention time of the array across various supply

voltages and write activity frequencies, enabling as much as a 5× improvement in retention

time, thereby significantly reducing the frequency of power-hungry refresh operations.

4.4 Aggressive Technology and Voltage Scaling (to Sub-VT Domain)

This Section considers the design and operation of GC-eDRAMs at aggressively scaled supply

voltages (residing in the subthreshold regime if possible) and under aggressive technology

scaling (down to 40 nm CMOS nodes). In fact, ultra-low power applications often require

several kb of embedded memory and are typically operated at the lowest possible operating

voltage (VDD) to minimize both dynamic and static power consumption. Embedded memories

can easily dominate the overall silicon area of these systems, and their leakage currents often

dominate the total power consumption. Gain-cell based embedded DRAM arrays provide a

high-density, low-leakage alternative to SRAM for such systems; however, they are typically

designed for operation at nominal or only slightly scaled supply voltages, sometimes including

near-VT voltages (see all previous Sections in this Chapter). This Section presents a gain-

cell array which, for the first time, targets aggressively scaled supply voltages, down into the

subthreshold (sub-VT) domain. Minimum VDD design of gain-cell arrays is evaluated in light of

technology scaling, considering both a mature 0.18µm CMOS node, as well as a scaled 40 nm

node. We first analyze the trade-offs that characterize the bitcell design in both nodes, arriving

at a best-practice design methodology for both mature and scaled technologies. Following

this analysis, we propose full gain-cell arrays for each of the nodes, operated at a minimum

VDD. We find that an 0.18µm CMOS gain-cell array can be robustly operated at a sub-VT

supply voltage of 400 mV, providing read/write availability over 99% of the time, despite refresh

cycles. This is demonstrated on a 2 kb array, operated at 1 MHz, exhibiting full functionality

under parametric variations. As opposed to sub-VT operation at the mature node, we find

that the scaled 40 nm node requires a near-threshold 600 mV supply to achieve at least 97%

read/write availability due to higher leakage currents that limit the bitcell’s retention time.

Monte Carlo simulations show that a 600 mV 2 kb 40 nm gain-cell array is fully functional at

frequencies higher than 50 MHz. Briefly, GC-eDRAMs implemented in mature CMOS nodes

can successfully be operated at at aggressively scaled sub-VT voltages, whereas voltage scaling

for GC-eDRAM implementations in aggressively scaled CMOS nodes is best limited to the

near-VT domain.

4.4.1 Introduction

Many ultra-low power (ULP) systems, such as biomedical sensor nodes and implants, are

expected to run on a single cubic-millimeter battery charge for days or even for years, and

therefore are required to operate with extremely low power budgets. Aggressive supply voltage

scaling, leading to near-threshold (near-VT) or even to subthreshold (sub-VT) circuit operation,
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is widely used in this context to lower both active energy dissipation and leakage power

consumption; albeit, at the price of severely degraded on/off current ratios (Ion/Ioff) and

increased sensitivity to process variations [71]. The majority of these biomedical systems

require a considerable amount of embedded memory for data and instruction storage, often

amounting to a dominant share of the overall silicon area and power. Typical storage capacity

requirements range from several kb for low-complexity systems [89] to several tens of kb for

more sophisticated systems [13]. Over the last decade, robust, low-leakage, low-power sub-VT

memories have been heavily researched [6, 4, 82]. In order to guarantee reliable operation in

the sub-VT domain, many new SRAM bitcells consisting of 8 [90, 77], 9 [4, 135], 10 [6], and up to

14 [89] transistors have been proposed (see Section 3.1 for more details). These bitcells utilize

the additional devices to solve the predominant problems of write contention and bit-flips

during read, and, in addition, some of the designs reduce leakage by using transistor stacks. All

these state-of-the-art sub-VT memories are based on static bitcells, while the advantages and

drawbacks of dynamic bitcells for operation in the sub-VT regime have not yet been studied.

Remember that conventional 1-transistor-1-capacitor (1T-1C) embedded DRAM (eDRAM)

is incompatible with standard digital CMOS technologies due to the need for high-density

stacked or trench capacitors. Therefore, it cannot easily be integrated into a ULP system-on-

chip (SoC) at low cost. Moreover, low-voltage operation is inhibited by the offset voltage of the

required sense amplifier, unless special offset cancellation techniques are used [131].

Gain-cells are a promising alternative to SRAM and to conventional 1T-1C eDRAM, as they are

both smaller than any SRAM bitcell, as well as fully logic-compatible. Recall from Section 4.1

that much of the previous work on GC-eDRAMs focuses on high-speed operation, in order to

use gain-cells as a dense alternative to SRAM in on-chip processor caches [125, 28], while only

a few publications deal with the design of low-power near-VT gain-cell arrays [130, 132]. The

possibility of operating gain-cell arrays in the sub-VT regime for high-density, low-leakage,

and voltage-compatible data storage in ULP sub-VT systems has not been exploited yet. One

of the main objections to sub-VT gain-cells are the degraded Ion/Ioff current ratios, leading

to rather short data retention times compared to the achievable data access times. However,

in the following we show that these current ratios are still high enough in the sub-VT regime

to achieve short access and refresh cycles and high memory availability, at least down to

0.18µm CMOS nodes. While gain-cells are considerably smaller than robust sub-VT 8−14T

SRAM bitcells, they also exhibit lower leakage currents, especially in mature CMOS nodes

where sub-VT conduction is the dominant leakage mechanism. Recent studies for above-VT,

high-speed caches show that gain-cell arrays can even have lower retention power (leakage

power plus refresh power) than SRAM (leakage power only) [117]. However, a direct power

comparison between GC-eDRAM and SRAM is difficult and not within the scope of this study;

for example, an ultra-low power sub-VT SRAM implementation [89] employs power gating

of all peripheral circuits and of the read-buffer in the bitcell, while most power reports for

gain-cell eDRAMs include the overhead of peripherals. Compared to SRAM, gain-cells are

naturally suitable for two-port memory implementation, which provides an advantage in

terms of memory bandwidth, and enables simultaneous and independent optimization of
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write and read reliability. Finally, while local parametric variations directly compromise the

reliability of the SRAM bitcell (write contention, and data loss during read), such parametric

variations only impact the access time (and the retention time) of gain-cells, which is not a

severe issue when targeting the typically low speed requirements of ULP applications, such as

sub-VT sensor nodes or biomedical implants.

To start with, in this Section, we consider sub-VT GC-eDRAM design in a mature 0.18µm

CMOS node, which is typically used to: 1) easily fulfill the high reliability requirements of

ULP systems; 2) reach the highest energy-efficiency of such ULP systems, typically requiring

low frequencies and duty cycles [133]; and 3) achieve low manufacturing costs. In a second

step, we investigate the feasibility of sub-VT gain-cell eDRAMs under the aspect of technology

scaling. In particular, in addition to the mature 0.18µm CMOS node, we analyze low voltage

gain-cell operation in a 40 nm CMOS technology node. We show that deep-nanoscale gain-cell

arrays are still feasible, despite the reduced retention times inherent to these nodes. Due to

high refresh rates, we identify that the minimum supply voltage (VDDmin) that ensures an array

availability of 97% is in the near-VT domain.

Contributions The contributions of the work presented in this Section can be summarized

as follows:

• We investigate the minimum achievable supply voltage for ultra-low power gain-cell

operation.

• We analyze gain-cell arrays from a technology scaling perspective, examining the design

trade-offs that arise due to the inherent characteristics of various technology nodes.

• For the first time, we present a fully functional gain-cell array at a deeply scaled technol-

ogy node, as low as 40 nm.

• For the first time, we present a gain-cell array operated in the sub-VT domain.

Outline Section 4.4.2 explains the best-practice 2T gain-cell design in light of technology

scaling, emphasizing the optimum choices of the write access transistor, read access transistor,

storage node capacitance, and word line underdrive voltage for different nodes. Sections 4.4.3

and 4.4.4 present detailed implementation results of a 2 kb gain-cell memory in a 0.18µm and

in a 40 nm CMOS node, respectively, before Section 4.4.5 summarizes the all findings.

4.4.2 Two-Transistor (2T) Sub-VT Gain-Cell Design

Previously reported gain-cell topologies include either two or three transistors and an optional

MOSCAP [29]. While the basic two-transistor (2T) bitcell has the smallest area cost, it limits the

number of cells which can connect to the same read bitline (RBL) due to leakage currents from
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Figure 4.20: 2T gain-cell implementation options including the schematic waveforms.

unselected cells masking the sense current [63]. However, as many ULP systems require only

small memory arrays with relatively few cells per RBL, in the following section, we consider

the implementation of a 2T bitcell as a viable low-voltage option and propose a best-practice

2T bitcell design for the considered technology nodes (0.18µm and 40 nm).

2T Gain-Cell Implementation Alternatives

Fig. 4.20 shows the four basic options for implementing a 2T gain-cell, allowing both the write

transistor (MW) and the combined storage and read transistor (MR) to be implemented with

either an NMOS or a PMOS device. These standard topologies require the following control

schemes to achieve robust write and read operations. A boosted write wordline (WWL) voltage

is required during write access due to VT drop across MW; above VDD for the NMOS option

(VBOOST) and below VSS for the PMOS option (VNWL). For a read operation with a PMOS MR,

the parasitic RBL capacitance is pre-discharged, and the read wordline (RWL) is subsequently

raised. If the selected bitcell’s storage node (SN) holds a ‘0’, MR is conducting and charges

RBL past a detectable sensing threshold. If SN holds a ‘1’, MR is cut off, such that RBL remains

discharged below the sensing threshold. Using an NMOS transistor to implement MR provides

the exact opposite operation, i.e., RBL is pre-charged and RWL is lowered to initiate a read.

In the considered 0.18µm CMOS technology, both MW and MR can be implemented with
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either standard-VT core or high-VT I/O devices. In more advanced technology nodes, typically

starting with the 130 nm or 90 nm node for most semiconductor foundries, several VT options

become available for core devices, most commonly low-VT (LVT), standard-VT (SVT), and

high-VT (HVT) devices. One of the primary considerations for gain-cell implementation is

achieving high retention time, i.e., the time it takes for the level stored on SN to deteriorate

through leakage currents. In mature, above-100 nm CMOS nodes, subthreshold conduction is

the dominant leakage mechanism, compromising data retention in any 2T gain-cell through

the channel of MW, as shown in Fig. 4.21(a). Therefore, the primary selection criterion for

the device type of MW is to minimize subthreshold conduction. Note that subthreshold

conduction of MW weakens both a logic ‘1’ and a logic ‘0’ level, whenever the write bitline

(WBL) voltage is opposite to the SN voltage.

In more advanced, sub-100 nm CMOS nodes, there are other significant leakage mechanisms

that can compromise data integrity4. Only leakage components that bring charge onto the

SN or take charge away from SN need to be considered in terms of retention time, while

other leakage components are merely undesirable in terms of static power consumption.

Fig. 4.21(b) schematically shows the main leakage components that can compromise the

stored level in sub-100 nm nodes, including reverse-biased pn-junction leakage (Idiff), gate-

induced drain leakage (IGIDL), gate tunneling leakage (Igate), edge-direct tunneling current

(IEDT), and subthreshold conduction (Isub). When employing a PMOS MW, the bulk-to-drain

leakages (Idiff and IGIDL) weaken a logic ‘0’ and strengthen a logic ‘1’, but have the opposite

impact (strengthen a logic ‘0’ and weaken a logic ‘1’) when MW is implemented with an

4 Note that in the sub-VT region, these mechanisms are still negligible, as compared to subthreshold conduction.
However, as shown in Section 4.4.2, at near-VT supplies, some of the mechanisms still must be considered.
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NMOS device. During standby, MW is always off and has no channel; therefore, forward gate

tunneling (Igate) from the gate into the channel region and into the two diffusion areas that

would occur in a turned-on MOS device is of no concern here. Only the edge-direct tunneling

current, from the diffusion connected to the SN in the absence of a strongly inverted channel,

compromises data integrity. When using an NMOS MW, edge-direct tunneling discharges a

logic ‘1’, while it charges a logic ‘0’ for a PMOS MW.

The only leakage through MR that affects the stored data level is gate tunneling. During

standby, there is no channel formation in MR, no matter what the stored data level is. For

example, if using an NMOS MR, both RWL and RBL are charged to VDD during standby, such

that even a logic ‘1’ level results in zero gate overdrive. In this case, both diffusion areas of MR

are at the same potential as the SN, eliminating tunneling currents between the diffusions and

the gate (IEDT = 0). However, tunneling might occur from the gate directly into the grounded

bulk (Igate), weakening a logic ‘1’. If the same cell stores a logic ‘0’, tunneling between the

gate and bulk is avoided (Igate = 0), while reverse tunneling from the diffusions (IEDT) into the

gate can charge the logic ‘0’ level. The exact opposite biasing conditions and corresponding

tunneling mechanisms are found when implementing MR with a PMOS.

Best-Practice Write Transistor Implementation

Mature 0.18µm CMOS Node For the ULP sub-VT applications, long retention times that

minimize the number of power-consuming refresh cycles are of much higher importance than

fast write access. Therefore, low subthreshold conduction becomes the primary factor in the

choice of a best practice write transistor in the 0.18µm node. The subthreshold conduction of

NMOS and PMOS, core and I/O devices offered in this process are shown in Fig. 4.22a. Clearly,

the I/O PMOS device has the lowest subthreshold conduction Isub (VGS = 0V, VDS = −VDD)

among all device options and across all standard process corners, leading to the longest

retention time. At a 400 mV sub-VT VDD, the on-current Ion (VGS = −VDD, VDS = −VDD) of

this preferred I/O PMOS device is still four orders of magnitude larger than Isub, as shown

in Fig. 4.22b, which results in sufficiently fast write and refresh operations compared to the

achievable retention time. This holds for temperatures up to 37 ◦C, which is considered a

maximum, worst-case temperature for ULP systems that are often targeted at biomedical

applications, typically attached to the human body, and hardly suffer from self-heating due to

low computational complexity. Nevertheless, for temperatures as high as 125 ◦C, a sufficiently

high Ion/Isub ratio of four orders of magnitude is still achieved at a slightly higher supply

voltage of 500 mV.

Fig. 4.23a shows the worst-case time dependent data deterioration after writing into a 2T

gain-cell with a PMOS I/O write transistor under global and local variations. The blue (bottom)

curves show the deterioration of a logic ‘0’ level with WBL tied to VDD, and the red (top) curves

show the deterioration of a logic ‘1’ level with WBL tied to ground. The plot was simulated with

a sub-VT 400 mV VDD assuming a storage node capacitance of 2.5 fF. A worst-case retention

time of 40 ms can be estimated from this figure, corresponding to the minimum time at
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Figure 4.22: (a) Subthreshold conduction of different transistor types in an 0.18µm node, and
(b) I/O PMOS Ion/Isub current ratio as a function of VDD for the typical-typical (TT) process
corner at different temperatures.

which the ‘0’ and ‘1’ levels intersect. It is clear that a logic ‘0’ level decays much faster than

a logic ‘1’ level, corresponding with previous reports for the above-VT domain [130, 125].

In fact, the decay of a ‘1’ level is self-limited due to the steady increase of the reverse gate

overdrive (VGS,MW = VDD −VSN) and the increasing body effect (VBS,MW = VDD −VSN) of MW

with progressing decay. Both of these effects suppress the device’s leakage. Furthermore, the

charge injection (CI) and clock feedthrough (CF) that occur at the end of a write access (when

MW is turned off), cause the SN voltage level to rise, strengthening a ‘1’ and weakening a ‘0’

level [29, 114]. Therefore, careful consideration must be given to the initial state of the ‘0’ level

following a write access, as will be discussed in Section 4.4.2.

Scaled 40 nm CMOS Node While choosing the best device option for MW, subthreshold

conduction must again be kept as small as possible, as it affects both a ‘1’ and a ‘0’ level. The

diffusion leakage, the GIDL current, and the edge-direct tunneling current weaken one logic

level, while they strengthen the other. However, all three leakage components work against

the logic level which has already been weakened through CI and CF at the end of a write pulse.

For example, with a PMOS MW, the logic ‘0’ level is weakened through a positive SN voltage

step when closing MW, while IGIDL, Idiff, and IEDT further pull up SN, deteriorating the stored

‘0’. Therefore, in order to protect the already weaker level, the optimum device selection aims

at minimizing all of these leakage components. Fig. 4.24a shows the leakage components of

minimum sized devices provided in the 40 nm process5 at a near-VT supply voltage of 600 mV.

This figure clearly shows that despite the increasing significance of other leakage currents with

5The LVT devices were left out of the figure for display purposes, as their leakage is significantly higher than the
leakage of other devices.
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Figure 4.23: (a) Worst-case retention time estimation of 0.18µm sub-VT gain-cell with VDD =
400mV. (b) Best-practice gain-cell for sub-VT operation in 0.18µm CMOS.

technology scaling, Isub is still dominant at this node6. However, the advantage of using an I/O

device is lost, and a more compact HVT PMOS device provides the lowest total leakage. This

trend is confirmed when evaluating the leakage components of intermediate process nodes,

as well, showing that the leakage benefits of using an I/O device deteriorate to the point where

the area versus leakage trade-off favors the use of an HVT device at around the 65 nm node.

Best-Practice Read Transistor Implementation

Mature 0.18µm CMOS Node At the onset of a read operation, capacitive coupling from RWL

to SN causes a voltage step on SN [114]. Our analysis from the previous section showed that

MW should be implemented with a PMOS device, resulting in a strong logic ‘1’ and a weaker

logic ‘0’. Therefore, it is preferable to implement MR with an NMOS transistor that employs a

negative RWL transition for read assertion. The resulting temporary7 decrease in voltage on

SN counteracts the previous effects of CI and CF, thus improving the ‘0’ state during a read

operation. As a side effect, this negative SN voltage step also lowers the ‘1’ level and therefore

slightly slows down the read operation; however, this level is already initially boosted due to

deassertion of the WWL. An additional, and perhaps more significant reason to choose an

NMOS device for readout is that NMOS devices are approximately an order-of-magnitude

stronger than their PMOS counterparts at sub-VT voltages. Therefore, implementing MR with

an NMOS device provides a fast read access, which not only results in better performance, but

is essential for ensuring high array availability. As mentioned, the considered 0.18µm process

6Some of the leakage components are not modeled for the I/O devices; however, this does not impact our
analysis, as the PMOS HVT already provides the lowest total leakage.

7The effect is reversed upon deassertion of the RWL.
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This Table compares between leakage currents in 40 nm Devices

vdd=600 mV Isub Idiff IGIDL IEDT Igate IEDT

PMOS HVT 7.05E-13 2.47E-13 7.75E-21 3.18E-14 1.00E-17 6.36E-14

NMOS HVT 1.56E-12 4.83E-13 6.00E-38 1.09E-13 1.02E-16 2.18E-13

PMOS SVT 1.41E-11 3.54E-13 1.33E-19 2.76E-14 8.80E-18 5.52E-14

NMOS SVT 1.46E-11 3.45E-13 1.47E-31 9.30E-14 5.73E-21 1.87E-13

PMOS IO 1.72E-12 1.24E-14 0.00E+00 0 0 0

NMOS IO 8.08E-12 1.70E-14 0.00E+00 0 0 0

PMOS LVT 4.70E-11 1.94E-13 1.70E-22 3.25E-14 7.00E-18 6.50E-14

NMOS LVT 1.26E-10 0.00E+00 1.56E-28 9.26E-14 7.94E-16 1.85E-13
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Figure 4.24: (a) Leakage components of various devices in the considered 40 nm node at a near-
VT supply voltage of 600 mV. (b) Worst-case Ion(weak ′1′)/Ioff(weak ′0′) of MR, implemented
with LVT, SVT, and HVT devices. Both plots were simulated under typical conditions.

provides core and I/O devices, and considering the three-orders-of-magnitude higher on-

current for core devices at sub-VT voltages, the choice of an NMOS core MR is straightforward.

To summarize, the most appropriate 2T gain-cell for sub-VT operation in an above-100 nm

CMOS node comprises an I/O PMOS write transistor and a core NMOS read transistor, as

illustrated in Fig. 4.23b. The resulting hybrid NMOS/PMOS gain-cell shares the n-well on three

sides between neighboring cells [63] to keep the area cost low, as discussed in Section 4.4.3.

Scaled 40 nm CMOS Node When considering the best device type for scaled nodes, the large

number of options presents some interesting trade-offs for the implementation of MR. The

increasing gate leakage currents (Igate and IEDT) at scaled nodes could potentially present

an advantage for a thick oxide I/O device due to its reduced gate tunneling. However, at low

voltages, the tunneling currents are small in comparison with the subthreshold conduction

through MW, as shown in Fig. 4.24a. In addition, Igate and IEDT actually appear in opposite

directions, as the stored ‘0’ level rises, further reducing their impact. On the other hand, the

two primary considerations for the above-100 nm nodes are even more relevant at scaled

nodes. The achievable retention time in the 40 nm process turns out to be approximately

three orders-of-magnitude lower than that of the 0.18µm node. Therefore, the negative step

caused by RWL coupling to SN is even more important, and fast reads are essential to provide

sufficient array availability, despite the high refresh rates. To further enhance the read step,

layout techniques can be implemented to increase the capacitive coupling between RWL and

SN. However, when considering read access times, additional trade-offs arise. For maximum

read performance, MR could be implemented with an LVT device. At the 40 nm node, an

LVT NMOS provides an 8× increase in on-current at 400 mV compared to an SVT NMOS.

However, as the supply voltage is increased, this benefit reduces to 3× at 600 mV. The superior
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on-currents of LVT devices, as compared to SVT or HVT options, come at the expense of much

higher off-currents, as well as increased process variations. When choosing the read device,

this trade-off must be taken into consideration, as it is mandatory to correctly differentiate

between the discharged level of RBL due to a stored ‘1’ and the depleted level due to a weak

stored ‘0’. Furthermore, the unselected cells on the same column of a selected cell storing

a ‘1’ will start to counteract the discharge of RBL during a read, as V unselected
GS,MR = VDD −VRBL.

In effect, this limits the speed and minimum discharge level of RBL, according to the drive

strength of the unselected MR devices. When considering sub-VT operation in the 40 nm

node, the relatively low subthreshold conduction of the SVT, HVT, and I/O devices, render the

LVT the only feasible option for MR to achieve a reasonable RBL discharge time. However, as

VDD is increased into the near-VT region, an SVT device provides sufficient on-current, while

the higher VT and lower leakage enable better reliability under process variations, as well as

improved array availability.

Fig. 4.24b shows the worst case current ratio Ion/Ioff of the NMOS read transistor MR, im-

plemented with different device types as a function of VDD. Ion is given for a weak ‘1’ level,

estimated as the steady state high voltage of SN when tying WBL to VDD (VSN = 0.85VDD). Ioff is

given for a weak ‘0’ level, estimated at VSN = 0.4VDD, which would provide a sufficient margin

to differentiate between the two levels8. For supply voltages below 600 mV, the LVT device has

the highest current ratio and is therefore preferred, as it provides the best achievable array

availability. Likewise, the SVT device is preferred for VDD between 600 and 800 mV, while the

HVT device is the best option for even higher VDD.

Storage Node Capacitance and WWL Underdrive Voltage

Mature 0.18µm CMOS Node To close the design of the 2T bitcell, two important design

parameters must be taken into consideration. First, the storage node capacitance (CSN), pri-

marily made up of the diffusion capacitance of MW and the gate capacitance of MR, is typically

around 1 fF for minimum device sizes. However, we find that by applying layout techniques,

such as metal stacking, this value can be extended by over 5×, providing a configurable design

parameter. Second, to address the VT drop across MW especially affecting the write ‘0’ op-

eration (but also the write ‘1’ operation in the sub-VT regime), an underdrive voltage (VNWL)

needs to be applied to WWL, the magnitude of which affects the write access time and the SN

voltage.

Fig. 4.25a shows the storage node voltage (VSN) after a write ‘0’ access as a function of CSN and

VNWL, before and after closing MW. Fig. 4.25b emphasizes the impact of CI and CF by showing

the voltage step ∆V that occurs while closing MW. It is clear that any VNWL above −650 mV

already results in a degraded logic ‘0’ transfer prior to turning off MW. ∆V can be reduced by

increasing CSN and by decreasing the magnitude of VNWL. Therefore, on the one hand, VNWL

must be low enough to ensure a proper logic ‘0’ transfer, while, on the other hand, it should be

8This is verified for the chosen implementation at the minimum feasible bias in Section 4.4.4.
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Figure 4.25: Following a write ‘0’ operation: (a) VSN before and after closing MW, as a function
of CSN and VNWL. (b) ∆V due to charge injection from MW and due to capacitive coupling
from WWL to SN.

as high as possible to minimize ∆V . The optimum value for VNWL leading to the strongest ‘0’

state after a completed write operation is found to be −650 mV, as shown in Fig. 4.25a. The

optimum value for CSN is clearly the maximum displayed value of 2.5 fF.

Scaled 40 nm CMOS Node It is clear that the storage node capacitance should always be

as big as possible, regardless of the technology node. This not only results in an improved

initial ‘0’ level, as shown above, but also provides more stored charge and thus extends the

retention time. A general characteristic of scaled CMOS nodes is the increased number of

routing layers which, in the case of gain-cell design, can be used to build up the storage

node capacitor. Here, we assume that all available metal layers can be used at no additional

cost, as the memory is going to be embedded in a system-on-chip which already uses all

the metal layers. Moreover, with technology scaling, the aspect ratio of metal wires changes

to narrower but higher, and wires can be placed closer to each other, which is beneficial in

terms of side-wall parasitic capacitance. However, much of this benefit is offset by the lower

dielectric constants of the insulating materials (low-k) integrated into digital processes with

technology scaling. In addition, the absolute footprint of the bitcell shrinks with technology,

making it more challenging to allocate many inter-digit fingers for a high capacitance. In fact,

in the considered 40 nm node, the footprint of a gain-cell containing only two core devices

is so small that the minimum width and spacing rules for medium and thick metals are too

large to exploit these metals for increasing the capacitance of the SN. Therefore, our layout

of the 40 nm cell is limited to 5 routing layers, and the overall SN capacitance is much lower

than that achieved in the 0.18µm node. Fig. 4.26a summarizes the achievable storage node

capacitance according to the number of thin metal layers provided by the two considered

technology nodes.

Fig. 4.26b shows the SN voltage step ∆V of the 40 nm CMOS gain-cell that occurs during
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Figure 4.26: (a) Storage node capacitance versus number of employed metal layers. (b) ∆V
due to CI and CF, as a function of CSN and VNWL, for VDD = 700mV. (c) VSN after CI and CF
versus write pulse width.

the positive edge of WWL for a logic ‘0’ transfer. As already observed for the 0.18µm node,

∆V decreases with increasing SN capacitance and with decreasing WWL step size (i.e., with

decreasing absolute value of the underdrive voltage, VNWL). While the charge injected from

the large channel area of the selected I/O PMOS write transistor in the mature technology

node results in a large voltage step severely threatening data integrity, the problem is slightly

alleviated in more advanced nodes where small core transistors are preferred. The resulting

voltage steps of 10 to 45 mV are rather small compared to the minimum VDD where high array

availability is achieved (as will be shown in Section 4.4.4). Moreover, it is worth mentioning

that strong ‘0’ levels are transferred to SN even with the least aggressive underdrive voltage of

−0.4V (however, at the expense of write access time). Therefore, the∆V values in Fig. 4.26b also

correspond to the final SN voltage right after the write access. The final choice of VNWL for the

40 nm node needs to account for the write access time, which must remain short to guarantee

high array availability in a node with high leakage and short retention time (see Section 4.4.4).
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Figure 4.27: Distribution of the SN voltage of a logic ‘0’ and a logic ‘1’ at critical time points: 1)
[circles] directly after a 1µs write access (before turning off MW); 2) [squares] after turning off
MW; 3) [diamonds] after a 40 ms retention period under worst-case WBL conditions; and 4)
[triangles] during a read operation.

Therefore, Fig. 4.26c shows the final VSN after CI and CF, as a function of the write pulse width.

Over a large range of pulse widths as short as several ns, an underdrive voltage of −700 mV

results in the strongest ‘0’ levels, and is therefore preferred. Less underdrive, e.g., −500 mV,

would result in weak ‘0’ levels for pulse widths which are shorter than 3 ns.

4.4.3 Macrocell Implementation in 0.18µm CMOS

This Section presents a 64×32 bit (2 kb) memory macro based on the previously elaborated 2T

gain-cell configuration (Fig. 4.23b), implemented in a bulk CMOS 0.18µm technology. The

considered VDD of 400 mV is clearly in the sub-VT regime, as VT of MW and MR are −720 mV

and 430 mV, respectively. Special emphasis is put on the analysis of the reliability of sub-VT

operation under parametric variations. While the address decoders and the sense buffers

are built from combinational CMOS gates and operate reliably in the sub-VT domain [73],

the analysis focuses on the write-ability, data retention, and read-ability of the gain-cell.

All simulations assume a 1µs write and read access time (1 MHz operation); a 3-metal SN

capacitance of 2.5 fF, providing a retention time of 40 ms (according to previously presented

worst-case estimation); a temperature of 37 ◦C and account for global and local parametric

variations (1k-point Monte Carlo sampling).

Fig. 4.27 plots the distribution of the bitcell’s SN voltage at critical time points for the ‘0’ and the

‘1’ states. As expected, nominal 0 V and 400 mV levels are passed to SN just before the positive

edge of the write pulse. CI and CF cause the internal levels to rise by 20–50 mV, resulting in

a slightly degraded ‘0’ level and an enhanced ‘1’ level, while the distributions remain sharp.

After a 40 ms retention period with a worst-case opposite WBL voltage, the distributions are
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Figure 4.28: Distribution of RBL voltage (VRBL) after read ‘1’ [circles] and read ‘0’ [diamonds]
operations and distribution of the trip-point VM of the read buffer [squares], for (a) favorable
and (b) unfavorable read ‘1’ conditions.

spread out, but the ‘1’ levels are still strong, while the extreme cases of the ‘0’ levels have

severely depleted, approaching 200 mV. However, the ‘0’ and ‘1’ levels are still well separated,

and moreover, the ‘0’ levels are improved following the falling RWL transition, resulting in a

10–20 mV decrease.

To verify the read-ability of the bitcell, Fig. 4.28 shows the distribution of the RBL voltage

(VRBL) following read ‘0’ and read ‘1’ operations after the 40 ms retention period. In addition,

the figure plots the distribution of the trip-point (VM) of the sense buffer. While read ‘0’ is

robust in any case (RBL stays precharged), read ‘1’ is most robust if all unselected cells on

the same RBL as the selected cell store ‘0’ (see Fig. 4.28a), while it becomes more critical if all

unselected cells store ‘1’ (see Fig. 4.28b), thereby inhibiting the discharge of RBL through the

selected cell. This worst-case scenario for a read ‘1’ operation is illustrated in Fig. 4.29a. In

order to make the read operation more robust, VM is shifted to a value higher than VDD /2 by

appropriate transistor sizing in the sense inverter. Ultimately, the VRBL distributions for read

‘0’ and read ‘1’ are clearly separated, and the distribution of VM is shown to comfortably fit

between them, as shown in Fig. 4.28.

The layout of the 0.18µm 2T gain-cell, comprising a PMOS I/O MW and an NMOS core MR

is shown in Fig. 4.29b. The figure presents a zoomed-in view of one bitcell (surrounded by

a dashed line) as part of an array. The chosen technology requires rather large design rules

for the implementation of I/O devices; however, by sharing the n-well on three sides and

stacking the bitlines, a reasonable area of 4.35µm2 per bitcell is achieved. In the same node, a

single-ported 6T SRAM bitcell for above-VT operation has a comparable area cost of 4.1µm2

(cell violates standard DRC rules), whereas SRAM bitcells optimized for robust operation at low

voltages are clearly larger (e.g., the 14T SRAM bitcell in [89] has an area cost of 40µm2). The

depicted layout also enables metal stacking above the storage node to provide an increased

SN capacitance of up to 5 fF (see Fig. 4.26a).
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Figure 4.29: 180 nm gain-cell array: (a) Worst-case for read ‘1’ operation: all cells in the same
column store data ‘1’. To make the ‘1’ operation more robust, the sense inverter is skewed,
with a trip-point VM >VDD /2. (b) Zoomed-in layout.

At an operating frequency of 1 MHz, a full refresh cycle of 64 rows takes approximately 128µs.

With a worst-case 40 ms retention time, the resulting availability for write and read is 99.7%.

As summarized in Table 4.4, the average leakage power of the 2kb array at room temperature

(27 ◦C) is 1.95 nW, while the active refresh power of 1.68 nW is comparable, amounting to a total

data retention power of 3.63 nW (or 1.7 pW/bit). This total data retention power is comparable

to previous reports on low-voltage gain-cell arrays [130], given for room temperature as well.

4.4.4 Macrocell Implementation in 40 nm CMOS

Whereas gain-cell implementations in mature technologies have been frequently demon-

strated in the recent past, 65 nm CMOS is the most scaled technology in which gain-cells

have been reported to date [29], as discussed in detail in Section 4.1. In this Section, for the

first time, we present an 40 nm gain-cell implementation, and explore array sizes and the

corresponding minimum operating voltages that result in sufficient array availability.

As previously described, core HVT devices are more efficient than I/O devices for write tran-

sistor implementation at scaled nodes, providing similar retention times with relaxed design

rules (i.e., reduced area). In addition, the multiple threshold-voltage options for core transis-

tors provide an interesting design space for the read transistor selection, trading off on- and

off-currents, depending on the supply voltage. Two additional factors that significantly impact

the design at scaled nodes are the reduced storage node capacitance, due to smaller cell area

and low-k insulation materials, and severely impeded retention times, due to lower storage
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Table 4.4: Figures of merit for 0.18µCMOS and 40 nm CMOS ultra-low voltage GC-eDRAM
macrocells.

Technology Node 180 nm CMOS 40 nm LP CMOS
Number of thin metal layers 5 5
Write Transistor PMOS I/O PMOS HVT
Read Transistor NMOS Core NMOS SVT
VDDmin 400 mV 600 mV
Storage Node Capacitance 1.1 fF–4.9 fF 0.27 fF–0.72 fF
Bitcell Size 1.12µm x 3.89µm (4.35µm2) 0.77µm x 0.42µm (0.32µm2)
Array Size 64x32 (2 kb) 64 x 32 (2 kb)
Write Access Time 1µs 3 ns
Read Access Time 1µs 17 ns
Worst-Case Retention Time 40 ms 44µs
Leakage Power 1.95 nW (952 fW/bit) 68.3 nW (33.4 pW/bit)
Average Active Refresh Energy 67 pJ 21.2 pJ
Average Active Refresh Power 1.68 nW (818 fW/bit) 482 nW (235.5 pW/bit)
Average Retention Power 3.63 nW (1.7 pW/bit) 551 nW (268.9 pW/bit)
Array Availability 99.7% 97.1%
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Figure 4.30: 40 nm gain-cell array: (a) array availability as a function of supply voltage and
array size; and (b) zoomed-in layout.

capacitance and increasing leakage currents. Therefore, array availability becomes a major

factor in gain-cell design and supply voltage selection. For this implementation, a minimum

array availability of 97% was defined.

Considering a minimum array size of 1 kb (32x32), sufficient array availability is unattainable

with the LVT MR implementation for a supply voltage lower than 500 mV, suitable for this

device according to Fig. 4.24b. Therefore, an SVT device was considered with near-threshold
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Figure 4.31: Read access time distribution for the GC-eDRAM implementation in 40 nm CMOS:
RBL discharge time for correct data ‘1’ sensing, and undesired RBL discharge time till sensing
threshold through leakage for data ‘0’.

supply voltages above 500 mV. Fig. 4.30a shows the array availability achieved under varying

supply voltages, considering array sizes from 1 kb to 4 kb. The red dashed line indicates the

target availability of 97%, showing that this benchmark can be achieved with a 2 kb array at

600 mV. At this supply voltage, with a −700 mV underdrive write voltage, the write access time

is 3 ns, and the worst-case read access time is 17 ns, while the worst-case retention time is 44µs

(see Table 4.4). Fig. 4.31 shows the distribution of the time required to sense the discharged

voltage of RBL during a read ‘1’ operation following a full retention period (green bars). The red

bars (read ‘0’) represent an incorrect readout, caused by a slow RBL discharge through leakage,

such that the read access time must be shorter than the first occurrence of an incorrect read

‘0’. The clear separation between the two distributions shows that by setting the read access

time to 17 ns, the system will be able to robustly differentiate between the two stored states.

A zoomed-in layout of the 40 nm gain-cell array is shown in Fig. 4.30b, with a bitcell area of

0.32µm2 (surrounded by the dashed line). For comparison, a single-ported 6T SRAM bitcell in

the same node has a slightly larger silicon area of 0.572µm2, while robust low-voltage SRAM

cells are considerably larger (e.g., the 9T SRAM bitcell in [4] has an area cost of 1.058µm2). As

shown in Table 4.4, the implemented 40 nm array exhibits a leakage power of 68.3 nW, which is

clearly higher than for the array in 0.18µm CMOS technology. Even though the active energy

for refreshing the entire array is only 21.2 pJ, the required refresh power of 482 nW is again

higher than for the 0.18µm node, due to the three orders-of-magnitude lower retention time.

Consequently, the total data retention power is around 150× higher in 40 nm CMOS, compared

to 0.18µm CMOS.
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4.4.5 Conclusions

This Section investigated 2-transistor (2T) sub-VT and near-VT gain-cell memories for use

in ultra-low power systems, implemented in two very different technology generations. For

mature, above-100 nm CMOS nodes, the main design goals of the bitcell are long retention

time and high data integrity. In the considered 0.18µm CMOS node, a low-leakage I/O PMOS

write transistor and an extended storage node capacitance ensure a retention time of at least

40 ms. At low voltages, data integrity is severely threatened by charge injection and capacitive

coupling from read and write word-lines. Therefore, the positive storage node (SN) voltage

disturb at the culmination of a write operation is counteracted by a negative disturb at the

onset of a read operation, which is only possible with an NMOS read transistor. Moreover,

the write word-line underdrive voltage must be carefully engineered for proper level transfer

at minimum voltage disturb during de-assertion. Monte Carlo simulations of an entire 2 kb

memory array, operated at 1 MHz with a 400 mV sub-VT supply voltage, confirm robust write

and read operations under global and local variations, as well as a minimum retention time

of 40 ms leading to 99.7% availability for read and write. The total data retention power is

estimated as 3.63 nW/2kb, the leakage power and the active refresh power being comparable.

The mixed gain-cell with a large I/O PMOS device has a large area cost of 4.35µm2, compared

to an all-PMOS or all-NMOS solution with core devices only.

In more deeply scaled technologies, such as the considered 40 nm CMOS node, subthreshold

conduction is still dominant at reduced supply voltages. Gate tunneling and GIDL currents

are still small, but of increasing importance, while reverse-biased pn-junction leakage and

edge-direct tunneling currents are negligible. In the 40 nm node, the write transistor is best

implemented with an HVT core PMOS device, which provides the lowest aggregated leakage

current from the storage node, even compared to the I/O PMOS device. A write word-line

underdrive voltage of −700mV is employed to ensure strong ‘0’ levels with a short write access

time. Among various NMOS read transistor options, an SVT core device maximizes the sense

current ratio between a weak ‘1’ and a weak ‘0’ for near-VT supply voltages (600–800 mV) where

97% array availibility is achieved. Both the access times and the retention time are roughly

three orders-of-magnitude shorter than in the 0.18µm CMOS node, due to the increased

leakage currents and smaller storage node capacitance. While the active refresh energy is low

(21 pJ), the high refresh frequency results in high refresh power (482 nW), dominating the total

data retention power (551 nW). As compared to the 0.18µimplementation, the scaled down

design provides better performance (17 ns read access and 3 ns write access), and a compact

bitcell size of 0.32µm2.

To conclude, this analysis shows the feasibility of sub-VT GC-eDRAM operation for mature

process technologies and near-VT operation for a deeply scaled 40 nm process, providing a

design methodology for achieving minimum VDD at these two very different nodes.
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4.5 Multilevel GC-eDRAM (MLGC-eDRAM)

As discussed in detail in Section 2.3.1, there is a large number of VLSI systems which 1)

require only short data retention times; and/or 2) are resilient to a small number of hardware

defects, such as broken memory cells. Application fields for such VLSI systems include

multimedia [51], wireless communications [2, 52, 21, 53], and data mining [54]. Note that

beside these typical examples of systems which can tolerate some hardware defects, there

is a general trend to error-resilient (or fault-tolerant) VLSI systems [55, 56] due to increased

parametric variations and high defect levels in nanometric CMOS technologies. Unfortunately,

random within-die process variations such as line edge roughness (LER) and random dopant

fluctuations (RDFs) affect memory cells more than logic since the transistors are typically of

minimum size in memory cells to satisfy high density requirements [56]. In order to strongly

motivate and position our work on a multilevel GC-eDRAM array, presented in the following,

we mention again the simulation-based analysis of a complete high speed-packet access

(HSPA+) systems [21] (see Section 2.3.1 for some more details). In fact, this study [21] shows

that the hybrid automatic repeat request (HARQ) memory, a major part of the entire system in

terms of silicon area, can exhibit a bitcell failure rate of up to 1% while the HSPA+ system still

achieves the required throughput. Furthermore, under preferential protection of the four most

significant bits (MSBs) of the log-likelihood ratios in robust 8T SRAM bitcells, all remaining,

less significant bits can be stored in highly unreliable bitcells exhibiting failure rates of up

to 10% for a system-level throughput which is only slightly degraded compared to error-free

hardware [21]. As a further example for the use of unreliable memories in fault-tolerant VLSI

systems, we mention the work in [52], where the effect of unreliable storage of log-likelihood

ratios on the performance of wireless communication transceivers is investigated. The system

under consideration in [52] requires retention times below 10µs and it is shown that error

rates up to a few percent can be tolerated. These results encourage us to exploit innovative

ways to compromise the reliability and the retention time of dynamic memories in general

and of GC-eDRAM in particular for the benefit of increased storage densities.

While multilevel cells (MLC) [136] are extensively and industrially used in non-volatile Flash

memory technology since several decades, only a small number of research works [137, 138,

139, 140] consider the possibility of storing more than one bit per cell in conventional 1T-1C

eDRAM technology for increased storage density at the cost of compromised reliability and

reduced retention times. The noise margin in an n-level multilevel DRAM (MLDRAM) is

reduced by a factor of 1/(n −1) compared to the noise margin in a conventional single-bit-

per-cell (two-level) DRAM [141] which implies that MLDRAMs are less reliable. Furthermore,

the destructive read access of the conventional 1T-1C storage cell renders multilevel sensing a

complex endeavor, particularly if sensing is to be done in a sequential manner to reduce the

area overhead of the readout circuitry. Also the multilevel write and restore operations are

rather complex; most MLDRAMs use charge sharing among ratioed or equal-sized capacitors,

which typically are divisions of bitlines, to generate storage and reference levels [141].

For the first time, we apply the concept of storing many bits per memory cell to fully logic-
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compatible GC-eDRAM technology. Besides the main advantage of logic compatibility, the

non-destructive read access of gain-cells avoids the power-consuming restore operation and

significantly simplifies the multilevel sense operation compared to conventional 1T-1C eDRAM

bitcells: a stored data level can now sequentially be compared to several reference voltage

levels. In the following, an 8-kbit multilevel GC-eDRAM macrocell, storing 2 bits per gain-cell,

in 90 nm CMOS technology, including multilevel write and read circuits is proposed and

analyzed with respect to its read failure probability due to within-die (WID) process variations

by means of Monte Carlo simulations. With a view toward fault-tolerant VLSI signal processing

systems, we investigate the dependency of the read failure probability on the time upon write,

i.e., the time that passes between writing and reading back the data from the storage array.

The results serve as a link to the area of fault-tolerant system performance analysis and design

where the knowledge about the degree of data integrity for a given retention time can be taken

into account.

Section 4.5.1 discusses the design of the multilevel GC as well as the corresponding multilevel

read and write circuits. Section 4.5.2 discusses the failure mechanisms and studies the read

failure probabilities under different operating conditions. Section 4.5.4 compares the area

of the proposed memory macro with the one of an SRAM macrocell, and briefly presents a

multilevel GC-eDRAM test chip. Section 4.5.3 proposes the use of a replica column in multi-

level GC-eDRAM for fast memory access under varying PVT conditions. Finally, Section 4.5.5

concludes the work on multilevel GC-eDRAMs and presents an outlook.

4.5.1 Multilevel GC-eDRAM Design

As already discussed in Section 4.1, the basic idea behind GC-based memories is to store

data in form of charge on a capacitive storage node (SN) formed by a MOSCAP (dedicated

storage transistor MS), junction capacitance, as well as interconnect capacitance. In multilevel

GC-based memories, many different voltage levels must be generated and transferred to the

SN during the write operation. During the read operation, the transconductance gain of the

ST is exploited to yield different sensing currents which can be compared to reference currents

to yield a decision on the information stored in the cell. In summary, a multilevel GC-based

memory comprises the following key components: an array of storage cells, a circuit for the

generation of storage and reference levels, and a read circuit.

Multilevel gain-cell

In single-bit-per-cell storage arrays only an on- and an off-state of the storage transistor (MS),

corresponding to two intervals of the SN voltage, must be distinguished. In our proposed

multilevel GC, the drain current of MS is modulated by means of its gate voltage to distinguish

between multiple levels during the read operation. To this end, the dynamic range of the

voltage on the SN is partitioned into multiple non-overlapping regions corresponding to

the individual symbols stored in a cell. This more fine-grained partitioning of the available
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dynamic range of the SN voltage increases the sensitivity of the GC to leakage, which causes

the SN voltage to drift, and therefore limits the retention time of the circuit. Furthermore,

for multilevel-sensing smaller differences in sensing current must remain distinguishable

compared to single-bit-per-cell storage arrays.

As a starting point for our multilevel GC implementation, we choose a conventional 3-

transistor (3T) gain-cell [30] for reasons of its area efficiency compared to 4T GC topologies

(using a “gated diode” or MOSCAP for increased SN capacitance and capacitive coupling from

RWL to SN during read). The additional, separate read transistor (MR) compared to the more

area-efficient 2T GC was chosen to avoid the masking issue9 during read operation that was

already critical in previous single-bit-per-cell implementations [28]. In order to simplify the

multilevel read operation, the chosen 3T GC topology does not contain capacitive coupling

from the read word-line (RWL) to the SN, a technique often being used in many single-bit-per-

cell GC topologies to boost the SN voltage during read for larger sensing current and faster

read.

The 3T multilevel GC topology can be implemented using different combinations of PMOS and

NMOS devices. Clearly, an all-PMOS or an all-NMOS configuration yields the most compact

cell layout. Unfortunately, the drawback of such a configuration is that the gate voltage of the

write transistor (MW) must be boosted to be able to transmit the maximum available dynamic

range for which the storage transistor MS is turned on to the SN during write operation in order

to maximize the available margin between different levels. This implies the use of level shifters

and a second power supply (or an embedded charge pump [88]) to generate the boosted

write word-line (WWL) voltage. Furthermore, the correct functioning of the memory might be

difficult to guarantee due to excessive gate tunneling and the long-term reliability might be

compromised without a proper power-up sequence which ensures that the maximum voltage

between the terminals of MW does never exceed the specifications of the technology.

To avoid the above described problems, we chose a configuration in which MW is implemented

as PMOS transistor while MS and MR are implemented as NMOS transistors (vice versa would

also be possible), as shown in the gray box in Fig. 4.32. The drawback of this solution is the area

overhead required for the spacing between NMOS and PMOS devices. In our mixed GC con-

figuration, this overhead is minimized by sharing the n-well on 3 sides between neighboring

cells. Since the cell area is mostly limited by the contacts, the overall cell area increases only

by a very small amount. As for the entire memory macro, requiring neither level shifters nor

the generation of an additional boosted supply voltage, our mixed GC configuration results in

much smaller overall area than the NMOS- or PMOS-only configuration.

9 In area-efficient 2T gain-cells [28], the number of words which can be connected to the same read bit-line
(RBL) is seriously limited, as the sum of the leakage currents drawn from the RBL by unselected cells quickly masks
the sensing current of the selected cell to such an extent that the read operation fails. This problem is mitigated in
3T gain-cells (such as [121]) by adding a separate read transistor (MR) to the cell, at the price of a larger silicon
area.
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Figure 4.33: Allocation of storage and reference levels.

Level generation

Fig. 4.33 shows the 4 storage levels on the left-hand side and the 3 reference levels on the

right-hand side which must be generated for storing and reading back 2 bits per cell. Note that

at the end of the write operation, these voltage levels are slightly shifted (reduced by around

20 mV) due to charge injection and clock feedthrough from the PMOS write transistor.

In order to locally generate these levels within the macrocell, we follow the area-efficient

approach proposed in [141, 140] by using charge sharing between bitline segments (sub-

bitlines) which are precharged to either 0 V or to the supply voltage VDD and then shorted

147



Chapter 4. Gain-Cell Based eDRAMs (GC-eDRAMs)

together. Fig. 4.34 shows one column of the memory macro and highlights the switches

connecting two sub-bitlines. The resolution of this level generation technique is VDD/W ,

where W denotes the number of words per WBL. One WBL cut must be performed for each

different level to be generated, which results in N +1 sub-bitlines connected by N sub-bitline

connectors (see Fig. 4.34) for N different levels.

Multilevel Sensing

As shown in Fig. 4.34, each column of the macro memory contains not only the actual GCs, but

also a reference GC (RGC). The sense operation starts by writing a reference level to such a RGC

in an unselected column of the storage array. Subsequently, the current drawn by the active

GC (AGC), i.e., the GC being read, is compared to the current drawn by the RGC. To distinguish

between multiple levels, one storage level must be compared to several reference levels. These

comparisons can be done either sequentially [140] or in parallel [138]. For sequential 4-level

sensing implementing a successive approximation, one storage level must be compared to

two reference levels. As opposed to DRAMs based on the conventional 1T-1C cell, a storage

level can easily be sensed multiple times in GC-based memories due to the non-destructive

read access to the GCs. Using sequential rather than parallel multilevel sensing leverages this

advantage to keep the area of the readout circuits small.

Fig. 4.32 shows the sense amplifier (SA) together with the AGC and the RGC. After storing the

mid-range reference level (SL2 in Fig. 4.33) to the RGC, the RBL of the active and the reference

column are precharged to VDD and equalized by the bit line equalizer shown on the right-hand

side of Fig. 4.34. The RWLs associated with the AGC and the RGC are then enabled at the same

time which causes the RBLs to be discharged. Since the voltage levels stored in the GCs are

different, the two RBLs are discharged unequally fast. The SA is triggered by the control logic

after a short delay that is chosen long enough to allow for the development of a sufficient

voltage difference between the two RBLs. The sense operation is then repeated with a second

reference level that is chosen depending on the outcome of the first comparison.

4.5.2 Reliability/Failure Analysis

The dynamic storage mechanism combined with the reduced margin between the levels

representing different symbols for the multilevel storage capability compromise the integrity of

the data stored in the memory array. In the following, we presume a fault-tolerant application

that can tolerate unreliable, but still mostly functional circuit behavior and we analyze the

reliability of the proposed storage array for different operating conditions and process corners.

Read Failure Analysis

The two main reasons for not being able to read back the content of a memory cell correctly in

the described storage array are:
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Figure 4.34: Multilevel GC-eDRAM macrocell architecture.
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1. within-die (WID) process parameter variations that give rise to mismatch between

the transistors on the active branch and the reference branch of the readout circuit

(including the read port of the GC), and

2. the sum of leakage components from and to the SN which alters the voltage on the SN.

The second effect causes a shift of the SN voltage in the direction of one of the neighboring

levels which reduces the sense margin that is available to compensate for process parameter

variations. Hence, the percentage of errors due to process parameter variations depends on

the time upon write which defines the time between the read operation and the last write

operation to the corresponding multilevel GC.

Impact of Within-Die Process Variations We shall first investigate the impact of process

parameter variations alone, without also explicitly considering the dependency of the error

rate on the time upon write. To this end, we consider the voltage difference ∆V between the

SNs of the AGC and the RGC as a parameter that we can set to emulate the voltage drift of

the SN. A read failure can occur due to mismatch between the corresponding transistors in

the active and the reference branches of the GCs and of the SA. The smaller ∆V , the higher

the sensitivity of the sensing scheme to mismatch. For the GCs, the corresponding storage

transistors (MS) as well as the corresponding read transistors (MR) should match, while

in the SAs the NMOS (PMOS) transistors in the cross-coupled inverter pair should match

(see Fig. 4.32). Transistors in the GCs are of minimum size and can be far apart. They can

therefore hardly be matched and process parameters must be considered to be independent

and identically distributed (i.i.d.). The opposite is true for transistors in the SA which can be

placed in close proximity to each other and can be sized generously to improve matching.

Nevertheless, i.i.d. process variations between the AGCs and the RGC as well as within the SAs

are considered for all following analyses.

We evaluate the failure probabilities using Monte Carlo circuit simulations with back-annotation

of all relevant layout parasitics in a 90 nm CMOS node. Depending on the level being stored in

the AGC and depending on the state of the successive approximation algorithm (first or second

comparison), 8 sense operations, labeled p1 . . . p8, are distinguished as shown in Fig. 4.33.

The sense operations p7 and p8 have a much greater margin than the other sense operations

(p1 to p6). We can therefore limit the analysis of the read failure probability to the sense

operations p1 to p6. Fig. 4.35 shows the corresponding empirical failure probabilities pfail for

1000 within-die process parameter realizations under worst-case conditions, corresponding

to the fast-fast process corner at 85 ◦C. As expected, the read failure probabilities increase

as the margin ∆V decreases and reach 50 % for ∆V = 0V. We also observe that the failure

probabilities depend mostly on ∆V and not much on the absolute SN voltage levels and are

thus very similar for the six relevant sense operations.
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Figure 4.35: Read failure probability pfail as a function of ∆V under worst-case conditions
(defined in Table 4.5).

Table 4.5: Definition of operating conditions.

Name Corner Temp. WBL state

Worst ff 85 ◦C Opposite
Bad ff 85 ◦C Middle
Typical tt 25 ◦C Middle

Impact of Time Upon Write tw As discussed previously, ∆V for a particular sense operation

can change over time due to leakage from and to the SN. This effect is negligible for the RGC

which is set immediately before the read operation, but the time upon write tw needs to be

taken into account to determine the SN voltage of the AGC during the read operation.

Fig. 4.36 shows the sensing failure probabilities pfail(tw) as a function of tw, again obtained

through Monte Carlo simulations, for the fast-fast process corner at 85 ◦C. For each sense

operation we have constructed a worst-case scenario that keeps the WBL constantly at a

level that maximizes the subthreshold current of the MW pulling the SN voltage of the AGC

toward the reference level of the respective sense operation. We observe from Fig. 4.36 that

the sense operations p1, p3, and p5 are less likely to fail than p2, p4, and p6. The reason for

this difference is that for the more reliable sense operations (p1, p3, and p5), the gate-induced

drain leakage (GIDL) current of MW charges the SN, while the subthreshold current of MW

discharges the SN. For the less reliable sense operations (p2, p4, and p6) both the GIDL current

and the subthreshold current of MW charge the SN. The worst situation occurs for p6 due to

the largest drain-to-source voltage of MW.
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Figure 4.36: Read failure probability pfail(tw) as a function of the time upon write tw under
worst-case conditions (defined in Table 4.5).

For practical systems, the above worst-case assumption on the state of the WBL is highly

unrealistic. In fact, during the idle state of the memory, the voltage on the WBL can be

controlled and can be kept in the middle of its dynamic range. As can be seen in Fig. 4.37,

pfail(tw) decreases significantly under this new assumption, as the subthreshold conduction

of MW is smaller. Fig. 4.37 also shows that now the highest failure probabilities occur for

the sense operations p1 and p6 due to the largest drain-to-source voltage values of MW. The

sense operation p6 has a smaller failure probability than p1 as the PMOS MW has higher

gate-to-source and gate-to-drain voltages and thus a smaller subthreshold current.

Keeping the same assumption on the WBL state, and for the typical-typical process corner at

25 ◦C, the maximum read failure probability among all possible sense operations 10µs (50µs)

after writting is 1.7 % (7.9 %), as shown in Fig. 4.38.

So far, the read failure probabilities of single sense operations has been analyzed. Thereof, the

failure probabilities of two successive sense operations corresponding to the detection of a

storage level can be deduced. For typical operating conditions, the high failure probability

of the sense operation p6 suggests using only 3 levels per cell. Thus, in order to reach higher

reliability at the price of larger area, coding over two 3-level cells could be used, so that

32 = 9 > 8 symbols are available using both cells, which corresponds to 1
2 log2 8 = 1.5 bits per

cell if only 8 out of 9 symbols are used [142].
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Figure 4.37: Read failure probability pfail(tw) as a function of the time upon write tw under
bad conditions (defined in Table 4.5).
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Figure 4.38: Read failure probability pfail(tw) as a function of the time upon write tw under
typical conditions (defined in Table 4.5).

4.5.3 Replica Techniques for Frequency Guardband Reduction

As seen before, among different multilevel write schemes summarized in [143], charge sharing

between bit-line (BL) segments to locally generate many data levels has a small area cost.
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Moreover, remember that the multilevel read operation is best performed in a sequential

fashion to avoid an area-increase due to the need for many parallel sense amplifiers (SAs).

However, these area-efficient multilevel write and read schemes result in long access times.

This problem is aggravated in deep-submicron (DSM) and nanometric CMOS technologies

where large timing margins are required due to increasing process variations if reliability is

not to be further compromised.

In order to guarantee reliable sense operation and to yet trigger the SA at the earliest possi-

ble instant, even in the occurrence of large die-to-die (D2D) process, voltage, and temper-

ature (PVT) variations, different flavors of replica BL techniques have been developed for

SRAMs [144, 145, 146]. Some of these techniques do also address WID process parameter

variation [145, 146]. The basic replica BL technique consists of a delay generator (the replica

BL) which tracks the delay of the actual BLs across PVT corners [144]. To our knowledge, the

replica BL technique has not been exploited yet to improve the access times of multilevel

GC-eDRAMs.

In our simulation-based study [112], the replica BL technique is applied to the previously

presented multilevel GC-eDRAM to maintain optimum read access times under PVT variations

with a minimum area-overhead. In addition to generating read control signals, the same

replica column is also used to generate write control signals with optimum delay. As for

the multilevel write operation, the delay to pre-(dis)charge the capacitive WBL segments is

the most significant contribution to the write access time. For the generation of the highest

storage level of 1.1 V, 11 WBL segments need to be pre-charged to VDD, which amounts for the

longest possible pre-(dis)charge delay. The replica column which is added to the storage array

is designed to track exactly this pre-(dis)charge delay, in order to optimally time the initiation

of the charge sharing process and the assertion of the write word-line (WWL) for a successful

write completion.

As for the multilevel read operation, the different voltage levels on the SN of the AGC and the

RGC result in unequally strong RBL discharging currents, which eventually develops a voltage

difference between the terminals of the SA, as expatiated on before. The SA is triggered as soon

as this voltage difference is big enough to overcome its offset voltage. It is crucial to trigger the

SA at the right time: triggered too early, the voltage difference might be too small to be resolved

correctly; triggered too late, both RBLs might already have been discharged completely to

ground. Finding a suitable trigger instant is especially difficult since there are many different

voltage levels resulting in stronger or weaker discharging currents. The problem is further

aggravated by PVT variations. Implemented in a 90-nm CMOS technology, the SA shown

in Fig. 4.32 has an offset voltage of up to 30 mV. The RBL-discharge delay to be tracked by

the replica column is defined as the required time to discharge a RBL from VDD to 0.45×VDD

through the read path of a gain-cell storing the highest data level. For the highest data and

reference levels, a voltage difference between the RBLs of 107 mV is developed within this

delay, whereas the voltage difference that develops for the lowest data and reference levels is

71 mV and still high enough for reliable sensing. Consequently, the replica column, tracking
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Table 4.6: Total access times for different PVT conditions.

PVT condition twrite [ns] tread [ns]

Fast 2.3 9.2
Typical 3.0 12.0
Slow 5.0 20.0

the RBL discharge delay, allows for triggering the SAs at an early yet safe instant for any PVT

condition. More details on the replica column design and the control signal generation can be

found in [112].

Extensive simulation results presented in [112] demonstrate the effectiveness of the proposed

replica column in firmly tracking the WBL segment pre-(dis)charge delay as well as the RBL

discharge delay over large P(D2D)VT variations and that the small remaining timing margins

of 50−100 ps are sufficient to cope with WID variations. Table 4.6 shows the total write

access time twrite and the total read access time tread, including the time required for address

decoding, for fast (FF, 1.32 V, 10 ◦C), typical (TT, 1.20 V, 27 ◦C), and slow (SS, 1.08 V, 80 ◦C) PVT

conditions. Note that tread = 4× twrite, as a read access consists of two write accesses to a

reference gain-cell (1 clock cycle each), each write access being followed by a sense operation

(1 clock cycle each). The implemented replica BL technique provides savings in the write

access time of 2.7 ns for fast PVT conditions, and 2.0 ns for typical PVT conditions, compared

to a design with fixed timing margins which guarantee accurate level generation even for slow

PVT conditions. Similarly, the savings in read access time are 10.8 ns and 8.0 ns for fast and

typical PVT conditions, respectively. More importantly, the replica BL technique is much safer

than using fixed timing margins, as it finds an appropriate SA trigger instant for each PVT

condition.

4.5.4 Implementation Results

The implemented multilevel GC-eDRAM macrocell shown on the right-hand side of Fig. 4.39

has a storage capacity of 8 192 bits. With an area of 86×138.1µm2 = 11877µm2, the proposed

4-level GC-based macro memory is only 54.8 % the size of a corresponding commercially

available single-port SRAM macrocell (152.6×141.9µm2 = 21654µm2) with the same storage

capacity (see Fig. 4.39 left-hand side), even though the SRAM macrocell has pushed DRC rules,

i.e., it contains smaller than minimum-size features (e.g, narrower contacts) and also violates

other design rules (e.g., minimum diffusion enclosure of contact, minimum poly to diffusion

spacing) for higher density.

The presented multilevel GC-eDRAM macrocell was manufactured in a 90 nm CMOS node.

The layout picture and the chip microphotograph are shown in Fig. 4.40. The test chip also

contains a further multilevel GC-eDRAM macrocell based on an all-NMOS 3T gain-cell [147],
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Figure 4.39: Commercially available SRAM macrocell (left) and proposed multilevel GC-
eDRAM macrocell (right).

Figure 4.40: Layout picture (left) and microphotograph (right) of multilevel GC-eDRAM test
chip; the multilevel GC-eDRAM macrocell described in this section is highlighted by a dashed
red line in the layout picture.

a test array where the storage and reference voltages can be controlled externally, and a

single-port SRAM macrocell for reference measurements. Unfortunately, while the above

presented multilevel GC-eDRAM macrocell was designed to store 4 levels per bitcell, silicon

measurements unveil that only 3 distinct levels can be read, even for a short time upon write

tw . This degraded storage density compared to pre-silicon expectations can be attributed

to a combination of the following factors which could hardly be addressed by simulation: 1)

variations in the bit-line segment capacitances leading to inaccurate storage and reference

levels; 2) noise on the supply rail (VDD); 3) cross-coupling effects between the bit-lines (BLs);

and 4) more mismatch than in the Monte Carlo (MC) models. By using charge sharing among

already existing BL segments for level generation and using minimum-size reference gain-

cells for sensing, our multilevel GC-eDRAM design aimed at small overhead for the design of

peripheral circuits. We conclude that in order to demonstrate storage of 4 (instead of 3) voltage

levels per GC in a 90 nm CMOS node, it is necessary to employ a more robust level generation

technique (accepting a larger overhead) and avoid variations in the reference currents used
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for sensing (again, accepting a more expensive circuit).

4.5.5 Conclusions and Outlook

The concept of storing many bits per basic memory cell has been applied to fully logic-

compatible gain cells, in order to trade reliability and retention time for higher storage density

in future error-resilient (fault-tolerant) VLSI systems. An 8-kbit macro memory including

multilevel write and read circuits was presented and analyzed regarding its failure mechanisms.

The read failure probability at a given time upon write was shown to depend quite heavily

on the state of the write bit-lines (WBLs) and is significantly decreased if the WBLs are kept

in the middle rather than on either side of their dynamic range during the idle state of the

memory. Under typical operating conditions, the maximum, simulated failure probability

among all possible sense operations 10µs (50µs) after writting is less than 2 % (8 %), which

can be tolerated by some fault-tolerant VLSI systems. The area of the proposed macro memory

is only 54 % of the area of a commercially available single-port SRAM macrocell of equal

storage capacity. The use of a replica column is encouraged for the generation of write and

read control signals with optimum timing under varying process-voltage-temperature (PVT)

conditions. The proposed replica technique significantly improves both the write and read

access times of the otherwise rather slow and complex multilevel write and read operations.

Our analyses (including many post-layout circuit simulations and some silicon measurements)

showed that multilevel GC-eDRAM is an interesting concept to enhance the storage density in

error-resilient systems implemented in rather mature CMOS nodes (above 100 nm CMOS).

Also, the concept is especially interesting for large storage arrays in order to justify the overhead

for large and accurate voltage and reference current generation circuits; the low-overhead

circuits used in our 90 nm CMOS test chip were only accurate enough to store and retrieve 3

(instead of 4) levels per cell. For sub-90 nm CMOS nodes with increased parametric variations

and leakage currents, multilevel GC-eDRAMs are not a viable option to ensure read failure

rates below 10 % after “retention” times of 50µs, and the use of our more robust single-bit-per-

cell GC-eDRAMs presented in the previous Sections is recommended instead for such deeply

scaled nodes.
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5 Conclusions

This PhD thesis has proposed various alternatives to SRAM macrocells for the implementation

of embedded memories in VLSI SoCs, namely several novel and innovative implementations of

standard-cell based memories (SCMs) and gain-cell based embedded DRAMs (GC-eDRAMs).

Many prototype chips have been designed and manufactured, in a variety of CMOS nodes

(mostly 180 nm, 90 nm, and 65 nm), in order to verify the various novel area- and energy-

efficient memory technologies and circuit techniques by means of silicon measurements.

Our innovative types of embedded memories have been specifically optimized to meet the

requirements of a large range of completely diverse VLSI SoCs, from ultra-low power systems

operated at subthreshold (sub-VT) voltages all the way to high-performance, power-aware,

potentially error-resilient systems. In addition, the proposed memory designs often exploit

properties of the target system (such as frequent write updates) in order to improve a given

metric which is of particular interest and concern at the system level (such as speed or storage

density). For example, on the one hand, highly robust circuit operation and an extremely

low power budget are the main challenges to be addressed for the design of ultra-low power

systems which often find applications in the biomedical domain (biomedical implants); in this

thesis, a straightforward, ultra-low power, sub-VT SCM compilation flow has been proposed,

and the feasibility of sub-VT GC-eDRAM has been demonstrated, as well. The sub-VT SCM

designs achieve extremely low leakage power by relying on a custom-designed ultra-low

leakage standard-cell whose design exploits low speed requirements imposed by the system.

On the other hand, high-performance, power-aware VLSI systems, some of which require only

short data retention times and can tolerate a few failing memory bitcells, with applications in

domains such as wireless communications or multimedia, require high speed and preferably

small silicon area (for low cost) as primary design goals; in this thesis, we have proposed to

integrate high-density, fast, dynamic latches into SCMs, and have investigated for the first

time the feasibility of multilevel GC-eDRAM.
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5.1 Standard-Cell Based Memories (SCMs)

The studies in this thesis show that SCMs have several advantages compared to SRAM macro-

cells, including straightforward implementation and robust operation in any system and at

any supply voltage, simple portability among technology nodes, modifications at design time,

automatic placement and ability to merge storage with logic (where appropriate) for less

routing and less switching power, lack of separate voltage supply rings, and high flexibility for

fine-granular memory organizations with clock-gating (and power-gating) for reconfigurable

VLSI systems. If avoiding the burden of custom-designed standard-cells for short design

times and maximum portability, irrespective of the supply voltage, technology node, fab, and

standard-cell library provider, the best-practice SCM architecture uses latches as storage cells

(rather than flip-flops), clock-gates for the generation of write select pulses (rather than enable

flip-flops/latches), and multiplexers on the readout path (rather than tri-state inverters). If

custom design is affordable, targeting ultra-low power (ULP) VLSI systems, a latch topology

based on tri-state inverters (instead of inverter and transmission gate), stack forcing in all

inverters, channel length stretching, and a tri-state output inverter (for a tri-state read logic

implementation) leads to ultra-low leakage power and access energy (primary concerns for

ULP system design) at the cost of a degraded read access time (secondary concern for most

ULP systems). Targeting high-performance VLSI systems with high density and short retention

time requirements, the use of dynamic SCMs (D-SCMs) dramatically reduces the area cost

compared to static SCMs; a 3-transistor dynamic latch is seamlessly merged with the first stage

of the read multiplexer (a NAND gate) in a single standard-cell for maximum area-efficiency.

In addition, the custom-designed, dynamic standard-cell is optimized to avoid short-circuit

currents, as well.

SCMs synthesized using exclusively commercially available standard-cell libraries, i.e., only

static latches and flip-flops, can be smaller than corresponding SRAM macrocells for storage

capacities up to 1 kbit. If employing a custom-designed, robust, 8-transistor (8T) dynamic

latch topology instead of a static latch as basic storage cell, this border for which SCMs are

still smaller than SRAM macrocells moves up to around 2 kbit. A 3-transistor (3T) dynamic

latch can clearly be smaller than a 6-transistor (6T) SRAM bitcell, enabling smaller SCMs as

compared to SRAM macrocells irrespective of the storage capacity; however, it is challenging

to integrate such a 3T dynamic latch into a standard digital design flow, and the reliability and

retention time are degrated compared to the 8T dynamic latch topology.

A low-power low-density parity-check (LDPC) decoder was used as a case study to demonstrate

the advantages and potential drawbacks of SCMs. In fact, replacing all SRAM macrocells in

a baseline LDPC decoder design with static SCMs was shown to reduce the decoder’s power

consumption by 37% while the area cost increased by 50%. Since all internal memories of

this LDPC decoder architecture are updated with new data periodically and frequently, it

is possible to use refresh-free, dynamic SCMs (D-SCMs) for high storage density. In fact, a

custom-designed, multi-functional dynamic storage and NAND gate entails a 70% reduction

in silicon area compared to an implementation based on commercial standard-cells, which
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results in a 44% area reduction at the decoder level. Both leakage and active power are also

reduced thanks to the D-SCMs, as compared to static SCMs; in fact, short-circuit currents are

systematically avoided at all time by circuit optimizations.

Unfortunately, 6T-bitcell SRAM macrocells typically obtained from commercial memory

compilers do not work reliably at scaled voltages. Alternative 8T, 10T, . . . , 14T SRAM bitcells,

sometimes in conjunction with low-voltage write and read assist techniques are required to

guarantee reliable circuit operation at aggressively scaled supply voltages, sometimes residing

in the subthreshold (sub-VT) domain. Due to the lack of good compilers for such robust sub-VT

SRAMs, the use of the proposed sub-VT SCM compilation flow is highly interesting, especially

for ultra-low power (ULP)/ultra-low voltage (ULV) systems requiring only a small storage

capacity (per memory block) of several kb. In fact, sub-VT SCMs synthesized exclusively

from commercial standard-cell libraries operate reliably at sub-VT voltages, and have short

access times and good energy efficiency compared to corresponding full-custom sub-VT

SRAM macrocells. Unlike modified bitcells and low-voltage assist circuits for sub-VT SRAM

macrocells which often impede the performance at nominal voltage, the best-practice sub-

VT SCM topology is also the preferable choice for above-VT operation, thereby supporting

dynamic voltage and frequency scaling (DVFS) while keeping the optimum circuit topology.

Most of the energy in sub-VT SCMs is consumed due to leakage currents while active energy

plays only a minor role, especially for large configurations. Therefore, in order to improve the

access energy and the leakage power, the design of custom standard-cells focuses on leakage

reduction. In fact, opting for a tri-state read logic instead of the otherwise preferred CMOS

multiplexers, all major leakage contributors of sub-VT SCMs can be addressed by designing a

single low-leakage standard-cell, namely a D latch with tri-state inverters, transistor stacks,

channel length stretching till the point of diminishing returns, and a tri-state output inverter.

Silicon measurements of a 4 kb sub-VT SCM manufactured in 65 nm CMOS show that the

leakage power and the access energy are cut into half compared to SCMs synthesized from

commercial libraries only. Moreover, we reported the lowest access energy and leakage power

per bit to date among all silicon-proven sub-VT SRAMs in 65 nm CMOS technology.

For the first time, we have proposed a ReRAM-based non-volatile flip-flop (NVFF) which

reliably operates in the sub-VT domain (except for the ReRAM write operation which requires

a CMOS-compatible voltage). The proposed NVFF circuit operates reliably in the sub-VT

domain even in the occurrence of parametric variations in the ReRAM device and MOS

transistors. The energy for an active-to-sleep transition (i.e., for a ReRAM write operation)

is relatively high due to the high voltage, while the energy for a sleep-to-active transition

(i.e., for a ReRAM read operation) is successfully reduced thanks to the wake-up at a sub-VT

voltage. With the currently used oxide stack (OxRAM device) resulting in a large write energy,

the break-even time for net energy savings compared to the retentive, low-leakage, 500 fW

latch is relatively long (1.47 s).
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5.2 Gain-Cell Based eDRAMs (GC-eDRAMs)

Gain-cell based eDRAM (GC-eDRAM) combines most of the advantages of SRAM and conven-

tional 1T-1C eDRAM and avoids most of their respective drawbacks, making it an attractive

option for the implementation of embedded memories. In fact, gain-cells are much smaller

than SRAM bitcells (typically by 50%), they exhibit a much lower bitcell leakage current than

SRAM bitcells, they are fully compatible with standard digital CMOS technologies (like SRAM,

and unlike 1T-1C eDRAM requiring extra process steps and additional costs to build high-

density 3D capacitors), they allow for non-destructive read access and can avoid power-hungry

restore (write-back) operations (as opposed to 1T-1C eDRAM), and they have a separate read

and write port (unlike conventional 6T SRAM and 1T-1C eDRAM) which allows to simultane-

ously and independently optimize the bitcell for high read and write robustness and allows

for low-overhead two-port memory macrocell implementations with high access bandwidth.

The main drawback of GC-eDRAM compared to 1T-1C eDRAM is the lower in-cell storage

capacitor which can be built using exclusively MOSCAPs, junction capacitances, and intercon-

nect capacitances available in a digital CMOS process, as compared to the dedicated trench

or stacked DRAM capacitors; this typically results in lower data retention times and more

frequent, power-consuming refresh operations.

While almost all previous works on GC-eDRAM were targeting large cache memories for

high-end microprocessors, this thesis extends the application range of GC-eDRAM to low-

voltage/low-power VLSI SoCs (such as biomedical implants or sensor networks) and to error-

resilient VLSI systems (such as many wireless communications systems). In particular, we

have pioneered the field of low-voltage operation for GC-eDRAMs, exploiting near-threshold

(near-VT) and even subthreshold (sub-VT) circuit operation for low leakage power and low

access energy, as well as voltage-compatibility with and integration into ultra-low voltage

(ULV)/ultra-low power (ULP) VLSI systems. Specifically, the predominant drawback of GC-

eDRAM, i.e., the rather low retention times, has been alleviated within this thesis by a number

of innovative techniques, all applied to near-VT GC-eDRAM arrays: 1) first of all, counter to

intuition, it has been shown that the retention time can be improved by means of voltage

scaling if the write bit-lines (WBLs) can be freely controlled to a desired voltage in case of

unfrequent write accesses; 2) second, silicon measurements have shown, for the first time,

the high impact which reverse body biasing can have to improve the retention time of GC-

eDRAM; and 3) further silicon measurements verified the effectiveness of our proposed replica

technique to find the optimum refresh timing, avoiding unnecessary power consumption due

to early refresh triggering, across varying process-voltage-temperature (PVT) conditions and

for varying write-access disturb frequencies (which degrade the retention time). Furthermore,

aggressive voltage scaling down to the sub-VT regime, as well as aggressive technology scaling

(down to a 40 nm CMOS node) have been investigated. Our analyses show that GC-eDRAM

implementations in mature CMOS nodes (such as a 0.18µm node) can be safely operated

in the sub-VT regime where, despite heavily degraded on/off current ratios and the strong

impact of parametric variations, high array availability for write and read access can still be

162



5.2. Gain-Cell Based eDRAMs (GC-eDRAMs)

ensured (i.e., the retention time is still long enough compared to the access time). However,

for aggressively scaled CMOS nodes (such as a 40 nm node) characterized by high leakage

currents, increased parametric variations, and lower achievable in-cell storage capacitance,

voltage scaling should be limited to the near-VT domain in order to guarantee reasonably high

array availability. Finally, we have proposed a multilevel GC-eDRAM storing up to 2 bits per

basic memory cell in order to achieve high storage densities at the cost of a small number of

read failures that can be tolerated by the target application system.

In a 2-PMOS GC-eDRAM implemented in a mature 0.18µm node, voltage scaling from the

nominal voltage (1.8 V) to a near-VT voltage (0.7 V) enhances the data retention time by 4×
provided that write access is unlikely and that the write bit-line (WBL) can be controlled

to ground during standby and read. The retention time can be further improved by 3.3× if

the WBL is set to a voltage between the supply rails, which, however, comes at the cost of

voltage generation circuits and is particularly interesting only for large GC-eDRAM arrays.

Even with this total 13.2× improvement in retention time, the data retention power is still

dominated by the active refresh power, while leakage power in the GC-eDRAM array plays only

a minor role. Therefore, several techniques to further improve the retention time and reduce

the active refresh power (thus significantly reducing the data retention power) of near-VT

GC-eDRAM have been proposed in this thesis. First of all, silicon measurements of a 2 kb

GC-eDRAM macrocell implemented in a 0.18µm CMOS process show that the retention time

can be improved by 2.3× (from 23 to 53 ms) by applying a reverse body bias (RBB) of only

100 mV. This is the first demonstration of successfully applying reverse body biasing to GC-

eDRAM arrays, which has only been used in conventional 1T-1C eDRAM thus far. Moreover,

silicon measurements show that 100 mV forward body biasing (FBB), which can be selectively

applied for fast memory access, leads to a 2.9× retention time penalty. Sweeping the body

voltage over a range of 375 mV spans a retention time range of almost 2 orders of magnitude,

providing and interesting trade-off between access time and retention time. Second of all,

a replica bitcell technique, also implemented on a 2 kb all-PMOS 2T GC-eDRAM array in

0.18µm CMOS, successfully tracks the retention time of the GC-eDRAM array across process-

voltage-temperature (PVT) variations and varying write-access disturb frequencies. Silicon

measurements show that the implemented replica technique allows to trigger refresh cycles

up to 5× less frequently compared to conventional worst-case design, which significantly

reduces the refresh power.

The possibility of operating GC-eDRAM at subthreshold (sub-VT) voltages, for use in ultra-low

power systems, and of implementing GC-eDRAM in deeply scaled CMOS nodes, for use in

future high-performance VLSI systems, has been investigated in this thesis. In order to enable

sub-VT operation in mature, above-100 nm CMOS nodes, the main design goals of the bitcell

are long retention time and high data integrity. In the considered 0.18µm CMOS node, a

low-leakage I/O PMOS write transistor and an extended storage node capacitance ensure

a retention time of at least 40 ms. Since at ultra-low voltages the data integrity is severely

threatened by charge injection and clock feedthrough (capacitive coupling from read and

write word-lines), a core NMOS transistor is used as read transistor to balance the storage
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node (SN) voltage disturbs (positive for write, negative for read); in addition, the core NMOS

device is the strongest among all possible device options, ensuring a fast read operation and

high array availability (i.e., fast read compared to retention time). Monte Carlo simulations

of an entire 2 kb memory array, based on this mixed sub-VT gain-cell design, operated at

1 MHz with a 400 mV sub-VT supply voltage, confirm robust write and read operations under

global and local parametric variations, as well as a minimum retention time of 40 ms leading

to 99.7% availability for read and write. In deeply scaled CMOS technologies, such as the

considered 40 nm CMOS node, subthreshold conduction is still dominant at ultra-low supply

voltages. Gate tunneling and GIDL currents are still small, but of increasing importance, while

reverse-biased pn-junction leakage and edge-direct tunneling currents are negligible. In the

40 nm node, the write transistor is best implemented with an HVT core PMOS device, which

provides the lowest aggregated leakage current from the storage node (SN), even compared

to the I/O PMOS device. Among various NMOS read transistor options, a standard-VT core

device maximizes the sense current ratio between a weak ‘1’ and a weak ‘0’ for near-VT supply

voltages (600–800 mV) where 97% array availibility is achieved. Both the access times and

the retention time are roughly three orders-of-magnitude shorter than in the 0.18µm CMOS

node, due to the increased leakage currents and smaller storage node capacitance. Briefly,

we showed the feasibility of sub-VT GC-eDRAM operation for mature process technologies

and near-VT operation for a deeply scaled 40 nm process, and provided best-practice bitcell

designs for achieving minimum VDD at these two very different nodes.

Finally, the idea of storing many bits per gain-cell was investigated for the first time in this

thesis. Our analyses of an 8 kb multilevel GC-eDRAM macrocell unveiled that the read failure

probability at a given time after writing the storage array depends strongly on the state of the

write bit-lines (WBLs) and can be reduced if the WBLs are controlled to the middle of their

dynamic range during non-write operations. According to post-layout simulation results in a

90 nm CMOS technology, in case of storing 4 data levels (equivalent to 2 bits) per gain-cell, the

maximum failure probability among all possible sense operations 10µs (50µs) after writting is

less than 2% (8%), which can be tolerated by some error-resilient VLSI systems (for example a

HSPA+ system). In addition, it was shown that the use of a replica column for optimum write

and read control signal timing significantly improves both the write and read access speed

of the otherwise rather slow and complex multilevel write and read operations. The use of

multilevel GC-eDRAM is mostly interesting for large storage arrays (to offset the overhead

of robust voltage generation circuits) implemented in mature CMOS nodes (above 100 nm);

however, for aggressively scaled CMOS nodes, retention time requirements up to 50µs, and

system-level bitcell failure tolerances below 10%, the use of multilevel GC-eDRAM is not

considered to be a viable option, favoring the use of our more conventional single-bit-per-cell

GC-eDRAM implementations.
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5.3 Outlook: SCMs and GC-eDRAMs in Future Applications

The implementation of conventional 6-transistor (6T)-bitcell SRAM for operation at aggres-

sively scaled supply voltages often residing in the sub-VT domain (see Section 3.1) or in

aggressively scaled CMOS nodes (such as 28 nm CMOS or below) is extremely challenging,

especially if reliable circuit operation and a high manufacturing yield need to be guaranteed in

a high volume manufacturing (HVM) context for cost effectiveness. Ensuring robust operation

of 6T SRAM is even more challenging for simultaneous voltage and technology scaling (such

as sub-VT or near-VT circuit operation in a 28 nm CMOS node). While is is generally difficult

to provide good SRAM memory compilers for these extreme conditions, standard-cell based

memories (SCMs) are straightforward to implement and will work reliably even at ultra-low

voltages and in deeply scaled, nanometric CMOS nodes, provided that a standard-cell library

(SCL) is available. Note that SCLs, containing both combinational and sequential cells, re-

quired to synthesize SCMs, are typically the first development for each new technology node

and are typically released before any SRAM memory compilers. In addition, we believe that

non-volatile flip-flops and latches based on ReRAM device technology, integrated in form of

distributed, synthesized storage arrays and/or state registers, will enable future low-power

VLSI SoCs with zero-leakage standby states. However, for break-even sleep times below 1 s,

compared to ultra-low leakage, retentive CMOS memories, the ReRAM technology should

evolve to enable energy-efficient write at low voltages; moreover, for a large adoption of such

emerging memory devices, the manufacturing processes have to mature in order to ensure

high repeatability and yield.

Beyond the material covered in this thesis, there have been already further developments

in the field of sub-VT SCMs. While the herein presented SCM with ultra-low leakage latches

and tri-state read logic (see Section 3.3) continues to exhibit the lowest leakage power and

access energy per bit, the read access time was significantly improved by using segmented

read bit-lines (RBLs), i.e., by limiting the number of tri-state drivers per RBL segment and

using a small number of conventional CMOS circuits to complete the read multiplexer [83].

Further silicon measurements showed that at the same sub-VT voltage, an even faster read

access time was achieved by reverting to a pure CMOS read multiplexer, integrating the first

stage (a NAND gate) as output buffer of the custom-designed latch [83]. Moreover, a sub-VT

10-transistor (10T) latch circuit with output NAND buffer, avoiding write contention and read

failures that would be encountered in a 6T SRAM bitcell, properly characterized as standard-

cell and integrated into the SCM compilation flow, does not only preserve all the advantages of

SCMs, but can also compete with 8-14T sub-VT SRAM in terms of silicon area. Finally, we have

also proposed further ReRAM based non-volatile flip-flop (NVFF) topologies which operate

at low voltages. In particular, a NVFF topology using a single ReRAM device instead of two

complementary programmed ReRAM devices dissipates less write energy but requires a higher

voltage for reliable read operations.

Beside LDPC decoders with frequent and periodic write updates (see Section 2.3.2), we believe

that a large number of VLSI SoCs can benefit from dynamic SCMs (D-SCMs) in the future.
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Chapter 5. Conclusions

On the one hand, the ongoing paradigm shift from 100% correct circuit operation to error-

resilient VLSI systems (with error detection and correction mechanism), due to increasing

parametric variations and high defect levels in nanometric CMOS nodes, favors the use of

D-SCMs as distributed storage arrays. On the other hand, a large number of systems, in the

field of wireless communications, multimedia (video, image, and audio processing), and data

mining, can tolerate a small number of failing memory cells without the need for a correction

mechanism; the adoption of D-SCMs for high storage density is certainly an interesting option

for future VLSI implementations of such systems. In addition to the material presented in this

thesis, we have carried out an extensive comparative analysis of a large number of dynamic

latch topologies, in order to determine the most energy-efficient and smallest dynamic latch

topology for a given system-level retention time requirement and failure resilience.

Compared to conventional 6T SRAM and 1T-1C eDRAM, gain-cell based eDRAM (GC-eDRAM)

has a crucial advantage which can make it appealing for the implementation of embedded

memories in advanced CMOS nodes or for operation at scaled voltages. In fact, as explained

in detail in Section 4.1, gain-cells have a separate read and write port, which allows the

simultaneous and independent optimization of a gain-cell for both robust read and write

operations. Unfortunately, beside the possibility of achieving both robust read and write, the

large spread of per-cell retention time and the small in-cell storage capacitor, coupled with

conventional refresh time guardbanding leads to power-hungry refresh cycles. Therefore,

especially for large cache memories, where an extremely unlikely worst-case cell dictates

the refresh period, the adoption of GC-eDRAM is not an attractive option for the major

semiconductor companies, which, in turn, focus most of their research on innovative ways

of obtaining large, dedicated DRAM capacitors in below 28 nm CMOS nodes. For example,

recent patents of Intel propose to use the readily available fin structure, used to build FinFETs

(tri-gate transistors) to build large and high-density capacitors. We believe that combining

the advantages of the gain-cell read and write ports with large, emerging, dedicated DRAM

capacitors would lead to a wining new type of memory bitcell for future VLSI applications.

However, if the use of dedicated DRAM capacitors is not economic, GC-eDRAM is still an

interesting option for many VLSI SoCs requiring medium-size memory arrays and rather short

data retention times. There are certainly many applications similar to the LDPC decoder

presented in Section 2.3.2 which can benefit from GC-eDRAM, either operated with periodic

refresh cycles, or in a refresh-free way due to frequent write updates [50]. Besides such high-

performance VLSI DSP systems, GC-eDRAMs are also an interesting memory option for the

niche of future ultra-low power (ULP) VLSI systems operated at ultra-low voltages (ULV) and

implemented in mature, low-leakage, cheap CMOS processes (such as 0.18µm CMOS). In fact,

as seen in Section 4.4, it is possible to operate GC-eDRAM at sub-VT voltages in mature CMOS

nodes, and such sub-VT 2T-bitcell GC-eDRAM is an extremely high-density alternative to the

currently used 8-14T-bitcell sub-VT SRAM macrocells.

Beyond the material covered in this thesis, there has been further innovative work in the field

of GC-eDRAM. In fact, a 3-transistor (3T) gain-cell exhibits a full transmission-gate instead of

a single write transistor, and a conventional merged storage and read transistor. This gain-
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5.3. Outlook: SCMs and GC-eDRAMs in Future Applications

cell topology ensures fast write access at low voltages and avoids the use of any overdrive

or underdrive voltage, thereby facilitating its integration into a digital SoC and avoiding the

need for a costly voltage regulator. Moreover, a 4-transistor (4T) gain-cell contains an internal

feedback transistor to strengthen the weaker data level, while hardly affecting the stronger

data level. This leads to a much more symmetric decay of data ‘0’ and ‘1’ and a significantly

extended retention time compared to a baseline 2T gain-cell. This gain-cell is an important

step toward the realization of GC-eDRAM in deeply scaled CMOS nodes characterized by high

leakage currents. Finally, another research direction aims at modeling the retention time of

GC-eDRAM; in fact, an analytical model for the distribution of the retention time is derived

based on statistics on primary circuit parameters, such as the threshold voltage and other

transistor’s parameters as well as the gate, junction, and interconnect capacitances. This

eventually allows to carry out a sensitivity analysis and identify the main contributors to the

typically large retention time spreads, for different operating regimes (sub-VT and above-VT

domain) and for implementation in different CMOS nodes. Ultimately, this analysis not only

allows to improve the statistical distributions of the dominant circuit parameters to narrow

down the retention time distribution and reduce the refresh rate, but also enables to model and

exploit the trade-off between read failure probability and refresh power in future error-resilient

VLSI systems. In such future VLSI systems, the refresh rate could even be set dynamically in

order to selectively change between an accurate, power-hungry computing mode and a less

accurate, low-power computing mode. Research at the system level and in particular from

a fault tolerance perspective could take significant advantage of this large per-cell retention

time spread coupled with a dynamically set refresh rate.
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A Analytical Sub-VT Model

In Chapter 3, to exhaustively compare the energy dissipation and the critical path delay of a

large number of standard-cell based memory (SCM) architectures, the following analytical

sub-VT characterization model, based on [96], was used. According to Fig. 3.2a in Section 3.2.1,

this analytical model is applied to SCMs which have previously been synthesized, placed,

and routed at nominal supply voltage (VDD) using only commercially available standard-cell

libraries and commercial digital design tools. Furthermore, the analytical model relies on the

results from the post-layout static timing analysis (STA) and voltage-change dump (VCD)-

based power analysis, both performed at nominal VDD, in order to eventually predict the

behavior of the SCMs in the entire sub-VT regime.

The total energy dissipation ET of static CMOS circuits operated in the sub-VT regime is

modelled as

ET =αCtotVDD
2︸ ︷︷ ︸

Edyn

+ IleakVDDTclk︸ ︷︷ ︸
Eleak

+ IpeaktscVDD︸ ︷︷ ︸
Esc

, (A.1)

where Edyn, Eleak, and Esc are the average energy dissipation due to switching activity, the

energy dissipation resulting form integrating the leakage power over one clock cycle Tclk, and

the energy dissipation due to short circuit currents, respectively. The energy dissipation Esc

has been shown to be negligible in the sub-VT regime [148]. The switching current causing the

energy dissipation Edyn results from subthreshold currents [149], i.e., from the drain currents

of MOS transistors whose gate-to-source voltage VGS is equal to or lower than the threshold

voltage VT (VGS ≤VT). Whenever the subthreshold current is not used to switch a circuit node,

it contributes to Eleak together with all other types of leakage currents.
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Appendix A. Analytical Sub-VT Model

For a given clock period Tclk, (A.1) may be rewritten as

ET =µeCinvkcapVDD
2 +kleakI0VDDTclk, (A.2)

where I0 and Cinv are the average leakage current and the input capacitance of a single inverter,

respectively. Furthermore, kleak and kcap are the average leakage and the capacitance of the

circuit, respectively, both normalized to a single inverter. Moreover, µe is the circuit’s average

switching activity.

In the sub-VT domain, it is beneficial to operate at the maximum achievable frequency to

reach minimum energy dissipation per operation. In the following, (A.2) is therefore written

again for the case where the clock period Tclk is equal to the critical path delay (Tclk denotes

the critical path delay in the remainder of this section). The critical path delay itself may be

written as

Tclk = kcritTsw_inv, (A.3)

where kcrit is the critical path delay of the circuit normalized to the inverter delay Tsw_inv.

In [148], the delay Tsw_inv of an inverter operating in the sub-VT regime is given by

Tsw_inv = CinvVDD

I0eVDD/(nUt)
, (A.4)

where n and Ut denote the slope factor and the thermal voltage, respectively. By introducing

(A.4) into (A.3), the the critical path delay is now given by

Tclk = kcrit
CinvVDD

I0eVDD/(nUt)
, (A.5)

and the reciprocal of (A.5) defines the maximum frequency at which the circuit may be

operated for a given supply voltage VDD.

Finally, the total energy dissipation ET assuming operation at the maximum frequency is

found by introducing (A.5) into (A.2), which yields

ET =CinvVDD
2
[
µekcap +kcritkleake−VDD/(nUt)

]
. (A.6)

For the architectural analysis presented in Section 3.2.2, (A.6) has been used.
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B Glossary

αdisturb Write-‘1’ disturb activity factor

CSN Storage node capacitor

pfail Read failure probability

tret Retention time

tup Update rate

tw Time upon write

VB Body voltage

VDD Supply voltage

VT Threshold voltage

1T-1C 1-transistor-1-capacitor

6T 6-transistor

ABB Adaptive body biasing

Above-VT Above-threshold

AGC Active gain-cell

ASIC Application-specific integrated circuit

BB Body bias

BL Bit-line

BIST Built-in self test

CF Clock feedthrough

CG Clock-gate

CI Charge injection

CMOS Complementary metal-oxide-semiconductor

DRAM Dynamic random-access memory

DVFS Dynamic voltage and frequency scaling
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Appendix B. Glossary

eDRAM Embedded dynamic random-access memory

EMV Energy minimum voltage

FBB Forward body bias (or biasing)

FFE Flip-flop with enable feature

FSM Finite-state machine

GC Gain-cell

GC-eDRAM Gain-cell based embedded dynamic random-access memory

GIDL Gate-induced drain leakage

HRS High resistance (or resistive) state

HVM High volume manufacturing

LRS Low resistance (or resistive) state

LSB Least significant bit

MEP Minimum-energy point

MLDRAM Multilevel dynamic random-access memory

MLGC Multilevel gain-cell

MOSFET Metal-oxide-semiconductor field-effect transistor

MOSCAP Metal-oxide-semiconductor capacitor

MR Read transistor

MS Storage transistor

MSB Most significant bit

MUT Memory under test

MW Write transistor

Near-VT Near-threshold

NMOS N-channel MOSFET

PMOS P-channel MOSFET

PVT Process, voltage, temperature

RAM Random-access memory

RBB Reverse body bias (or biasing)

RBL Read bit-line

RGC Reference gain-cell

RWL Read word-line

SA Sense amplifier
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SBB Standard body bias (or biasing)

SCL Standard-cell library

SCM Standard-cell based memory

SN Storage node

SNM Static noise margin

SRAM Static random-access memory

Sub-VT Subthreshold

ULP Ultra-low power

ULV Ultra-low voltage

VTC Voltage transfer curve (or characteristic)

WL Word-line

WBL Write bit-line

WWL Write word-line
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