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ABSTRACT 

The properties of noise fields in automobile interiors are discussed with a view 

towards speech enhancement for the purpose of voice-activated mobile telephony. The 

limitations on performance of adaptive noise cancellation and adaptive beamforming are 

explained in the context of the spatial correlation properties of the noise field. A simple 

Delay-Equalized Near-Field array of directional microphones is analyzed and found to be 

effective for increasing the signal-to-noise density ratio and reducing the reverberant dis- 

tortion of the spec h, without introducing any further distortion. Experimental results 

and comparisons with the predictions based on a computer image model for reverberant 
- 

enclosures are presented. 
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1. INTRODUCTION 

1.1. MOTIVATION FOR RESEARCH 

"Whenever you use a cellular phone while driving, realize that you may be 

endangering yourself, your passengers and other motorists."l Thus warns the American 

Automobile Association's ~otomac division in its recommendations for mobile telephone 
i 

users. 

While the cellular telephone market has grown into a multi-billion dollar business, 

the fundamental problem of user safety has not been satisfactorily resolved. There are at 

least two activities involved in use of a conventional cellular telephone that may under- 

mine the driver's ability to drive safely. First, the user must hold the handset, thus 

removing one of his hands from the steering wheel. This problem has been somewhat 

alleviated by hands-free cellular phones which use a remote microphone and speaker in 

place of the conventional handset; however, performance of current systems is marginal 

at best, as anybody who has used such a system can attest to. 

The second and more pressing problem is entering the ph"dne numbers. Although 

users are warned to refrain from placing calls until the vehicle is stopped, the sight of 

motorists busy dialing, distracted from their driving is too familiar. Most experts agree 

that the solution is a cellular phone that responds to verbal commands. To quote one, 

"The hands-free, voice-activated phone will represent the ultimate in safety."2 . 

Such a phone would require computer based recognition of speech that is both 

masked by high levels of ambient noise and distorted by reverberation. This thesis is an 

investigation of various signal processing techniques' with the purpose of providing the 

lughest quality speech for computer based recognition. The actual speech recognition 

results are beyond the scope of the thesis, and are reported el~ewhere.~ The research was 

supported by Glenayre Electronics Ltd. and the ~ a t u r a l  Science and Engineering 

I Research Council (NSERC). 
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1.2. BACKGROUND AND RESEARCH METHODOW~Y 

A literature search conducted at the beginning of /the project revealed two previous 

investigations into speech enhancement for mobile telephony in  automobile^.^*^ Both 

papers reported results for Adaptive Noise ~ancelldion (ANC) techniques in car interi- 

ors, but their conclusions were somewhat contradicl)ory . Goubran and ~ a f e z ~  reported 

10 dB gains in Signal-to-Noise Ratio (SNR) from usi'hg the Least Mean Squares (LMS) 

method of ANC, while savojiS claimed that LMS was ineffective, but that an adaptive 

lattice structure achieved gains of up to 13 dB. The gains reported from either paper 

were significant, and worth investigating. 

Rather than dwelling iniSially on the question of ANC's effectiveness, we chose to 

focus on the probiem's acoustical properties, since they ultimately determine the perfor- 

mance of any enhancement algorithm. Thorough investigation of the automobile 

interior's noise field led to serious doubt concerning the effectiveness of ANC. Subse- 

quent experimentation supported the conclusion that ANC is unsuitable for the automo- 

bile environment. 
" Based on the observations of the noise field properties, another technique for 

enhancing speech was developed. Experimental results confirm the effectiveness of this 

method, in both reducing the noise level and the effects of reverberation on the speech. 

1.3. OUTLINE OF THESIS 

One of the primary considerations for any speech enhancement algorithm must be 

the acoustical environment it is employed in. The second two chapters of this thesis dis- 

cuss relevant properties of the the acoustics of an automobile interior. 

The effects of reverberation are considered in chapter 2. These effects are very . 
important, since both speech and noise suffer the reverberation process that shapes the 

spectral and correlation characterisitcs of the acoustic field. Chapter 2 also introduces an 

image model6 for describing reverberation in rectangular enclosures. This model, 

enhanced to'include directionality in the microphones, is used in chapter 2 and again in 

chapter 5 to investigate point-to-point acoustic transfer functions between the source and 



any number of microphones. The acoustic transfer functions and therefore the received 

speech energy are highly sensitive to changes in the positions of the speaker and micro- 

phone, as well as the structural configuration of the room. The usefulness of the rever- 

berant energy for speech recognizers is expected to be Limited by this sensitivity, since 

the reverberant speech can change drastically with minute changes in ;he acoustical 
\ 

environment. 

The relevant properties of the noise field for the interior of an automobile are 

described in chapter 3. The noise power spectral density in the automobile interior is 

presented for a number of conditions (car speed, fan level, and state of windows). The 

noise is seen to be concentrated at-very low frequencies, with the majority of the noise 

energy below 500 Hz. The coherence, a measure of the noise field's spatial correlation, 

is also introduced in chapter 3 and found to be small at all but the lowest frequencies. 

Chapter 4 describes and investigates Adaptive Noise Cancelling (ANC), a speech 

enhancement algorithm that employs multiple inputs, the primary input consisting of 

speech plus noise and any number of reference inputs consisisting of noise alone. Effec- 

tive ANC requires significant coherence between the noise in the primary and secondary 

inputs, and since the coherence of the noise field in the car is known from chapter 3 to be 

low, it is no surprise that ANC is found to be ineffective at all but very low frequencies, 

outside the range of interest for speech. Note that this low frequency gain explains the 

significant SNR gains reported previously because SNR was defined as the ratio of total 

signal power to total noise power, which included the large irrelevant low frequency 

components.' Two recent papers from Europe (published after this research was done17s8 

reported similar conclusions regarding the poor performance of ANC in an automobile. 

However, while one8 hinted that an array of some form should be investigated, neither 

paper offered a solution. 

In chapter 5, we consider an alternative model for the acoustical environment of the 

automoble interior, and from it derive our sol'ution, the delay-equalized near-field array. 

Basically, the array delays the inputs and adds them in a coherent manner so that the 

speech is re-inforced. Such an array has at least five advantages: 
L 



1) It achieves gains of approximately N, the number of microphones. 

2) By depending on low coherence rather than high coherence for its gain, it is effective 

across the entire speech frequency band. 

3) It decreases reverberation in the speech, which should help the speech recognition. 

4) It doesn't introduce any distortion into the speech. 

5) The system is very simple to implement. For each element (microphone) in the array, 

only a very short digtal filter (interpolator) is required. 

The major limitation of the array is that the microphones must be separated by dis- 

tances of' at least 15 cm, thus limiting the value of N attainable within the confines of the 

vehicle. 

Chapter 6 discusses conclusions from the research. 

This research has led to a better understanding of the acoustical field in the vehicle, 

which has in turn given us the ability to predict the performance of candidate speech 

enhancement schemes. We have also developed a solution that has significant potential 

for speech enhancement for mobile telephony. 



2. REVERBERATION EFFECTS 

2.1. INTRODUCTION 

Affecting both speech and noise, reverberauon must be understood before any 

meaningful study of a vehicle interior's acoustics can be undertaken. Both the spectral 

and correlation characteristics of the acoustic field are governed by the reverberation. 

The Audio ~ i o t i o n a r y ~  defines reverberation as "the remainder of sound that exists 

in a room after the source of the sound is stopped." Conceptually, it may be pictured as a 

series of echoes from the walls and other objects in the room that interfere with each 

other so that distinct echoes are not discernible. In general, reverberation is very sensi- 

tive to the relative positions of the source, receiver, and objects in the room; this depen- 

dence results in effects that are highly unpredictable, and are expected to degrade the per- 

( formance of speech recognizers. 

This chapter gives a short analysis of reverberation and its effects on acoustic sig- 

nals. We begin with a short discussion of the data acquisition hardware and its limita- 

tions in section 2.2. Section 2.3 compares the two main methods of analysis for rever- 
.> 

beration - a frequency domain approach involving modes of vibration and a time domain 

approach involving approximate image models. Due to its simplicity and superior accu- 

racy1' , the time domain method is chosen for analysis and modelling. 

Section 2.4 describes an approximate image method6 that was implemented in For- 

tran to model point-to-point acoustic transfer functions for rectangular reverberant enclo- 

sures. The model was enhanced in two ways: first, as suggested by peterson,ll low- 

passed impulses were used to ensure correct phase characteristics (especially important 

when modelling the responses of an array of microphones as is done in chapter 5). 

Secondly, a method for introducing directionality into the microphone responses was 

developed and incorporated into the model. 

In section 2.5, recorded impulse responses are &scussed Since exact modelling of 

the acoustic field inside a vehicle is expected to be difficult, 12* I3  our objective was not to 



create a perfect model, but rather one that would behave similarly in terms of the param- 

eters required to test speech enhancement schemes. Candidates passing the criterion of 

usefulness in the modelled environment could then be experimentally verified, which in 

turn would verify the essential charaeteristics of the model. 

Finally, the effects of reverberation on the frequency response of a r&m are dis- 

cussed in section 2.6. 

2.2. DATA ACQUISITION METHODS 

The data acquisition hardware for all measurements is displayed in figure 2.1. The 

acoustical signal was converted to a low-level electrical signal by the microphone(s). 

The pre-arnplifier/amplifier/mixer raised the signal to levels compatible with the tape- 

recorder (and mixed two or more microphone signals as required). 

In our laboratory, the recorder played back the signals through an analog anti- 

aliasing filter (with cutoff frequency at 5 kHz) into our data acquisition board. With the 

board we oversampled the signals at 36 kHz, to provide a larger transition bandwidth for 

the board's digital filter (a 128 point low-pass response with cutoff at 4 kHz) to operate. 

The board decimated the filter output by a factor of 4, resulting in an effective sampling 

rate of 9 kHz. The oversampling and decimation scheme allowed us to benefit from the 

linear phase and consistency of a digital filter without having to store an excessive 

number of samples. 

Two types of microphones were used. The omnidirectional weke Realistic brand 

electret condenser microphones. The directional microphones were gradient rnicro- 

phones with a cardioid pattern of reception in the axial plane and a circle in the circum- - 
ferential plane. The frequency responses for both the directional and omnidirectional 

microphones are given in figure 2.2. For the directional microphone, there is a 6 

dB/octave fall off below 1 kHz which is typical for the far-field response of gradient 

microphones. l4  

The cardioid directionality pattern is shown in figure 2.3 and is described by the 

equation (where 0 is measured from the axis of the microphone) 
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Figure 2.1 Data Acquisition Hardware 

omn i d i r e c  t i ona I -  
-.- di r e c t  ional 

F r e q u e n c y  ( H z )  
Figure 2.2 Frequency Response of Microphones. 



Figure 2.3 Directionality Pattern for Cardioid Response. 

To quantify the distortion of the recording equipment, the circuit shownin figure 

2.4 was used. The same signal was fed into two channels of the mixer, and the difference 

between the two outputs measured on the oscilloscope. The distortion of the 

mixer/amplifier, defined as the difference in amplitude between the outputs divided by 

the amplitude of the input, was measured and found to be less than 0.5% over the fre- 

quency range of interest (Sine waves at various frequencies from 100 Hz to 4.5 kHz 

were used for the measurements, and pseudo-white noise was used to confirm the broad- 

band performance.) The distortion of the entire data acquisition system, about IS%, was 

measured by recording the mixer output and comparing the subsequent outputs of the 

recorder. 

To measure the cross-channel interference of the recorder, the outputs were meas- 

cred after recording with an input only on one channel. The interference, defined as the 

output of the channel without an input divided by the output of the channel with the 

input, was less than 1%. 

The frequency responses of the tape-recorder, tapes and amplifier were measured by 

obsewing the output of the recorder when sine waves of constant amplitude and varying 

frequency were applied. The response was flat well beyond the frequencies of interest; 



Figure 2.4 Circuit to Test Fidelity of Recording Equipment. 

the tape recorder had a low-pass cutoff frequency of approximately 13kHz, which made 

the analog anti-aliasing filter redundant as only frequencies above 18 kHz would be 

aliased. . 

> 
s (t) 

b 

The digital low-pass filter was created by applying a 127 point Hamming window to 

an ideal brick-wall filter.15 Figure 2.5 shows the filter's frequency response. The attenua- 
L -.- 

Mixer /Amp Recorder Scope 

> 
G 

tion at the Nyquist frequency of 4.5 kHz (bfter time) is approximately 60 

dJ3.k 
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2.3. ANALYSIS OF REVERBERATION 

In analysing the effects of reverberation, two distinct approaches can be taken.1•‹ 

The first is to consider the frequency response of the room by solving the wave equation 

subject to the boundary conditions imposed by the walls of the room. Here p is the sound 

pressure and c is the speed of sound. To solve equation (2.2), the technique of separation 

of variables16 is usually employed. This results in a solution of the form 

such a solution will involve a summation of normal modes of vibration, which occur at 

frequencies 



Frequency (kHz)  \ 
Figure 2.5 Low Pass Filter Frequency Response. 

where nx,n,,,n,=0,1,2, . . , and the room (assumed to be rectangular) is of size 

Lx by L, by Lz- d 

In general, to derive meaningful results, the modes for all frequencies of interest 

(100 Hz - 4 kHz) must be calculated, plus corrections for modes outside this range. To 

determine thz effect of each mode, a set of mnscedental equations must be solved to find 

the pole location, and the residue of the pole must 'be'evaluated to find the mode gain. .It 

has been shown1' that between 300 and 350 modes are required to simulate the low- 

frequency response to a room. ~errnan'O points out that these modes don't really exist in 

the form of standing waves; rather they are mathematical abstractions in  the same way 

that we describe the frequency components of a square wave, by taking the Fourier 

Transform. 



The second, and more intuitive approach is to study time domain behavior, in which 

sound propagates out from the source and is reflected een the walls until the sound =?? 
C energy dies away. This approach has the advantage of being easier to visualize and 

model, and provides a better explanation of the behavior of e n c l o s ~ r e s . ~ ~  

The analysis of the effects of reverberatioAion acoustical signals based on the time 

domain approach can be found in Morse and 1ngard.18 The basic assllmptions behind the 

analysis are: 

In analogy to the light rays of geometrical optics, we consider may sound as a collec- 

tion of acoustic rays. 

The acoustic energy density W is uniformly distributed throughout the enclosure. 

The acoustical absorption of the walls of the enclosure may be adequately 

represented by a single absorption coefficient a z ) ,  defined to be the average fraction 

of incident acoustic power absorbed by the wall near the point <. a(<) is averaged 

over the hemisphere of all directions of incidence under the assumption of isotropic 

distribution of incidental rays. If the individual walls are assumed to have constant 

a(<), then we may define the absorption of the room, a, by the equation 

a = &si (2.5) 
1 

where a, and Si are, re~pectively, the absorption coefficient and area of wall i. The 

unit for a is the metric sabin which has the dimensions of inverse volume. 

If conservation of acoustical energy is applied, the rate of change of the total 

energy is equal to the difference between the power introduced into the enclosure by the 

source F(t), and the power absorbed by the walls, a/(?), where I(?) is the intensity of the 

sound incident on the walls. Since the energy density w is assumed constant, the total 

power is merely the product of w and the volume V. The solution is 



The intensity at a given time depends on the power output F(t)  for the previous 

4Vfac seconds, but depends very little on F(t) before that time. If F(t) varies widely in a 

short time compared with4V/ac, the intensity will follow F(t) and the sound will be 

'blurred'. 

If F(t)  is an impulse occusing at time t = 0-, the intensity will be 
.' 

act -- 
I(?) = I@? 4v 

Thus the reverberation (and therefore the distortion) increases as the enclosure's volume 

increases, and as the absorption decreases. 

The effect of reverberation on the room's frequency response is difficult to see from 

either equat'on (2.3) or (2.6). As will be seen from the model of section 2.2, typically the 

overall res I4 nse is quite flat, with a mmber of notches in it. 

In section 2.3, experimental results are given for the reverberation in automobiles. 

We now consider the problem of modelling a reverberant enlcosure. 

2.4. MODELLING REVERBERATION - THE IMAGE MODEL 

As discussed in section 2.1, the computational expense of using modes to simulate 

reverberation effects is prohibitively high. By extending the assumptions of geometrical 

acoustics, we can derive a model for reverberant enclosures that can be implemented on a 

compu ter.6 

We seek to find the transfer functions between the source and microphone, both 

assumed to be points. For simplicity, we assume the enclosure is rectangular ( clearly 

this is a very gross approximation to a vehicle enclosure ). In investigating a computer 

model for the automobile, we are not attempting to simulate the exact reverberation 

response of the automobile interior. Rather, we are seeking principles that can be 

inferred from our rectangular model and extended to the practical application. This will 

become important when investigating the performance of our array solution in chapter 5. 



Using the notation of Allen and ~ e r k l e ~ , ~  let 

p = pressure 

X= source location(x,y,z) 

X'= receiver location(x',y',z? 

R= IX-X'I 

Then if the source is an acoustic pressure impulse originating at X, the sound pressure 

received at point X' is * 

The denominator reflects thelfact that received pressure is inversely proportional to the 

distance between source and receiver. 

Now consider looking at a point light source placed in front of a mirror as in figure 

2.6(a). To the observer at X' (the asterisk), there are now two apparent light sources (the 

plus signs), the original at X and its image, which appears to be on the other side of the 

mirror at the same distance from the mirror as the actual source. The same principle 

applies to acoustic systems. A rigid body (the &all) is a perfect reflector of acoustic 

energy, so if the source is a pressure impulse, the receiyed pressure is 

If now we consider the case of a rectangular roam with perfectly rigid walls, the 

source now has six initial images, one for each wall. In turn, each of these images pro- 

duces six more images which produce their own six images and so on and so on. .. The 

images appear at positions (~+2nLx,,yfy'+21LY,zfi'+2mL,>. 

Figure 2.6b shows a two-dimensional projection of the image positions for a source 

in a cubical room. The solid square represents the original room and the asterisk (*) 



represents the microphone. The minus sign (-)*is the oFiginal source and the plus signs 

(+)&re its image sources, one in each of the "virtual" rooms (each wall and virtual wall 
i 

acts as a reflector). Note that the actual image space is three dimensional. 

Dehing R: = ( 2 n L , 2 ~ , % d z )  and R; = (x-d+2qi,py'+2iy'.r-r'+2ki), and considering 

all images, the pressure at the receiver is given by 

where the sum over r is over the eight combinations of q,i,k = 0,l and the sum over p is 

infinite, but truncated by practical modelling constraints. 

Figure 2.6 Location of Image sources for (a) a single wall and 
(b) part of a 2-dimensional slice through a room (the image 
volume is 3-dimensional and infinite). 



2.4.1. Effect of Lossy Walls 

The effect of absorbent walls on the image model is not presently understood. In 

fact, the effects on even a single image are very complicated. l9 After Allen and ~ e r k l e ~ ~  

we assume the approximate point image remains valid for lossy walls. 

The absorbing properties of the walls are assumed to be represented with sufficient 

accuracy by an angle independent pressure wall reflection coefficient pi. ( ~ o t e  

Pi = (l-ai)" where ai is the absorption coefficient of wall i.) Furthermore, Pi is assumed 

to be independent of frequency. When the Pi are introduced into equation (2.10), the 

impulse response becomes6 

2.4.2. Low Pass Enhancement 

Equation (2.11) describes the pressure impulse response as a summation of image 

arrivals ("echoes") of known amplitudes. In the original paper by Allen and ~ e r k l e ~ , ~  

the arrival time of each echo was quantized to the nearest sampling instant. The impulse 

response was the sum of these echoes. While this method is simple, and has been suc- 

cessfully applied to a number of problems, 20*21 the following argument from ~ ~ t e r s o n l  

shows simple quantization results in a form of aliasing, and doesn't preserve correct 

interchannel phase when simulating the response of multiple microphones to a single 

impulse. 

Consider the acoustic system that we are attempting to model (as in figure 2.1). The 

sampled impulse response of the room is recorded by passing an acoustic impulse 

through the room to the microphone. Before sampling, the microphone signal must be 

passed through a low-pass filter with cut-off frequency less than half the sampling fre- 

quency in order to satisfy Nyquist's criterion for no aliasing. For a single impulse (or 

echo), the impulse response of the filter spreads the response over several samples. 



Conversely, the sampling theorem says that -only band-limited impulses can be 

unambiguously represented - in discrete-time, The mod& ,- repment the room 

response cascaded with a continuous real-time low-pass filter. For kach echo in equation 

(2.1 I), the exact anival time should be determined, and then the o u k t  of a continuous- 

time low-pass filter sampled at appropriate instants. It was decided to use the same filter 

as Peterson: a 41 point Hanning Window applied to a sinc function: 

1w 
h(t) = [ 1 + cos(2ntlTw)lf, sinc(2f~) for -- 

2 
< t < -  

2 

sin m where sinc(x) = - , Tw=40/9 kHz = 4.44 msec, the window duration, and f, = 
m r 

the cutoff frequency of the filter. 
SB: 

Due to a large d.c. residual from the model6 it was also necessary to high-pass filter 

the respohse. Both the modelled and experimental impulse responses were passed 

through a digital high-pass filter with cutoff at 100 Hz. 

2.4.3. Directionality of Source and Microphones 

While other researchers have expressed an interest in enhancing the image model by 

incorporating directionality into the source and receiver,20 none have appeared to have 

done so. Such an enhancement is presented in the following discussion. 

Consider the case of a cardioid microphone. To an echo arriving from direction 

a= + < = (x,,yr,d, a microphone with axis along b= (x,,y,.z,), has response given by 

equation (2.1) 

Micresponse(B) = l/2(1 + cose) (2.13) 

where 0 is the angle between vectors* and 2 But from linear algebra theory,22 the 

angle between any two vectors Rand $in space is given by 

jt? 
cose = - 

lzifl 

Thus to model a cardioid response, for every echo in equation (2.11), 2 and A' are 



determined and normalized so that equation (2.1) becomes 

Micresponse = '/z(l+ x j a  + yrya + 29,) 
I 

This technique will work for any directionality pattern that is a function of cosines; 

fortunately, most directional microphones have such patterns. The one limitation of the 

method lies in the implicit assumption that the directionality pattern is independent of 

frequency (but we have previously assumed that the Pi are also frequency independent). 

For our application, omnidirectional sources were employed so directionality was 

only applied to the microphones. Directional sources can be handled in a similar manner. 

Appendix 3 gives a Fortran listing for the program implementing the image model, with 

the enhancements of low-passed impulses and directional microphones included. 

2.5. EXPERIMENTAL AND MODELLED IMPULSES 

The major problem associated with determining the acoustic transfer functions is 

findmg a practical acoustical impulse source. Two types of sources have been used in the 

literature: starter's pistols4 and electric spark generators. lo Neither method was satisfac- 

tory for our purposes, because we were attempting to record near-field responses. 

Starter's pistols (cap guns in our case) were found to be too loud, and also to produce an 

impulse that was too long in duration. When an electric spark generator was used, the 

microphones responded to the large electric fields present, rather than the acoustic field. 

For our recordings, we used the centres from Christmas Crackers (small fire-cracker like 

devices.) 

Figures 2.7 and 2.9 show a typical impulse from a Christmas Cracker recorded in a 

near-anechoic environment (in a field) by a directional and omnidirectional microphone. 

The spectra of the impulses, shown in figures 2.8 and 2.10 are hardly flat, but at least 

there are no significant nulls. The effects of the low-pass filter (cutoff at 4kHz) and the 

high-pass filter (cutof6 at 100Hz) are evident. The directional gradient microphone 

doesn't exhibit the expected low pass response below 1 kI3zl4 due to the fact that the 

impulses were in the near-field, some 20 cm away from the microphones. In the near 

field, where the sound arrives as spherical rather than plane waves, the response of the 



microphone changes,14 and no longer attenuates low frequency sound. 

While there was some variation in the impulse shapes (the First Law of Acoustics is 

"Never repeat a measurement! " 9  ), it is important to note that in all cases, the relevant 

acoustical properties (decay rate, performance of array in chapter 5) were consistent 

among trials. 

To confirm the validity of the image model in a small enclosure, recordings of the 

impulse response were made in a rectangular cement tank with a wooden top, and dimen- 

sions 2.4 by 1.2 by 0.8 m. The microphones were at position (0.96,0.53,0.38) while the 

impulse was at (0.75,0.53,0.38), where the co-ordinates are measured in meters, relative 

to an origin at one of the bottom comers of the tank. The enclosure being sealed, there 

was concern that the omnidirectional microphones might have trouble with the large 

pressure when the impulse was ignited. The directional microphones, responding to the 

pressure gradients rather than absolute pressure were expected to perform better. 

The impulse responses for both a directional and omnidirectional microphone 

(recorded simultaneously) are shown in figures 2.1 1 and 2.12. The acoustical energy 

remains significant for at least 400 msec. 

When attempting to model the responses, the non-perfect nature of the impulse 

sources must be accounted for, by convolving the initial modelled responses from equa- 

tion (2.1 l )  with the isolated impulse esponses. When reflection values of Pi = 0.995 for 

the floor and walls (concrete) and pi = 0.95 for the ceiling (wood),23 were used, the 

resulting modelled impulse responses for the directional and omnidirectional micro- 

phones are shown in figures 2.13 and &14. 

The model does appear to predict the reverberant tail for the directional microphone 

reasonably well (comparing figures 2.11 and 2.13), but there appears to be much more 

reverberant energy in the experimental omniduectional impulse than in the modelled. 

This disparity may have been caused by an attenuation of the first arrival, since the plots 

were all normalized with respect to the peak amplitude of the response (which occurs at 

the first arrival). Figure 2.14 seems to support this explanation, since a short time after 

the initial pulse, the response becomes similar to the modelled response. The apparent 



attenuation of the initial arrival, which appeared consistently over several trials, is prob- 

ably attributable to the pressure overload effect we were concerned about. 

Figure 2.1 5 shows the impulse response recorded by a directional microphone in an 

automobile. The reverberant energy appears to last for about 30 msec, which is longer 

than the 25 msec reported by Goubran and ~ a f e z ~  possibly due to the duration of our 

impulse source. 

One expects that the image model may have a more difficult time modelling the 

acoustical impulse response in a car interior than a rectangular cement tank; afterall, the 

car interior is hardly rectangular, and the reflection coefficients aren't constant along the 

"walls". Unfortunately, the expectation is true. The modelled impulse response is given 

in figure 2.16. The dimensions used for the model are 1.1 X 0-8 X 1.0 m, much smaller 

than the physical dimensions of the car. If one considers the actual acoustical environ- 

ment wh'ere the recording was made, where there are effectively ih-ree reflective walls 

(the windows and windshield) and three absorbent walls (the seat or'floor, the ceiling and 

the seat back), it is no surprise that a rectangle with dimensions the actual width of the 

car, the height from the celing to the seat (not floor) and length from the windshield to 

the front seat most closely models the actual car. 
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Figure 2.7 Isolated Impulse Recorded by Directional Micro; 
phone 
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Figure 2.8 Specuum for Isolated Impulse Recorded by Direc- 
tional h4icrophone 
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Figure 2.9 Isolated Impulse Recorded by Omnidirectional 
Microphone 
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Figure 2.10 Spectrum for Isolated Impulse Recorded by Omni- 
directional Microphone 
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-Figure 2.11 1mpulse.Response Rdtorded by Directional Micro- 
phone in Cement Tank 
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Figure 2.12 Impulse Response Recorded by Omnidirectional 
Microphone in Cement Tank. 
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Figure 2.13 Modelled Impulse Response for Directional Micro- 
phone in Cement Tank 
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Figure 2.14 Modelled Impulse Response for Omnidirectional 
Microphone in Cement Tank 
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Figure 2.15 Impulse Response Recorded by Directional Micro- 
phone in Automobile 
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Figure 2.16 Modelled Impulse Response fo i  Directional Micro- 
phone in Automobile 



2.6. FREQUENCY RESPONSE 

Due to the non-flat characteristics of the isolated impulse (figures 2.9 and 2. lo), we 

cannnot expect to predict the frequency response by studying the actual recorded impulse 

responses. To get a feel for the frequency response of a reverbant enclosure, we took the 

Fourier Transform of-the modelled impulses (before convolution with the isolated 

impulses). For example, the spectra for the modelled impulses of the cement tank 

(figures 2.13 and 2.14) are shown in figures 2.17 and 2.18. The spectra are moderately 

flat over the pass band from 100 to 4000 Hz, but exhibit a number of notches. The devia- 

tion from a flat response (which we would see if there were no reverberation present) is a 

measure of the distortion introduced by the reverberation. As a figure of merit, we took 

the variance of the impulse hquency response measured in dB, over the passband and 

called it the 'Spectral Flatness'. Comparing figures 2.17 and 2.18, the response for the 

directional microphone has a spectral flatness of 29.1 compared with 48.6 for that for the 

omnidirectional. Figure 2.19 shows the frequency response of the model for the car. Its 

spectral flatness of 24.7 reflects the lesser degee of reverberation. 

As expected, we have been able to create a model of the acoustical environment of 

the automobile that is only approximate. With this model, it is possible to evaluate vari- 

ous signal enhancement techniques (as will be done with our array solution in chapter 5). 

From a speech enhancement point of view, reverberation has two main effects: 

1) The speech is distorted, as evidenced by figure 2.17. In general, the distortion is 

very strongly dependent on the locations of the speaker, microphone and the physi- 

cal layout of the car interior. Therefore, the usefulness of reverberant energy for 

speech recognizers is expected to be limited, due to the large changes in the rever- 

berant speech that result from minute changes in the acoustical environment. 

2) A given noise sourck has several images, which cause the microphone to receive 

noise from several directions. In the case of the car, where there are already many 

sources, the reverberation will cause the noise field to become isotropic. Chapter 3 

will next consider the noise field in further detail. 
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Figure 2.17 Frequency Response of Model for Direc- 
tional Mic in Cement Tank 
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Figure 2.18 Frequency Response of Model for Omni- 
directional Mic in Cement Tank 
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Figure 2.19 Frequency Response of Model for Car 



3. THE'NOISE ENVIRONMENT 

In chapter 2 we considered reverberation and its effect on speech. Before consider- 

ing speech enhancement techniques, we must investigate and understand the other half of 

the problem, namely the noise. The power spectral density of the noise in an automobile 

interior is investigated under a number of conditions in section 3.1. The spatial correla- 

tion properties of the noise field are investigated in section 3.2 with the coherence func- 

tion. We will see that both the spectral power density and the coherence properties of the 

noise field will determine the effectiveness of any enhancement algorithms. 

3.1. SPECTRAL PROPERTIES 

This section describes some of the spectral properties of the noise field found in 

automobiles. We begin with spectral e-stimation methods in section 3.1.1, and give 

results in section 3.1.2. 

3.1.1. Spectral Estimation 

Welch's method of averaged modified pcriodograms24 was employed to develop 

estimates of the noise spectra. While other methods, including the autoregressive 

method, and the maximum entropy method25 are known to give greater spectal resolu- 

tion, in this application where the spectra are relatively smooth, Welch's method is pre- 

ferred due to its simplicity. 

Consider estimating the power spectral density of signal x(n), ~ , (e@)  by Welch's . 

method. First we extract an interval of data of length 4096, and split it into 15 segments 

of length 512, with a 256 point overlap of between successive segments. The individual 

segments are then windowed, and the Fast .Foyrier Transform applied to each. Finally 

the average of the magnitude-squared of the transforms is calculated and normalized, 

resulting in the spectral estimate. Specifically: 



with .J(" = the magnitude of the square of the Fourier Transform of windowed interval i: 

where x('](n) is the nth sample in the ith segment and U is the normalizing factor for the 

energy in the window: 

A Hamming window was chosen for w(n), 

as a compromise between bias and resolution. The bias and resolution of a spectral esti- 

mate are a function of the window used. For small bias, low sidelobes in the window are 

required, and for increased resolution a narrow main sidelobe is required. A Hamming 

window gives lower sidelobes than, say a Hanning window, but a narrower main sidelobe 

than a Blackman. 

Estimation of cross-spectra is a straightforward extension of the above. To estimate 

S,(e'("), the cross-spectrum of x and y, we again extract intervals of length 4096 for both x 

and y, subdivide them into segments, window the segments and take Fast Fourier 

Transforms. Rather than take the magnitude squared of the transforms, we take the mag- 

nitude of the product of the transform of x and the complex conjugate of the transform of 

r 

with 



w(n) and U are defined as above, and ()* denotes the complex conjugate of (). 

The estimate will cross-correlate signals with delays on the order of 512/9000 = 57 

msec (actually less than 57 msec given the window). Since (from chapter 2) the rever- 

berant energy is known to be negligible by 50 msec, the window length is sufficient. 

'3 

3.1.2. Spectral Density of Noise Field in the Automobile Interior 

While speech enhancement in the automotive environment has been attempted, 

4 9 5 9 7 9 8  most investigations have dealt with a stationary automobile and an idling engine. 

Therefore, a study of the noise field under various conditions was performed. The 

responses of the omnidirectional and directional microphones are compared in section 

3.1.2.1. As a result of their superior performance, directional microphones were 

employed to investigate the effect of various car conditions (including speed, fan level 
*r 

and state of windows). The results of this investigation are discussed in section 3.1.2.2. 

3.1.2.1 Effect of Microphones 

To study the difference between the omnidirectional and directional microphones, 

one of each was placed in a non-reverberant environment, with as little separation as pos- 

sible between the two. A source placed equidistant from the microphones and along the 

axis of maximum gain for the drectional microphone was employed to determine the 

difference between the responses of the two microphones. The microphones were then 

placed in the car, again with as little distance between them as possible. With the car 

travelling 50 km/h, the fan off, the windows closed, md the microphones mounted on the 

car visor pointed towards the driver, the noise field was recorded simultaneously by the 

two microphones. The difference between the two responses measured previously was 

used to normalize the recorded noise from the car. The resulting responses are displayed 

in figure 3.1. In this and all subsequent spectral density plots, the absolute dB values are 

relative to an aribtrary level, but the relative levels of any two curves on the same plot 

represent the true difference. Examining the figure reveals that at least two effects are 

present. 
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Figure 3.1 Comparison of Omnidirectional and Directional Mi- 
crophone Responses. 

First, at all frequencies the directional microphone receives less noise than the 

omnidirectional. We can predict the gain expected from the microph3neys directionality 

from an appropriate model for the noise field. In an automobile, where there are many 

noise sources exciting a reverberant enclosure, the number of virtual (image) sources 

becomes very large. If we assume that the images are so plentiful that there are uncone- 

lated plane waves of constant amplitude travelling in every direction, the noise field is 

called a diffuse field.26 

For a cardioid mic, a wave arriving from direction 8 is received with power 

(%[l+co~8])~.  The noise power received by the mic in a diffuse field can be calculated by 

averaging over all directions, since the uncorrelated plane waves are uniformly distri- 

buted. Then the power received by the cardioid microphone is 

2n n 



For the omnidirectional mic, the gain is =1 for all directions, so that 

P,Gi =l 

Therefore, we expect the directional mic to have a power level about 

that of the omnidirectional mic. 

(3.8) 

+S 

(3.9) 

1 
- (4.8 dB ) below 
3 

P 

The second effect noticeable from figure 3.1 is that the difference between the 

directional and omnidirectional responses increases at low frequencies. To see this more 

clearly, consider figure 3.2 where the difference between the two curves of figure 3.1 is 

plotted. We expect this gain at low frequency because of the low frequency roll-off 

characteristic of gradient microphones (see figure 2.2) Since the noise seems to be con- 

centrated at lower frequencies, this filtering by the directional microphone is highly 

desirable. 

The peaks and valleys of Figure 3.2 also give evidence for the claim that reverbera- 

tion is strongly dependent on position of the microphones. The frequency responses of 

the two microphones being relatively smooth (see figure 2.2), one would expect figure 

3.2 to also be smooth since the two microphones were close together. The effects of 

reverberation, however cause the valleys and peaks in the plot. 

These two reasons explain why directional microphones should be used in speech 

enhancement systems in noisy reverberant environments; therefore, the following spectra 

were all recorded with cardioid microphones. The omnidirectional microphones were 



relegated to a role of confirming theoretical predictions where their flat spectral response 

and non-directional characteristics proved useful. 

Frequency  ( H Z )  
Figure 3.2 Difference Between Omnidirectional and Directional 
Microphone Responses. 

3.1.2.2. Effect of Car Conditions 

Recordings were tnade of the noise in the interior of a mid-sized American car (a 

1985 Buick Century) under various conditions: at idle, 50 krn/h and 100 kmh, with the 

fan off, low and high, and with the windows open and closed. All-he 50 km/h tests were 

done on the same road, while all the 100 km/h tests were done on another. (Unfor- 

tunately, no single road was available to do both h e  50 km/h and 100 km/h tests.) The, 

roads were dry, and relatively smooth. Using the methods of section 3.1.1, spectral esti- 

mates were made for each of the recordings. The subsequent spectral plots are all plotted 

relative to an arbitrary level (which is the same for all'the plots.) 

To get an idea of the absolute sound levels, consider table 3.1, where the A- 

weighted sound levels (relative to 0 dB = 0.0002 pbar) are given. By approximating the 



human ear's high-pass frequency response, the A-weighting gives a closer indication of 

perceived loudness than the uniform C-weighting. This high-pass filtering also results in 

much lower loudness scores than from C-weighting, since the majority of the energy is at 

low frequencies and is therefore being reduced. For example, at 100 km/h with the fan 

on high, the C-weighted sound level was 93 dB-C, compared to the A-weighted value of 

72 dB-A. 
, 

Table 3.1 Absolute Sound Levels in Automobile With Windows Closed . 

Idle 

Idle 

Idle 

50 

50 

50 

100 

100 

' 100 

Fan Level 

Off 

Low 

Hi 

Off 

Low 

Hi 

Off 

Low 

High 

Sound Level (dB-A) 

Figures 3.3 - 3.5 show the effect of car speed on the ndise Power Spectral Density 

(PSD), with the fan at various levels. With the fan off, the effect of speed is quite discer- 

nible. At 100 km/h in particular, the car is much noisier, and higher frequency com- 

ponents are evident. The fan produces a noise floor (at all but the lowest frequencies) 

that increases with fan speed. Even at the high fan speeed, the floor was still below that 

for the 100 km/h noise level. This would seem to indicate that at high speeds, the road 

noise (tires, air hitting windshield etc.) dominates, while at lower speeds, the state of t_he 

fan becomes important. At all speeds, the engine noise and vibration govern the low 



frequency noise. 

Figures 3.6 - 3.8 confirm these conclusions. At idle and 50 kmh, the fan doesn't 

appear to affect the low frequencies but drastically increases the higher frequencies. At 

100 km/h, the fan increases the noise in only the very high frequencies. 

The effect of opening the windows with speed 50 km/h is seen in figures 3.9 and 

3.10. With the fan off, opening the window is similar to turning the fan on low, except 

that it boosts low as well as high frequency noise. With the fan on high, seen in figure 

3.10, opening the window has negligible effect. Unfortunately, at 100 km/h the wind 

through the open window caused the gradient microphones to create "popping" noise. 

However, it is expected that the window noise will dominate at high speed (as the fan 

couldn't be heard in the car). 

In all situations, the noise is dominated by low frequency components. From a 

speech enhancement point of view, this is good news since the power spectral density of 

speech is bandpass.27 Some of the low frequency noise can be filtered out with a simple 

high-pass filter without degrading the speech provided the cutoff of the fdter is 

sufficiently low. The cutoff frequency of the filter can be as high as 600 Hz for some 

types of speech recognizers. 

The speech will be affected most by the higher frequency components of the noise, 

which are determined by the speed of the car and the fan, and the condition of the win- 

dows. Ideally, one would only operate a cellular phone under the quietest conditions of 

low speed, no fan and the windows closed (but then again, ideally, drivers wouldn't 

attempt to dial their phones while driving either!). 
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Figure 3.3 Effect of Speed on Noise YSD With Fan Off and 
Windows Closed. 
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Figure 3.4 Effect of Speed on Noise PSD With Fan On Low and 
Windows Closed. 
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Figure 3.5 Effect of Speed on Noise PSD With Fan On High 
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Figure 3.6 Effect of Fan on Noise PSD With Engine Idle and 
Windows Closed. 



40 -- 

- .- Fan  ' I o w  
-------- 

F r e q u e n c y  ( H z )  
Figure 3.7 Effect of Fan on Noise PSD at 50 km/h with Win- 
dows Closed. . 

Fan H i g h  
-.- Fan l o w  
-------- Fan o f f  

F requency  ( H z )  
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Figure 3.10 Effect of Windows on Noise PSD at 50 km/h with 
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3.2. COHERENCE - 

The spectrum of the noise, while important, doesn't give sufficient information to 

allow predictions to be made concerning the expected performance of various speech 

enhancement algorithms. The coherence functiona6 is a measure of the correlation 

between two signals, and does enable such predictions to be made. The coherence 

between two signals x(n) and y(n) is defined by: 

Generally, the cross-spectral density, s,(& and therefore the coherence yq(& is a com- 

plex function. The square of the magnitude of the coherence (MSC for Magnitude 

Squared Coherence), often mistakenly called the coherence in literature refering to Adap- 
/ 

tive Noise Cancellation is defined by / 

As we will have use for both the coherence and MSC functions, we will maintain the dis- 

tinction. 

To better understand coherence, consider a linear filter acting on a signal x to give 

an output y as in figure 3.11. 

Figure 3.11 Coherence from Linear Filter. 

The frequency domain-representation of the output, Y($") is given by 

~ ( e ' " ) ~ ( e i 0 3 ~ ( & 0 3  



The output power spectral density, Sy(e'(") is 

while the cross-spectral density between x and y, s,(e'W) is 

sq(P)=~(d?sX(d~ 

The resulting MSC is therefore 

z1 since&(@") is real. (3.16) 

The magnitude of the coherence is a measure of the proportion of s,(& related to s,(@") 

by a linear filter. 

The coherence function is a very valuable tool in giving theoretical limits about 

how well signal enhancement schemes utilizing more than one microphone will perform. 

The performances of both ANC and our delay-equalized array are relatively simple func- 

tions of the noise-field coherence. 

3.2.1. Coherence of Diffuse Noise Field 

W.43 many noise sources are exciting a highly reverberailt environment, as is the 

case in an automobile, the noise field can often be modelled as a diffuse field consisting 

of a series of uncorrelated plane waves travelling in all directions. We will now derive 

the coherence between the signals received by two omnidirectional microphones 

separated by a spacing of d, in such a field. In section 3.2.1.2, we will consider the effect 

of directional microphones on the coherence. 



3.2.1.1. Omnidirectional Microphones 

Figure 3.12 shows the geometry to be considered. The separation d, is assumed 

without loss of generality to lie along the z axis. For a plane wave from angle 8, there is 

d 
a delay of -cost3 between the arrival of the wave at x and at y, where c is the speed of 

C 

sound (= 341 m/s at room temperature). 

Figure 3.12 Geometry to Derive Coherence of Diffuse Field. 

For clarity, the derivation will be made in the continuous domain. First, 

d 
y(t )  = x(t - -cos0) 

C 

Then by definition 



and 

where F denotes the Fourier Transform and E the Expectation operator, both of which are 

linear and commutative so that their order can be exchanged. Then 

0 
where the asterisk ( * ) denotes the convolution operation, and k = - is the magnitude of 

C 

the wave vector. The Wst term is merely Sx(o), so that the coherence is given by 

Now, to evaluate the expectation, we average over the spherical co-ordinates 0 and 4: 



Using the substitution 

x = kd cose so that du = -kd sin0 d0 

Thus, the coherence 'between two signals received by omnidirectional 

separation d in a diffuse field is real and is given by: 

(3.31) 

microphones with 

The coherence of a diffuse field falls off with increased spacing between the points, 

and also with increased frequency. This makes intuitive sense, since in both cases the dis- 

tance between the points, when measured in wavelengths, is larger. 

3.2.1.2. Effect of Directionality in Microphones 

When directional microphones are used, the coherence between the two received , 

signals becomes a function of the microphone patterns. If the two microphones have 

directionali ty patterns mx($,O) and m,($,O), then 

and 



(with a similar expression for S,(o) ). Equation (3.24) modified for directional micro- 

phones becomes . 

In appendix 1, this is evaluated for two cardioid microphones with' axes along unit 

vectors (xlyl,zl) and (x2y2,z3, and separated by a distance d which is assumed, without 

loss of generality, to be along the z axis. The result is 

The transformation for mapping a general ?to the z axis (so (3.36) can be used) is 

gven in Appendix 2. 

Figure 3.13 compares the theoretical coherence for various combinations of rnicro- 

phones with separation 15 cm in a diffuse noise field. The arrows in the legend refer to 

the direction that the directional microphones are pointing. For example, the two arrows 

> > indicate that the two directorial microphones are both pointed in the same direction, 

along the line separating them, while A v indicates that the two microphones are pointed 

in opposite directions, perpendicular to their line of separation. 

We see that for car&oid'rnicrophones in a diffuse field, the relative axes of the 

microphones affects the coherence significantly, especially at low frequencies. For 

higher frequencies, we expect low coherence regardless of the microphone configp-ation. 

When the microphones are pointed in different directions, low coherence is expected at 

all frequencies. In section 3.2.2 the actual MSC of noise recorded in the automobile inte- 

rior is discussed. 
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Figure 3.13 Theoretical MSC for Two Microphones With 
Separation d= 15 cm. The arrows in the legend refer to the axis 
of the directional microphones relative to their Line of separa- 
tion. 

3.2.2. Coherence 'in Automobile Interior 

The coherence of noise fields in an automobile was measured with the microphones 

in the various configurations of figure 3.13 to investigate how accurately a dffuse field 

models the noise field in the car. Equation (3.10) and the techniques of section 3.1.1 

were used to calculate the estimates. Figures 3.14 - 3.18 show the experimental MSC 

along with that predicted for a diffuse noise field by equation (3.36). 

The experimental MSC is higher than that predicted in all cases, especially for fre- 

quencies above 1kHz. While variance in the MSC estimate might contribute to this, a 

more llkely cause is the existence of directionality in the noise field. 

The disparity between the diffuse and actual MSC is most pronounced in figure 

3.18, where the two microphbnes were placed along the car h o r ,  15 cm apart, one fac- 

ing the window and one facing the back of the car. Since the window is a good acoustic 
.- 



reflector ( reflection coefficient, fb .96 at 1 kHz23 ), the microphone facing the window 

sees a delayed version of any wave travelling from the back of the car. The situation is 

similar to figure 3.16, where the two microphones are both facing backwards (since delay 

is linear and therefore doesn't affect coherence). 

The peaks and valleys in the experimental measurements are due to variance in the 
-2 

spectral estimates behind the measurements, and also due to the fact that the measure- 

ments were only made once. If the coherence were measured several times with the 

same configurations, it is expected that the peaks and valleys would average out. 

While the diffuse model doesn't match perfectly, the fact that it does predict the 

low-frequency fall-off in MSC reasonably well makes it useful. In general, extreme 

values of MSC are preferred for speech enhancement algorithms. It will be shown in 

chapter 5 that lower values of coherence can be exploited by'a non-adaptive array, while 

larger values are necessary for Adaptive Noise Cancellation. In chapter 4, we will con- 

sider ANC, and show that values of MSC in excess of 0.7 are required for meaningful 

performance. In view of our experimental MSC results, we do not recommend ANC for 

speech enhancement. 
-L 
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Figure 3.14 MSC for Two Omnidirectional Mics with Separa- 
tion 15 cm 
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Figure 3.15 MSC for Two Directional Mics Separated by 15 cm 
Both ,Pointing in Same Direction Along Axis of Separation. 
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Figure 3.16 MSC for Two Directional Mics Separated by 15 cm 
Both Pointing in Same Direction Perpendicular to Axis of 
Separation. 
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Figure 3.17 h?SC for Two Directional Mics Separated by 15 cm 
Pointing in Opposite Directions Along Axis of Separation. 
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Figure 3.18 MSC for Two Directional Mics Separated by 15 cm, 
Pointing in Opposite Directions Perpendicular to Axis of 
Separation. 



4. ADAPTIVE NOISE CANCELLATION: 
PROMISE AND PRACTICE 

When the statistics of the speech and noise are both known and stationary, optimal 

linear time invariant filters can be used to enhance noisy speech. In the automobile, 

where the noise field is non-stationary, a logical alternative is adaptive filtering. 

Adaptive noise ~ a n c e l l a t i o n ~ ? ~ ~  is a scheme that has been investigated quite 

thoroughly for the automotive environment4* 5 as well as for aircraft29. 309 31 and under- 

water for divers.32 The basic idea is to use multiple inputs: a primary signal, assumed to 

consist of speech plus noise, and any number of reference signals, assumed to consist 

only of noise that is correlated to that in the primary signal (i.e. no speech). The refer- 

ence signals are adaptively filtered and then subtracted from the primary signal, resulting 

in a cleaner speech signal. 

Section 4.1 describes the theoretical model assumed for effective adaptibe noise 

cancellation. The optimal unrestrained (Wiener) filter is then derived. In secuon 4.2, 

some violations of the theoretical model are discussed, and shown to render adaptive 

noise cancellation ineffective in the automobile environment. To test the predictions of 

section 4.2, an adaptive noise canceller, based on Widrow's Least-Mean-Square (LMS) 

algorithm,33 was implemented and investigated. The LMS algorithm is discussed in sec- 

tion 4.3. The experimental results of applying LMS to ANC in an automobile are given 

in section 4.4, and compared to the results from other researchers. 

4.1. THEORY OF ADAPTIVE NOISE CANCELLATION 

This section describes the theory behind ANC. The basic model is described in sec- 

tion 4.1.1, while the optimal (Wiener) filter and its performance are covered in section 

4.1.2. 



4.1.1. Basic Model of ANC 

The basic model for adaptive noise cancellation is shown in figure 4.1. The refer- 

ence signal, x(t) is assumed to consist of noise with no speech. The primary input, p(t) is 

composed of the speech signal s(t) plus d(t), the result of a transfer function H acting on 

~ ( t ) .  For adaptive noise cancellation, H is assumed to be at least approximately linear. 

We assume s is uncorrelated with x and therefore also with d and y. The goal of ANC is 

to approximate H by H so that y(r) becomes a good approximation of d(t). Then when y(t) 

is subtracted from p(r), the output z(t) is a good estimated of s(t). 

Figure 4.1 Model for Adaptive Noise Cancellation 

The estimate H is usually found by attempting to. minimize the total output power. 

Consider the output noise power: 

E ((z-s) ' )  = E{$) -2E( s z )+E(s2 )  

= E(~?)-~E(S(~+~-~))+E(S') 

= E { ~ ) - E { s ~ )  

since s is uncorrelated with d and y. 



Now, s  and therefore E { s 2 )  remain unaffected by the adaptive filter hi. Therefore 

minimizing the total output power, E { z 2 )  is equivalent to minimizing the output noise 

power ~ ( ( z - s 1 2 } .  The output noise power can also be expressed as a function of the error 

in the noise estimate y-d. 

Thus, minimization of total output power is equivalent to minimizing (in the mean 

square sense) the error in both r-s and d-y. Intuitively this makes sense, since if H=H, 

then d=y so that Z=S and we have perfect cancellation. (Note if H is time invariant and 

measureable, we could set H=H and be finished.) 

Consider the other extreme, where x and d are uncorrelated. Then x is also uncorre- 

lated with y, and the output noise power becomes ' 

Minimization implies that E(y2]=0, that is ~ 9 .  The output is then =+d, so that no can- 

cellation occurs. 

4.1.2. Wiener Filtering: The Ultimate Performance ,? 

If we assume that H is time invariant, and that s and x are stationary, we can derive 

the optimal (Wiener) filter. 28 Figure 4.2 illustrates this filter. 

Since s(t) is uncorrelated with the noise x(t) and d(t), we may neglect it, and consider 

only the noise cancellation. We seek to minimize the function 

But y is the output of the filter H with input x: 



Figure 4.2 Optimal (Wiener) Filter 

Therefore 

But the expectations can be recognized as correlation functions: 

We seek a rnirnimum by setting to zero the partial derivatives of 5 with respect to the 

filter weights: 

Solving this, 

If the summation index 1 runs from - to +-, the sum becomes a discrete convolution 



and 

him) * Rx(m) = R d m )  

Taking Z transforms: 

and therefore, the optimal filter is given by 

This is the optimal unconstrained Wiener filter. The filter is assumed to be as long and 

non-causal as necessary (doubly infinite). Under these ideal conditions, the output noise 

power spectral density is given by 

SX&"> = S A P )  - I H ~ ~ ~ ( ~ ? I ~ S , ( ~ - ,  (4.14) 

The ratio of the original noise power in the primary signal, ~ ~ 2 7  to the output 

noise power Se(&") gives the filter's noise cancellation power: 

But fromequation (3.1 l), 

so the cancellation can be expressed as a function of MSC: 



Cancellation (yxa(e'O)) = 
1 

1 - lyxd(e'")12 

Expressed in dB: 

~ancellation(Ydo)) = - 10 log(] -ly#l2) dB (4.18) 

Figure 4.3 shows a plot of cancellation power as a function of MSC. As can be seen, - 

significant coherence is required for even modest cancellation. (Values of 1y~(w)1~ near 

0.7 are required for even 5 dB of attenuation.) 

Equation (4.18) and figure 4.3 give the maximum cancellation possible by a linear 

filter with no constraints on filter length or causality. In general, we expect practical 

filters to have poorer performance. 

MSC 
Figure 4.3 Optimal Filter Cancellation as Function of MSC 



4.2. VIOLATIONS OF THE MODEL 
- 

The basic two assumptions of the model of figure 4.1 are: 
- 

1. The noise in the reference and primary microphone are highly correlated. 

Equivalently, there must be significant coherence between the,noise in the two sig- 

nals. 

2. There is speech signal in only the primary microphone. (Any speech in the refer- 

ence microphone will tend to cancel speech at the output). , 

It is seen that there is a tradeoff between these two assumptions. To achieve speech iso- 
PI 

lation, we will want to separate the primary and reference microphone, and point them in 

different directions but from chapter 3, we realize that these two actions will lower the 

coherence. 

The model of figure 4.1 assumes that the noise field is excited by only one noise 

source, x(t). We now consider the problem of how multiple noise sources reduce the 

noise field coherence and limit ANC's effectiveness. 

f Multiple Sources 

(4.18), we recall that the theoretical maximum attenuation obtainable 

is a function of MSC. For a simple example of the problem of cancelling noise fields 
4 

composed of multiple sources, consider figure 4.4, where we have only two sources. 

Quite obviously, the adaptive filter H cannot sirnultaheously be both H,( z )  and H2(z), SO 

cancellation cannot be perfect. 

Assume that n l ( n )  and n2(n) are uncorrelated white noise, with equal power spectral 

densities S,,(z) = S,,(z)=S,(z) and that H l ( z )  and H2(z)  are pure delays, so that 

w H 1 ( z )  = z-" and H2(z)  = zq2 

Then, the cross-correlation of x and d becomes 



Now 

and 

Figure 4.4 Coherence for Two Point Sources 

Taking the Z Transform yields 

S d z )  = S r l n l ( z )  + Srlnl(z)  

= H l  ( z ) S n l  ( 2 )  + H 2 ( z ) S n , ( ~ )  

= (z l '  + z -=)sn( z )  
I 

Then the MSC is given by 



& 
Evaluated along the unit circle, where z = dm, we have 

The coherence has nulls and therefore no cancellation when - 

or in terms of the cyclic frequency, when 

for any integer n. 

Even in the simple case of two sources, there are frequencies where no cancellation 

occurs. While a case may be made for using more than one adaptive filter for adaptive 

noise c a n ~ e l l a t i o n , ~ ~  there remains a problem. Such a technique would require as many 

filters as there are sources, which for the case of an automobile would be impractical. 

When the number of noise sources increases to infinity, we approach a diffuse noise 

field. Chapter 2 gave the coherence of such a field. Recall that for si&kcant coherence 

at all but the lowest frequencies, the two microphones must be very close together. In the 

case of drectional microphones, the two must point in the same direction. 

This brings us to the basic problem of adaptive noise cancellation in automobiles. 

In order to achieve significant coherence, the microphones must be close together and be 

pointing in the same direction. In a vehicle, such a configuration will never receive 

speech in one microphone without receiving it in the other. The effect of speech spill- 

over into the reference signal is now addressed. 



4.2.2. Effect of Speech in Reference Signal 

When the noise in the reference and primary signals are perfectly correlated and fi 
is the unrestrained optimal Wiener filter, it can be shown28 that the output signal-to-noise 

density ratio, p,,(e'W) is the reciprocal of the signal to noise density ratio at the reference 

input, prel(e'u): 

This is the so called power inversion process. For optimal performance, we require a low 

signal-to-noise density ratio at the reference input; however, in attempting to achieve this 

by separating the microphones or pointing them in different directions, we reduce the 

coherence in the noise received by the two microphones, and thereby reduce the noise- 

cancelling potential. 

.a 
4.2.3. Non-Minimum Phase Properties 

A more general model for ANC than that of figure 4.1 is given by the figure 4.5. In 

figure 4.1 it was implicitly assumed that we have access to x(t), the noise source. In gen- 

eral, the reference noise will not be x(t ) ,  but rather x/(t), the output of some tranformation 

H2(0) when x(t) is input. 

Figure 4.6 shows an cq~!ivalent model, generated by multiplying the transfer func- 

tions in figure 4.5 by H~'(u) .  The optimal adaptive filter is now given by 

~ ( w )  = ~ ~ ( o ) & ' ( o ) .  However,H2(o) will not, in general, be mimimum phase. 21,34 nen 
~ ; ' ( w )  will have to be non-causal and doubly-infinite to be stable. 

Practically, small amounts of delay can be introduced into ~ ( o )  to introduce some 

non-causality. However, the filter's finite length' may cause problems. 

We will now consider an adaptive filter based on the Least Mean Square Algorithm. 

This filter was used to test our predictons regarding the ineffectiveness of ANC. 



Figure 4.5 More General Model for ANC 

Figure 4.6 Equivalent Model for ANC 

4.3. THE LEAST-MEAN-SQUARE ALGORITHM 

The most common form for the adaptive filter is a finite impulse response (FIR) 

filter with variable coefficients. The Widrow-Hoff LMS 28 algorithm is a very popular 

and simple method of varying the coefficients of the FIR filter. , 
r' 

Recognizing that the limits of the indces in equations (4.6) to (4.10) are finite, we 

define the vector quantities 



where the denotes the transpose operator. We further define the matrix R as having as 

the (iJ]lh element RXi J] or equivalently 
'a 

R = E ( ? ~ )  (4.29)-+ 

Finally, we define the vector F a s  the vector of cross-cprrelations R d i )  or equivalently 

Then we can re-write equations (4.4) - (4.13) in terms of these vectors and matrices 

Y(+gw 
e @ = d ~ ) - T d  

so that 

Consider taking the gradient of E, and setting it to zero as before: 

~~3.- 
a i l  

Solving this, we have the optimal constrained filter weight (sometimes called the Wiener 

weight vectoP8 ): 
a 

gap, = R-lB 

Note the similarity of equations (4.13) and (4.35), the difference being the length of the 

optimal filter. 

Next consider the problem of minimizing the output power, 4, which is given by: 

Since 



= S+E { s2 )  (4.36) 

- From equation (4.33), the func'tion 5 and therefore the total output power is a hyper- 

parabolic surface in h space. Since R is positive definite, the surface has one global 

minimum. 

One approach to find the minimum is the method of steepest descent. From vector 

calculus, recall that the gradient gives the direction of steepest increase for a function. In 

the steepest descent method, for a given gk= the current vector of filter weights at time k, 

the gradient of the output power function is calculated, and a small multiple of the nega- 

tive of the gradent is added to gk. Thus 

where p is a small constant and tfko: is the gradient of the output power function at time 

k .  From the above, the gradient is given by 

since ~ ( s "  is not a 'unction of gk. 

43.1,  The Stochastic G r a d ~ t z t  Approximation 

The Least Mean Square algorithm makes the *?pproximation that the expected value 

of e2 can be replaced by its current value: 



The filter update equation then becomes 

I?~+ = dk 4- 2w(k)?k 

Because this very simple equation requires no matrix inversion and no knowledge 

of second order statistics, it can be implemented easily using conventional digital signal 

processing hardware. 35,36 

4.3.2. Convergence Properties of Least Mean Square 

While no proof of unconditional convergence has yet been published for the Least 

Mean Square algorithm,, i t  can be shown 37 that for stationary d and x, gk--+~,, as k - w  if 

1 
O < p < -  (4.41) 

L a x  

where &, is the largest eigenvalue of the autocornlation matrix R. In general, it is too 

difficult to calculate the eigenvalues explicitly, and a more restrictive bound is used, by 

recalling that R is positive definite or at worst positive semi-definite so that 

L 

L a x  5 D' 
i= 1 

and 

where tr(R) is the trace of R. When the reference signal is assumed to be stationary, 

so that the conditions for convergence beccine 



where E { x ~ }  is the power in the reference signal. 

While limited by equation (4.45), the choice of p is not simple. A large p will speed 

up convergence, but too large a value will cause excessive error in the steady state, as the 

filter will tend to oscillate about the optimal Hop,. One suggest.ion is to use an adaptive 

value for p that is large when the error is large and becomes smaller as the error reduces 

(as H +Hop,). For the stationary case, this is a viable alternative; however, for non- 

stationary noise, the filter will not be able to keep up with the changes in Hop, if )r is too 

small. widrow3' gives an approximate analysis of the dependence of steady-state error 

and convergence rate as a function of p for the stationary environment. 

4.4. EXPERMENTAL RESULTS 

To investigate the ability of equation (4.18) to predict the attenuation achievable by 

a practical adaptive filter, the LMS algorithm was used to attempt ANC on the data 

anlayzed at the end of chapter 3. Various filter lengths, values for p, and amounts of 

non-causality were tried. The best results were achieved with a filter length of 450 and a 

delay of 50 samples introduced into the reference input. The value for p used was ten 

times smaller than the value that gave instability in the algorithm. The resulting 

improvement, calculated as the ratio of the power in the original noise signal d(k) over 

that in the error signal e ( k )  is shown in table 4.1 and figures 4.8 - 4.12. 

The SNR improvements are deceptive, as examining figures 4.7 through 4.1 1 

reveals. While the SNR is improved in all cases, the gain is a result of cancellation at 

low frequency; in fact the adaptive Slter actually adds noise at frequencies above 500 Hz. 

The SNR is a measure of signal energy, which is heavily concentrated at low frequencies. 

Since ANC performs well at low frequencies, the SNR gain is impressive, but actually a 

high-pass filter wauld perform as well without adding noise at the higher fiequencies. 

The omnidirectional microphones achieve a larger SNR gain due to their flat fre- 

quency response and therefore larger low frequency energy. (Since the chectional 



Table 4.1 SNR Improvement of ANC 

ANC Diagram # Configuration 

omni 

SNR Gain (dB) MSC Diagram # 

3.14 * 

microphones have a low-pass response, they also cancel this energy, but this cancellation 

doesn't appear as ANC g&.)30 Note that if LMS were attempted after high pass filter- 

ing, no gains would be expected due to the low coherence at higher frequencies. 

The increased noise at higher frequencies is a consequence of using the LMS algo- 

r i t h m ~ . ~ ~  Since the adaptive filter H is a linear combination of previous error outputs ( 

equation 4.40), the filter does a poor job of estimating the optimal filter over the larger 

frequencies where the signal energy is lower. 

While other algorithms38*39 might not add the error at higher frequencies, they 

wouldn't be expected to improve on the optimal (Wiener) performance. Dal Degan and 

prati8 attempted used an adaptive lattice filter to attempt ANC in an automobile. Their 

results indicate that a lattice filter performs better at higher frequencies by not adding any 

noise (but not reducing any either), with similar attenuation to ours at lower frequencies. 
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Figure 4.10 ANC Performance for Two Directional Micro- 
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Along Axis of Separation 



Actual Attenuation 

F r o m  MSC Estimate 
---------- From Predicted MSC 

Frequency ( H z )  
Figure 4.11 ANC Performance for Two Directional Micro- 
phones Separated by 15cm Pointing in Opposite Directions Per- 
pendicular to Axis of Separation 

4.4.1. Comparison With Other Researchers 

There have been at least four other investigations involving ANC in the automobile 

interior. Two dealt with the case of an idling engine, and achieved relatively good ANC 

results, while the other two concerned a vehicle in motion, and reponed results compar- 

able to ours. 

Goubran and ~ a f e z ~  achieved 10 dB of noise cancellation from ANC with a 128 tap 

LMS filter with the car stopped and the engine idhng. To achieve speech isolation, they 

placed the reference microphone "outside the cabin of the car, clQse to the engine com- 
.> 

p m e n t . "  While this is feasible for a stationary vehicle, the coherencebetween the noise 

in the vehicle interior and outside is not expected to be large when the car is in motion. 

As will be seen in chapter 5, when considering the delay-equalized array, the coherence 

in the noise field in the car is largest when the car is stationary, with the engine idling. 

This is because the noise field for a stationary vehicle is- produced by a single dominant 

source, the engine. In addition, the noise is low in frequency and therefore has a rela- 

tivel y large coherence.* 



savoji5 achieved between 7 and 13 dB by using a variable length adaptive lattice 

filter. In an attempt to achieve speech isolation, he placed a directional reference micro- 

phone under the dash facing the engine block and added speech digitally after recording 

noise alone. W h a  we attempted a similar configuration, there was significant speech in 

the reference microphone. 

Armbruster, Czamach and vary7 arrived at similar conclusions to ours regarding 

the effect%eness of ANC in an automobile. They achieved 6 dB of (low-frequency) 

attenuadon, without any speech isolation. 

In the most recent paper, Dal Degan and Prati also8 arrived at similar conclusions. 

In a related study, Andresdottir and schafeSo found ANC to be ineffective in simulated 

reverberant environments. 

One might think that an acoustic bamer introduced between the primary and refer- 

ence microphones might help. Such is the case in fighter jet cockpits, where-the pilot 

wears a helmet. After much study 30*31*40 in the aircraft environment, the conclusion 

seems to be that ANC is ineffective due to. the diffuse noise field. 

Another ANC technique is shown in figure 4.12. The sum and difference signals of 

the original primary and reference inputs are used as the new primary and reference 

inputs to a standard ANC filter. The reference consists of noise only, since the speech is 

subtracted out assuming that the speech is received coherently at both inputs. Such a 

filter is called a Griffiths-Jim b e a ~ n f o r m e r . ~ ~ * ~ ~  The condition for effective performance 

is a very low (ideally one) number of noise sources, spatially isolated, so that the beam- 
' *  

former can place a null in the direction of the noise. In the car, where there are many 

noise sources and reverberation placing image noise sources in every direction, this con- 

dition is not satsified. In a study with simulated rooms, peterson4' found the ~ i f f b & s -  

Jim beamformer to be ineffective when there was a single noiqe source in a reverberant ",:' 

room. When the sources are spatially diffuse, the situation would be even worse. 

We have seen why ANC cannot be effective in an automobile interior. Experimen- 

tal results from use of the LMS algorithm have confirmed this expectation. Other tech- 

niques involving adaptive beamforming are similarly of no use. A new approach to 

speech enhancement is required. Chapter 5 will introduce our solution: a delay-equalized 



near-field beamformer. 

I J 

Figure 4.12 Griffiths-Jim Beamformer 



5. DELAY-EQUALIZED NEAR-FIELD BEAMFORMER 

In chapter 4, we saw that Adaptive B earn forming is ineffective in the automotive 

environment, due to the large number of noise sources and reverberation. We now con- 

sider ways of enhancing the speech rather than concentrating on cancelling the noise. 

This chapter introduces a new model which incorporates a numer of signals each com- 

posed of speech plus noise, with the noise in each being mutually uncorrelated. A simple 

method of combining the signals to coherently add the speech is derived and shown to 

have robust performance in improving SNR, as well as reducing the reverberation in the 

speech. This method is similar to the non-adaptive beamformer of Andresdottir and 

schafer20 except that we have a near-field situation where we cannot assume that the 

speech signals are plane waves. 

In section 5.1, we consider the new model and show that optimal performance of the 
i 

array can be achieved by simple delaying and scaling each of the signals so that the 

speech is coherently re-inforced. The array's signal ability is then analyzed 

and found to be a function of the coherence of the the noise in the indivi- 

dual signals. Section 5.2 gives experimental reduction measured by 

using the array in a vechicle, and compares these with theoretical results based on a dif- 

fuse field approximation. The effect of the array on the speech is considered in section 

5.3, where we see that the reverberation of the speech is significantly reduced. In section 

5.4, we consider some practical design problems.of the array. Finally, section 5.5 draws 

some conclusions. 

5.1. A NEW MODEL: A NEW APPROACH 

Figure 5.1 illustrates a signal model more likely to be valid in the acutal vehicular 

environment than the model requ&d for ANC. The inputs xl{t), consist of speech s(t) 

passed through a sum of transfer functions gl(t) + r,{t) and corrupted by noises nit). The 

inputs are then filtered by functions h,(t) and summe&giving v(t). The direct-arrival path 

between the speech source and microphone i is given by g,{t), where 



Here z, is the time for the speech to travel to microphone i, c is the speed of sound, and 

6(t) is the dirac-delta impulse function. The denominator, a,, gives the attenuation of the 

speech over the path, since acoustic signal strength falls off inversely with distance. The 

function r , ( f )  describes the transfer function generating the reverberant tail of the speech 

in microphone i. We assume43 that when the speech passes through the rit) the outputs 

become decorrelated. That is, the reverberant speech tails for each microphone are 

uncorrelated with the others. The noises n i t )  are also assumed to be uncorrelated with 

each other and with s(t), and to have equal power spectral densities. 

u 

Figure 5.1 Model for Non-Adaptive Beanlforrner 
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5.1.1. A Distortionless Array 

We begin by defining the output signal, v(t) 

where the output speech signal 

from the definition of gl{t). The output noise signal, a,,(t) is given by 

Consider the output speech power 

r 

In order not to introduce any distortion of the speech, the h,-(t) are constrained to be a 

simple function consisting of a scale factor and a delay: 

h,(t) aic8(t-ci) (5.7) 

where a, is the variable weight, c is the speed of sound and Si is the amount of delay. 

With this definition of h i t )  



From basic autocorrelation'theory, for all T 

RJO) 2 RJz) (5.10) 

So, to maximize the output speech power, we want 

z; + Ci - zj - C, ' 0 

for all i and j. The solution is to let 

ci = T-zi where T 2 m a ~ ( ~ ~ )  
1 

(5.12) 

Very simply, we are delaying each signal to combine the speech coherently at the 

output. The output speech signal will then be 

and the output speech signal power will be 

where o:= the input speech signal power. 

Now, the output noise signal, no,(?) is given by 

-, so that the output noise power is 



but we assume that the ri(t) and ni(t) are uncorrelated so that 

where we have defined Pi and qi  by the large brackets above. 

The output signal-to-noise ratio, p,, will be 

Now, from Schwartz' inequality for complex numbers,44 

so that 

The equal sign holds for 



where K is a constant. 

The results are self-evident. For maximal output signal-to-noise ratio, we delay the 

input signals so that the speech adds coherently. Those signals having higher input 

speech-to-noise ratios are given a larger weight than those with lower. The SNR is a 

1 
function of (-I*; for maximal gain we want the microphones as close to the speaker as 

xi 

possible. Unfortunately, this will cause the correlation of the noise inputs to increase. 

This is the basic trade-off in the design of the array, and will be further discussed in sec- 

tion 5.4. 

When the and the qi  are assumed to be constants for all i, equation (5.26) 

becomes 

For fair evaluation of the array's performance, we want the speech energy in the 

array to equal that from the microphone nearest the source. From equation (5.13) this 

implies that 

where is the delay from the speech source to the nearest microphone. When the 

definition of (3.27) is used in (5.28), 

N 
K 1 x7=- 

;=1 7; %fun 

which we can solve for K, resulting in an expression for the individual a;: 



We have chosen a very simple form for the 'filters' hl{t). An obvious question is 

whether we can do any better by increasing the complexity of the filters. 

5.1.2. Alternate Filters for hi(t) 
$ 

In a recent paper,  eli in ski^^ proposed an array that use the solution of equation 

(4.13) (the optimal Wiener filters) for the hl{t): 

S 

To find the optimal Wiener h,(t), an estimate of the power spectra of the speech, S,(w) 

required. Consider talung the cross-correlations between two inputs x,(r) and x,(r), where 

the two have been delayed so that the speech in each is coherent. Then the cross correla- 

tion is given by 

This would be an effective estimate if the noise were uncorrelated. Recall from chapter 3 

that the coherence is significant at low frequencies so that low frequency noise, as well as 

the speech will be enhanced by the filter. Zelinski solved this problem by using a priori 

estimates of the low frequency energy. He could do this since he was dealing in a quasi- 

stationary environment (an office), but we aren't afforded the same luxury, since (from 

chapter 3) the noise power spectral density changes significantly under different vehicle 

conditions. 

A more fundamental question is whether we would want to use Wiener filtering 

when our objective is to provide speech for computer based recognition. While the 

Wiener filter does give optimal performance in the least square sense, the frequency dis- 

tortion it introduces would probably lessen its usefulness for speech recognition. For- 

tunately, the noise and typical speech spectra27 aren't dissimilar, so we don't expect the 



dfference between a Wiener filter and our simple array to be significant. (Note that if 

the noise spectra and speech spectra are identical, the optimal Wiener filter is our simple 

array 1. 

We will now analyze the gains of the array when the simple form of (5.6) is used for , 

the hi((). 

5.2. EFFECT OF ARRAY ON NOISE 
A:." 

We will begin by deriving the theoretical noise gain of the array in section 5.2.1. 

Experimental results will be presented in section 5.2.2. 

5.2.1. Theoretical 

Consider figure 5.2. 

Figure 5.2 Effect of Array on Noise 

The output noise, as with equation (5.5) is 



The autocorrelation function of the output noise is 

Talung the Fourier Transform to find the power spectral density, 
N N 

Consider re-writing the second term 

where we have used the identities that S;(U) = S,(o) and z+z* = 2Re(z) for any complex z .  

Now from equation 3.10, 

We next make the assumption that the noise power spectral densitity in each of the inputs 

is the same, that is S,(o) = &(a) for all i. Then 

and combining equations (5.33), (5.36) and (5.40), we can write the output noise power 

spectral density as 



Consider the noise output from a single mic with weighting = 1. Then the output noise 

spectral density of the single microphone is S,(o), and the gain or the noise reduction 

capablity of the array over a single microphone is 

It is instructive to investigate the limits of equation (5.44). Consider the case where 

1 
we have a circular array, so that the ci are equal and therefore the ai are all =-. For the 

N 

worst scenario, consider the noise in the microphones to be completely correlated so that 

yJo) is always 1. Then we intuitively expect no gains from the array, and the equation 

does indeed predict this since 

so that 

For the worst case, we expect no improvement (but no degradation). 

At the other limit, where the noise inputs are mutually uncorrelated, so that y&o)=O 

for all i+j, the gain is N .  (see equation 5.44) 

5.2.2. Noise Cancelling Performance of the Array in an Automobile 

When combined with the results of chapter 3 and appendices 1 and 2, equation 

(5.44) allows us to predxt the expected array gain for any configuration of microphones 

in a dffuse noise field. 



Consider L - c i r c u l a r  t array of figure 5.3. The distance between source and 

microphones, and therefore the ai and ci are all equal. For this geometry, the optimal 

array is simply the average of the inputs at the microphones. Figure 5.4 gives the gains 

predicted by equation (5.44) for arrays of 5 cardioid and 5 omnidirectional microphones 

in a diffuse noise field. Note the array gains are relative to a single microphone of the 

same type as are in the array (recall from chapter 2 that an omnidirectional microphone 

receives 4.8 dB more noise). The major difference between the curves is the gain 

predicted at low frequency for cardioid microphones, which is due to a coherence value 

of less than one (from the misalignment of the microphone axes). 

Figures 5.5 to 5.10 give the experimental performance of the circular array of 5 

directional microphones under various conditions. The array performs well under all but 

the quietest conditions. In figure 5.5, where the idling engine is the only source of noise, 

it is no surprise that the array doesn't give great results, since the coherence is expected 

to be much higher (and therefore the gain much lower). This explains the gains that 

other researchers4 achieved through ANC when the engine was idling. Increasing the 

noise level by turning up the fan (figures 5.6 and 5.7), increasing the speed (5.8 through 

5. lo), and opening the window (5.9) all reduce the coherence and increase the gain of the 

array. 



Figure 5.3 Semi-circular Array 
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5.3. REVERBERATION REDUCTION PROERTIES OF THE ARRAY 

If the reverberant speech does indeed become uncorrelated after passing through the 

r,(r),  we expect the reverberant energy to reduce the same way the noise energy did. 

(Recall from chapter 2 that a reduction in reverberation results in a flatter frequency 

response.) 

To investigate the potential reverberation reduction, we used the image model of 

chapter 2 to compute impulse responses for a single directional microphone and a serni- 

circular array. The cement tank described in chapter 2 was the first environment 

modelled. When the Fourier Transforms of the modelled responses were calculated, the 

spectral flatness (recall that this the variance of the frequency response calculated over 

the pass-band from 100 to 4000 Hz) was 29.1 for the array, and 35.1 for the single rnicro- 

phone, indicating a reduction in reverberation. Figures 5.11 and 5.12 show the modelled 

impulse responses, after convolution with the isolated impulses. The reverberation 

reduction effect of the array can be seen, 

With the impulse source located at the focus of the array, the impulse response of a 

single microphone and the array were simultaneously recorded. The responses are shown 

in figures 5.13 and 5.14. Comparing these figures with the modelled responses (figures 

5.1 1 and 5.12) the image model's ability to predict array performance is seen. 

The responses in figures 5.13 and 5.14 have been normalized to have the same max- 

imum amplitude after filtering. Due to losses (to be discussed in the next section), the 

peak amplitude of the impulse output by the array actually was 86% of that for the single 

microphone. This 0.66 dB loss is due to the fact that the impulse was not placed exactly 

equadistant from each of the microphones in the array. 

Note the single microphone receives considerably more reverberant energy than the 

array. For this reason, the array gains cannot be calculated from the SNR values of 

speech embedded in  noise. While the array reduces the noise content, it also reduces the 

reverberant speech knergy. Since there is no way of separating the clean speech from the 

pip 
reverberant speech, SNR values calculated by this method introduce a bias against the 

array. (However, as explained in  chapter 4, SNR isn't  an accurate indicator of signal 



enhancing performance when the noise is predominately lowpass.) 

The results of the model for the array and single microphones in an automobile are 

shown in figures -5.15 and 5.16; figures 5.17 and 5.18 show the experimental responses. - 

The modelled array had a spectral flatness of 5.6, improving on the single microphone's 

24.7. The effects of reverberation in the automobile interior are severely reduced by the 

array. 

In the vehicle, the array output an initial impulse at a level 92% that of the single 
0 

microphone, representing a loss of 0.38dB. 
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Figure 5.13 Actual Impulse Response for Single Directional 
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Figure 5.14 Actual Impulse Response for Array of Directional 
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5.4. PRACTICAL ISSUES 

The semi-circular array of figure,5.3 was chosen for simplicity. Because all the 

delays were equal, the "signal processing" for the array became a simple average, which 

could be implemented in analog forrn. The semi-circular array also has the advantage of 

pointing the directional microphones in different directions, so that the coherence 

between the received noise signals is reduced. Furthermore, it provides maximal separa- 

tion between the microphones using the smallest area. The major design trade-off in the 

microphone constellation of the array lies in desiring the microphones to be close to the 

speaker (so that the SNR at the inputs is high) but wanting the microphones separated by 

as much distance as possible (to keep the coherence low and the gain of the array high). 

The number of microphones possible, and their maximal separation is dictated by the size 

of the vehicle interior. 

It is not practical to mount an array of microphones in a semi-circle in an automo- 

bile (for this study, the microphones were moun d from a helmet that a passenger wore). 

A more feasible constellation of microphones is burray, with, say 15 cm separation 

between nearest neighbours. With this practicality comes a number of problems. First of 

all, the delays are no longer the same, so the array is no longer the simple average of the 

inputs. 

Each of the zi of figure 5.1 must be estimated, and will have an associated estima- 

tion error of Ai Consider equation (5.44), for the case of y&o)= 1 for all i and j (as for 

speech). Then the degradation of performance due to the Ai is given by 

Since the z, are no longer equal, digital sampling and delaying is required. How- 

ever, the zi will not, in general, be integral multiples of the sampling period. Therefore, 
I 

the optimal filter h,(t) are no longer simple delays, but rather interpolators. 



The best way to determine these optimum interpolating filters is not obvious. If one 

assumes that the speaker remains in the same position at all times, physical measure- 

ments of the distances between his mouth and the microphones could be made, and the 

optimum filters designed. Installation of such a system would be extremely difficult for 

the consumer or salesperson. 

A more practical solution is to "train" the array by having the user say a sentence 

when the car is silent. While cross-correlation methods46 could be used to estimate the 

delays between the the inputs, and these estimates could be used to design the interpo- 

laters, the broad-band and quasi-periodc characteristics of speech make exact determina- 

tion of the delays difficult. Figure 5.19 is an example of the cross-correlation between 

two microphones in an automobile recording the author saying the phonetically balanced 

sentence, "Cats and dogs each hate the other." Note the delay appears to be approxi- 

mately one sample, but determining the value to sub-sample accuracy isn't a simple 

task.46 

For an alternative approach, consider figure 5.20, where speech makes up the two 

inputs of a classic ANC filter. To minimize the output power, the adaptive filter fi will 

become the optimum interpolator. (Note that the interpolater will not have a flat fre- 

quency, response; it will introduce some shaping, so the training sentences must be 

representative of all speech). 

When this technique was applied to the data of figure 5.19, the filter converged to 

the weights displayed in figure 5.21. Note that the filter places maximal weight for sam- 

ple 1, corresponding to the delay of 1 sample from figure 5.19. Only a very short filter is 

required for each of the microphone inputs of the array. 

Further work remains to study the effect of such an approach on speech. It is the 

author's feeling that the best performance will result from a non-adaptive system, with 

the interpolators determined and fixed first of all, then the speech recognition system 

trained with the interpolators in place. In this manner, any distortion introduced by the 

interpolators is consistent in both training and recognizing. 



Figure 5.19 c r o s s - ~ o r r e G ) m w e e n  Two Microphones With 
Speech Recorded in Quiet A!~tomobile 

- 

5.5. CONCLUSIONS 

'The delay-equalized m a y  performs as  prcdictcd, with noise: gains approximately 

equal to the number of elenients. When coupled with high-pass filtering, the array pro- 

duced discernibly cleaner speech, which should in t u~ -11  produce better speech recognition 

 result^.^ While some work remains for a practical inlpletnentation. the array holds 

significant potential for enhancing speech without introducing distortion. The array has 

very low complexity, requiring only a n~icrophone, sampler and a very short interpolating 

filter for each element. I f  the interpolators are detcnnincd and fixed, no adaptation is 

required. 



Figure 5.20 l lsing A N C  Techniques to Calculate Optimal Inter- 
polator 

Figure 5.21 ANC-Derived Interpolator from figure 5.19 



6. CONCLUSIONS 

The problem of speech enhancement for mobile telephony is important, because 
. e q p  , 

-f 
/>- - current systems are unsafe. A voice-activated phone which responds to verbal com- 

9 1 i- 

7- mands will provide the ultimate in safety but is currently unfeasible due to the inability 
p - 

of speech recognizers to cope with the effects of the acoustical environment on the 1 4 - 
I 
I 

speech. The reverberation and noise in an automobiluall for low-distortion, high- 
+ 
'2 performance speech enhancement algorithms. As a side benefit, these techniques will 

) 

also provide better voice quality for transmission than current "hands-free" systems. 

Other studies involving ANC for speech enhancement in a vehicle have been 

attempted, but their results were inconclusive. Rather than attempting numerous speech 

enhancement techniques, we chose to concentrate on the principles governing the acoust- 

ical field within the automobile interior. By considering the acoustical environment, we 

have been able to gain understanding into why certain methods will or won't be effective 

in a vehicle. 

The reverberant nature of the vehicle interior affects both the~speech and noise, dis- 
,5 

torting the speech and causing the noise field to become more diffuse. The exact effects 

of reverberation are very sensitive to changes in the positions of the speaker, rnicro- 

phones and the room structure. We have successfully developed an image model for 

reverberation, not to exactly simulate the acoustical field, but rather to allow us to study a 

related environment. The model not only allowed us to gain intuition regarding the 

nature of reverberation, but also enabled us to make predictions regarding the perfor- 

mance of arrays in reverberant enclosures. A very simple method of introducing direc- 

tionality into the microphones of the model has also been developed. 

A careful study of the properties of the noise field in an automobile has been under- 

taken. The noise field is predominately low-pass, with much of the energy succeptible to 

high-pass filtering, below the frequency range of speech. The state of the vehicle can 
- 

vastly change the noise power spectral density, with a dynamic range of some 30 dB 

between the case of a stationary car and one travelling at highway speed. 



The coherence of the noise field was stu'died, and seen to be low, approaching that 

for a diffuse field. We also developed a general equation for the coherence between two 

cuboid microphones in a diffuse noise field. 

We have been able to show why Adaptive Noise Cancellation is ineffective in a 

vehicular environment. The two requirements for ANC, coherence between the two noise 

inputs, and speech isolation (speech present at only one of the inputs) cannot be simul- 

taneously satisfied in an automobile. The SNR gains reported by others are deceptive, 

representing the low-frequency cancellation since the noise spectral density is low-pass 

in nature. A high-pass filter would achieve the same cancellation without adding noise at 

higher frequencies. 

' A new approach to speech enhancement for the vehicular environment, based on a 

.new model for the acoustical noise field, has been presented. Subsequent analysis of the 

array's theoretical noise reduction performance shows that it requires low coherence to 

be effective. The experimental perfmance is consistent with theoretical predictions for 

the array in a hffuse noise field. 

Since reverberation is highly dependent on position, the reverberant tails received 

by the various microphones of the array become uncorrelated. Therefore, the F a y  is 

able to reduce the reverberant energy in the same manner as it reduces the noise energy. 

The reverberation reducing properties of the array was successfully predicted by the 

image model. 

The delay-equalized array holds great potential for speech enhancement for mobile 

telephony, but a couple of implementition details remain to be studied. The problems 

left for future study are how best to estimate the delays between the speaker and micro- 

phones, and then how to use these estimates to derive the optimal interpolators. A 
d 

related question is whether or not tli olators should be allowed to adapt. It is clear 

that these interpolators need only be very short filters so that the complexity of a practical 

~ 7 a y  is expected to be quite low. 

When these implementation details are resolved, the array will be provide robust, 

low-distortion enhancement at a very low complexity. When coupled with high-pass 



filtering, the array will provide considerable improvement in speech recognition perfor- 

mance. 



APPENDIX 1: DIFFUSE FIELD COHERENCE 
FOR DIRECTIONAL MICROPHONES 

In this appendix, the coherence between the signals received by two cardioid rnicro- 

phones in a hffuse noise field is derived. From equation 3.35, the coherence between 

two directional microphones with duectional patterns m,(0,@) and m,(0,$) is 

Ln general, for a cardloid pattern with axis along 6 = (xl,yl,il), the response to a 

wave arriving from duection 6 = (xo,yo,io), is given by equation 2.1. 

where y is the angle between and 6. (see figure A 1.1) 

Figure A l . l  Geometry for Deriving Coherence Be 
+ tional Mjcs 

een Direc- 

But from linear algebra,22 the cosine of the angle between two vectors to and 3 in space 

is given by 



where the dot ( . ) denotes the vector 

tion in spherical co-.ordinates is given 

inner product. If 6 is a unit vector, its representa- 

by 7)0 = (cos@sin0,sin@sin0,cos0) then the microphone 

gain for microphone with axes along 6 to a plane wave arriving from cluection ro is 

Gain@,@) = 'h(1 + xlsinOcos$ + ylsinOsin@ + zlcosO) (A 1.4) 

The nbmerator of equation A 1.1 is then 

, - .- 
Averaging over all angles of arrival 

Performing the integration over @ first, and remembering that 

and that 

the surviving terms from equation A1.5 are 



From equations 3.25 - 3.31, 

sinkd Je-JMcmeSin0 = 2- 
0 

kd 

Now, the remaining integrals of equation A 1.9 are all evaulated by using the same substi- 

tution, namely 

u = kdcos0 so that du = -kdsin0 d0 (Al.11) 

Under this substitution, 

coskd sinkd 

And 

Now 

sinkd coskd sinkd 
= 2- +4--4- 

kd ( k a 2  (k413 



sinkd coskd = 4- - 4----- 
(w3 (w2 

from the results in equations A 1.10 and A 1.13. 

To calculate D(o), we assume without loss of generality tha-r the axis of the microphone 

is along the z-axis. Then 

from equatiori 3.8. Then, combining equations A 1.1 ,A 1.10,A 1.12-A 1.15, we have the 

result 



... 

APPENDIX 2: MAPPING TO GET d ALONG THE Z-AXIS 

Consider diagram A2.1, where we have plotted the hfference between the position 

of two microphones and labelled i t  d. Microphone 1 is at position ~ = ( x p l . y p , . z p l )  and has 

-its axis of pointing along 2'=(x,,y,,,z,,), with similar definitions for the position and point- 

ing direction of microphone 2. 

Figure A2.1 Arbitrary d Vector 

In order for (A 1.16) to be valid, a=pi-p'2 must lie along the z axis. We begin by nor- 

malizing aso  i t  is a uni t  vector, in direction (+',O') where 

and 

Then, to transform awe  must rotate through 4' about the z axis and then through 0' about 

the y axis. The wnsformation to rotate athrough +' around the z axis is22 



and the transformation to rotate through 8' around the y axis is 

cos0' 0 sine' 
T 2 = [ 0  I 0 1  

-sine' 0 cos0' 

The transformations are applied one after the other so that the complete transformation is 

Thus to apply (A l.16), one first finds 8' and Q', then applies T to the vectors 3. The 

resulting pointing directions are n~rmalized, and (A1.16) can be used. 



APPENDIX 3: FORTRAN LISTING FOR REVERBERATION MODEL 

program simsroom 
C 
c programmed by Martie Meryle.Gouldmg 
c copyright Simon Fraser University 

c program to call sroom (i.e. simulator of room to give impulse 
c response) 
C 
c Adapted from 'Image method for efficiently simulating 
c small room acoustics' by Allen and Berkle y 
c see subroutine sro0m.f for further documentation 
C 
c r = array s f  vector radius to receivers 
c m = vector radius to receiver for single receiver 
c ro = vector radius to source 
c rL = vector of box dimensions 
....................................................... 
c NOTE: 
c all of the above are in sample periods 
c to convert from physical distance to sample periods: 
c sample period = length*fslc 
c where c = speed of sound 33 1 rn/s 
c fs = sampling frequency 
c ...................................................... 
C 
c beta = vector of six wall reflection coefs (O<= beta <= 1) 
c beta(i,j) = coefficient for wall in direction i 
c j = 1 . . x direction i = 1 .. adjacent to origin 
c 2 . . y  2 .. opposite to origin 
c 3 . . z  
C 

real r(3, IO),m(3),ro(3),rL(3),be ta(2,3),ht(5000),out(5000) 
real pi,wt(lO),fs,fc,b 
real fo(3,l0),delay(lO),micaxis(3),absmicaxis 
integer npts,i,j,p~nt7mictype(l~)~~ummics,range,offmax 
character*32 filnarn 

L 

c ................................................................ 
c READ IN PARAMETERS FOR SIMULATION 
L 

C 
print *,'Number of points to be computed:' 
read (5,lOl)npts 
print *.'Sampling frequency, Cutoff frequency (k~;)-'' 
read (5,102)fs,fc 



c read in coefficients for walls 
print *,'Reflection coefficients (Ocbcl) ' 
print *,'Coefficients for walls:' 
iead *,b 
do 20 j=l,3 
do 20 i=1,2 
beta(i j)=b 

continue 
print *,'Coefficient for floor:' 
read *,beta(2,3) 
print *,'Coefficient for ceiling: ' 
read *,beta(l,3) 
print *,'Output coefficients to : ' 
read 103,rl LI nam 
open(uni t= 1 .file=filnan) 

c check Nyquist criterion sstisfied 
if (fs .It. 2*fc) then 
print *,'Error - aliasing will occur' 
goto 999 

e ndif 
print *,'Input room dimensions (meters):' 
read (5'1 OO)rL(l),rL(2),rL(3) 
print *,'Source Position:' 
read (5,100)ro(l),ro(2),ro(3) 
print *,'Number of microphones in array (<=lo):' 
read (5,lOl)nurnrnics 
offmax = 0 

c convert to sample periods 
do 25 j = 1'3 
rL(j) = rL(j)*fs/.33 1 
ro(j) = ro(j)*fs/.33 1 

25 continue 
c read in weightings and directional characteristics for microphones 

do 60 i= 1 'nurnrnics 
print *,'For microphone #',i 
print *,'Weighting:' 
read(5,104)wt(i) 

30 continue 
print *,'Type of rnic response (O=omni, 1 =cardioid): ' 
read (5'10 1 )mictype(i) 
if ((riictype(i) .ne. 0) .and. (mictype(i) .ne. 1)) goto 30 
print *,'Receiver Position:' 
read (5,lOO)r(l ,i),r(2,i),r(3,i) 

40 continue 
c for directional mics, find pointing direction 

if (rnictype(i) .ne. 0) then 
print *,'Point receiver at source? (O=yes, 1 =no)' 
read(5,lO 1) point 
if (point .eq. 1) then 
print *,'Point mic towards focus:' 



read(5,100)fo(l ,i),fo(2,i),fo(3,i) 
if ((fo(1 ,i).eq.r(l ,i)).and.(fo(2,i).eq.r(2,i)) 

+ .and.(fo(3,i).eq.r(3,i))) then 
print *,'error: receiver cannot point at itself!!!!' 
goto 40 

else 
do 45 j = 1'3 
fo(j,i) = fo(j,i)*fs/.331 

45 continue 
endif 

c point at source 
else if (point .eq. 0) then 

do 50 j=lJ  
fo(j,i) = ro(j) 

50 continue 
else 
goto 40 

endif 
c omnimics use source as focus to delay to 

else 
do 55 j=l,3 
fo(j,i) = roCj) 

55 continue 
enhf 
delay(i) = 0. 

c calculate delay from mic to source in sample periods 
d056j  = 1,3 
r(j,i) = r(j,i)*fs/.331 
delay(i) = delay(i) + (fo(j,i) - r(j7i))**2 

56 continue 
delay (i) = sqrt(de1ay (i)) 
offmax = nint(max(offmax,delay(i))) 

60 continue 
c calculate maximum range of possible response and zero output array 

range=npts+offmax+4 1 
do 66 i= 1 ,range 
out(i) = 0. 

66 continue 
c ..................................................................... 
c MAIN LOOP 
C 

do 90 i = 1 ,numrnics 
c copy rnic vector into one dimensional array 

do 7Oj = 1,3 
mu) = ru j )  

70 continue 
c if dnectional type microphone desired then 
c calculate axis of rnic and normalize 
C 

if (rnictype(i) .ne. 0) then 



absmicaxis = 0. 
do 75 j = 1,3 
micaxis(j) = fo(j,i) - r(j,i) 
absmicaxis = absrnicaxis + micaxis(j)**2 

75 continue 
absmicaxis = sqrt(absmicaxis) 

c normalize 
do 78 j = 1,3 
micaxis(j) = micaxis(j)/absmicaxis 

78 continue 
endif 

C 
c call subroutine to calculate response for single mic 
C 

call sroom(m,ro,rL, beta,ht,range,fs,fc,mic type(i) 
+ ,micaxis,delay(i),offmax) 

c weight response by mic weight factor and add into array output 
C 

do 80 j = 1 ,range 
outG) = ht(j)*wt(i) + out@ 

80 continue 
90 continue 
C 

c normalize for number of mics and output results 
C 

i = O  
c don't output zeroes at beginning 
91 continue 

i = i+ l  
if (out(i) .ne. 0) goto 92 
goto 91 

92 continue 
do 95 j = i,i+npts 

write(1 ,*)out~)/numrnics 
95 continue 
C 
C 
100 format(3f7) 
10 1 format(i5) 
102 format(2fl) 
103 format(a) 
104 format(f7) 
999 continue 

end 



c main subroutine sroom 
c ............................................................ 
C 

subroutine sroom(r,rO,rL,beta,ht,range,fs,fc,rnictype, 
+ micaxis,offset,offmax) 

C 
c 1988 01 19 
c subroutine to calculate a room impulse response 
c adapted from 'Image method for efficiently simulating 

' 

c small-room acoustics' by Alllen and Berkley 
C 
.............................................................. 

c tiis version introduces a sinc-type filter (after 'Simulating 
c the response of multiple microphones to a single acoustic source 
c in a reverberant room' by Peterson) to give the accurate time 
c of arrival of the image impulses 

c update 2: 
c this version introduces dlrectionality to simulate the direction 
c of arrival of each pulse, and the kction-dependency of the 
c mics, modeled by a given function 
C 
............................................................ 
c update 3: 
c now, the responses are delayed and added coherently so 
c that the focus point is re-inforced 
C 
c .......................................................... 
c update 4: (1988 07 11) 
c program revamped to include drectionality by simple dot product 
c method (see notes for 1988 07 10) 
C 
C 
c r= vector radius to receiver in sample periods = length/(c*t) 
c rO=vector radius to source in sample periods 
c rL = vector of box dimensions in sample periods 
c beta = vector of six wall reflection coefs (O<=beta<=l) 
c beta(i,j) = coefficient for wall in direction i 
c j = 1 .. x i = 1 .. adjacent toorigin 
c 2 . . y  2 .. opposite to origin 
c 3 . . z  
c ht = calculated impulse response array 
c zero delay is in ht(1) 
c rnic is aligned along z axis by mapping with matrix A 
c fo = vector of focal point 
c rnicaxis = unit vector in direction of rnicaxis 



real ht(range),dis,fs,fc ,gid,off7micaxis(3) 
real r(3)~0(3),rL(3),delp(8) ,beta(2,3),array(4 1) 

real x(8),y(8),z(8),micresponse,mic,offset 
integer offmax 
integer m(3),nx,ny,nz7n 1 ,n2,n3,range 

integer i j  ,k,m,rnm,rnic type 
equivalence (nr(l),nx),(m(2),ny),(m(3),nz) 

C 

do 5 i= 1 ,range 
ht(i)=O. 

5 continue 
dis=o. 

c compute distance from mic t 
do 6 i= 1,3 
dis=(r(i)-rO(i))**2+dis 

6 continue 
if(dis.lt. le-2) then 
ht(1) = 1 
return 

endif 
c calculated range of sum 

nl  =range/(rL(l)*2)+1 
n2=range/(rL(2)*2)+ 1 
n3=range/(rL(3)*2)+ 1 
do 20 nx=-n 1 ,n 1 

do 20 ny=-n2,n2 
do 20 nz=-n3.n3 

c get eight image locations for mode # nr 
call 1thim(r,r0,rL7nr,delp,x,y,z) 
iO=O 
do 10 1=0,1 
do 10 j=0,1 
do 10 k=0,1 

iO=iO+ 1 
c check for delay less than range 

if (delp(iO).le.range) then 
off=cielp(iO)- float(ifix(delp(i0))) 

c low-pass filter the signal to get accurate time arrival 
call banlim(off,fc,fs,array) 

c put in loss fx tor  once for each wall reflection 
gid=beta(l, l)**iabs(nx-1) 

+ *beta(2,1)**iabs(nx) 
+ *beta(l,2)**iabs(ny-j) 
+ *beta(2,2)**iabs(ny) 
+ *beta(173)**iabs(nz-k) 
+ *beta(2,3)**iabs(nz) 
+ /delp(iO) 

c calculate response of mic to arrival from (x,y,z) 



if (mictype .ne. 0) then 
mic = micresponse(rnictype,micaxis,x(i0),y(i0),z(iO)) 

endif 
c add computed impulses to appropriate bins if within range of points 
 incorporate offset from source to focus - note this only 
c affects the time of output, not the magnitude) 
C 

do 14 m=1,41 
mm=m+delp(iO)-offset+offmax 
if((mm.ge. l).and.(mm.le.range)) then 

ht(mm)= ht(rnrn)+array (m) * gid*rnic 
endif 

! continue 
endif 

10 continue 
20 continue 

re turn 
end 



c subroutine banlim 
c ................................................................. 
C 

subroutine banlim(off,fc,fs,array) 
c subroutinero lowpass filter impulse response 
c filter is hanning windowed brick wall -filter 
C 

c fc = cutoff frequency 
c fs = sampling frequency 
c off = offset of arrival of impulse from sampling instant 
c array = filter response returned 
C 

real array(l),pi,wc,var,t,off,fc,fs,con 
pi=3.14159265359 
wc=2.*pi*fc/fs 
con=2.*pi/40. 
do 10 j=l,4l 
jj=j-21 
t=float(jj)-off 
v @ S *  +cos(con*t)) 
if(abs(t).lt. 1 .e-5) go to 20 
var=var*sin(wc* t)/(pi* t) 
go to 30 

20 continue 
var=var*wc/pi 

30 continue 
array(j)=var 

10 continue 
return 

end 



c subroutine lthim 
........................................................... 
C 

subroutine lthim(dr,drO,rL,nr,delp,x,y,z) 
c subroutine to compute eight images of a point in a box 
C 

c dr = vector radms to receiver in sample periods 
c drO = vector radius to source in sample periods 
c rL = vector of box dimensions in sample periods 
c nr = vector of mean image number 
c delp = vector of eight source to image distances 
c in sample periods 
c r l  = vector of positions of images 
c x,y,z = normalized direction vec& ibi various images 
C 

.' &p+ > 

# 

real r21(3>,rL(3>,delp(8),drO(3),dr(3),rp(3,8) 
real r1(3>,delsq,x(8>,y(8),8) 
integer nr(3) 

c loop over all sign permutations and compute r+/r- 
iO= 1 
do 10 1=-1,1,2 
do 10 j=-1,1,2 
do 10 k=-1,1,2 

c nearest image is l=j=k=-1 
rp(1 ,iO)=dr(l)+l*drO(l) 
rp(2,iO)=dr(2)+j *drO(2) 

' rp(3,iO)=dr(3)+k*drO(3) 
iO=iO+ 1 

10 continue 
c add in mean radms to eight vectors to get total delay 

r21(1)=2.*rL(l)*nr(l) 
r21(2)=2. *rL(2)*nr(2) 
rZ(3)=2. *rL(3)*nr(3) 

c calculate distances to images 
do 30 i=l,8 
delsq4. 
do20j=1,3 
r 1 Q)= r21Q)-rpQ,i) 
delsq=delsq+r 1 (j)**2 

20 continue 
delp(i)=sqrt(delsq) 

c calculate normalized (unit) vector of direction to image from mic 
x(i) = r l  (l)/delp(i) 
y(i) = r 1 (2)/delp(i) 
z(i) = r 1 (3)/delp(i) 

30 continue 
return 
end 



C 
C ........................................................... 
c function micresponse 
C ............................................................ 
C 

Function micresponse(rnictype,micaxis,x,y,z-) 
C 
c this function calculates the spatial response of a microphone 
c inputs: 
c rnictype = type of response desired 

\ c x,y,z = unit vector for source direction (from rnic) 
c rnicaxis = unit vector for ' 

c (for now, only the cardioid is 
C 
c cardioid of revolution response: 
c rnicresponse = 0.5*(1 + cos(theta)) 

c but from linear algebra 
c theta = acos (a*b) // 
c if a and b are unit vectors and * denotes the dot product 
C 

C 
real rnicresponse,x,y,z,micaxis(3) 

C 

micresponse = 1. 
if (rnictype .eq. 1) then 
rnicresponse=0.5*(1+ x*micaxis(l)+ y*micaxis(2)+ z*micaxis(3)) 

else 
print *,'Error in function micresponse ...' 
print *,'Nan-existent response specified' 

endif 
return 
end 
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