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Abstract—Next generation in-situ/in-transit data processing
has been proposed for addressing data challenges at extreme
scales. However, further research is necessary in order to un-
derstand how growing data sizes from data intensive simulations
coupled with limited DRAM capacity in High End Computing
clusters will impact the effectiveness of this approach. In this
work, we propose using deep memory levels for data staging,
utilizing a multi-tiered data staging method with both DRAM
and solid state disk (SSD). This approach allows us to support
both code coupling and data management for data intensive simu-
lations in cluster environment. We also show how an application-
aware data placement mechanism can dynamically manage and
optimize data placement across DRAM and SSD storage levels
in staging method. We present experimental results on Sith - an
Infiniband cluster at Oak Ridge, and evaluate its performance
using combustion (S3D) and fusion (XGC) simulations.

I. INTRODUCTION

Scientific simulation workflows running at scale on High
End Computing platforms can provide dramatic insights into
natural and engineering systems. These simulations however
can also generate very large amounts of data, which must be
processed and analyzed before new insights from the simula-
tions can be realized. In-situ/in-transit data processing using
in-memory data-staging approaches [1] have been proposed to
address challenges due to increasing data sizes and related
costs. However, architectural trends indicate that emerging
systems will have increasing numbers of cores per node, and
a correspondingly decreasing amounts of DRAM memory
per core as well as memory bandwidth. These trends can
significantly impact the effectiveness of in-memory staging
solutions and their ability to enable data-intensive simulation
workflows.

Fortunately, non-volatile memory devices such as solid
state devices (SSD) are becoming more pervasive and can
may help address these challenges. These technologies offer
several benefits over magnetic hard disk due to lower data
access latency, lower power consumption and stability. In this
poster, we explore how a SSD-based deep memory hierarchy
can be used for data staging to address the challenges outlined
above. Specifically, we present the design of a multi-tiered
data staging runtime that leverages both DRAM and SSD to
support dynamic data staging for coupled data-intensive sim-
ulation workflows. The hybrid staging approach allows us to

Fig. 1: Conceptual overview of a framework for multi-tiered staging
to support coupled data-intensive simulation workflows.

accommodate larger data volumes, which may exceed available
DRAM main memory within the staging area, and to support
runtime data sharing, data coupling and data management
required by simulation workflows. We also introduce a credit-
based application-aware data placement mechanism that can
dynamically manage and optimize data placement across the
DRAM and SSD storage levels using data locality and user
provided hints about data access patterns. We implemented
and evaluated our multi-tiered data-staging approach on Sith
Infiniband cluster at Oak Ridge and we summarize results in
this poster.

II. METHODOLOGY OF MULTI-TIERED STAGING

A. Multi-tiered Staging Framework

This research focuses on enabling data intensive coupled
simulation workflows, such as those illustrated in Figure 1. A
typical workflow consists of the coupled scientific simulations
and one or more analytics components. These components
exchange data at runtime at different scales, produce and con-
sume data at different rates, and progress at different speeds.
Orchestrating these workflows and efficient managing the data
exchanges between the components is a key challenge, and
in-memory data-staging based solutions have been effectively
used to address these challenges [1]. However as data volumes
increase and data no longer fits into main memory on the
staging nodes these solutions can break down. The multi-tiered
staging framework presented in this poster extends staging
to deeper memory hierarchies by utilizing two types of local
memory storage resources - DRAM and SSD.
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Case # # of readers Data domain Read frequency Analytics techniques
1 One Whole Every single time step Visualization [2]
2 One Whole Twenty consecutive time steps out of thirty time steps Feature tracking [3], data trajectories visualization [4]
3 One Partial Every ten time steps Interactive visualization, descriptive statistic [5]
4 Two Whole Every ten time steps for one, five time steps for the other Visualization and topology analysis simultaneously [5]

TABLE I: A summary of the characteristic of the four test cases.

B. Application-aware data placement mechanism

Our multi-tiered data staging framework uses an
application-aware credit-based data placement mechanism that
leverages user-provided hints regarding data access patterns,
and uses these hints along with data locality to dynamically
manage the placement of data within the staging area. The goal
is to optimize placement of data objects across DRAM and
SSD storage levels by leveraging knowledge of access patterns
and prefetching data required by read requests. At the end of
each time step, the progress of the simulation is not impacted
by where the data is placed within the staging area. As a
result, our data placement mechanism primarily focuses on
data movement across the levels of the memory hierarchy on
the staging nodes in order to optimize data retrieval requests.
Furthermore, it ensures that data is moved to DRAM prior to a
read request in order to avoid the penalty of reading data from
a lower level of the memory hierarchy, i.e., the SSD level, and
improving the overall performance of data retrieval.

III. EXPERIMENTAL EVALUATION

A. Impact of Application-aware Data Placement

Our experiments evaluated the data reading performance
of our multi-tiered staging approach with the application-
aware data placement mechanism. We used four test cases
with typical data reading patterns derived from real scientific
simulation workflows, as listed in Table I. In our experiments,
two synthetic application codes were used to write datasets
of different sizes of data into staging area, which was then
read by coupled components, to emulate the end-to-end data
movement behavior in a real coupled simulation workflow.
We compared our approach with three other data placement
mechanisms, i.e., DRAM only placement (place data in DRAM
all the time), SSD only placement (place data in SSD all the
time, no data prefetching), and conventional data locality based
placement (predict and prefetch data from SSD to DRAM
based on data temporal and spatial localities without hints).
Our experiments demonstrated that our multi-tiered staging
approach with application-aware credit-based data placement
can effectively support evaluated data reading patterns pro-
viding improved data reading performance. Specifically, our
approach provided better performance for (1) low frequency
read to small data sets, and (2) cases with multiple readers.

B. Performance Evaluation with Application Drivers

To validate the performance of the multi-tiered staging
approach for real applications, we integrated our framework
with two applications with different coupling behaviors: (1) a
tightly coupled combustion DNS-LES simulation workflow [6]
with high frequency one-way end-to-end data exchange, and
(2) a loosely coupled plasma fusion XGC1-XGCa simulation
workflow [7], [8] with multiple coupling steps and bidirectional
data exchange. For comparison purposes, we evaluated BP-
file [9] based staging, in-memory staging and our multi-tiered

staging to temporarily cache the data for these scenarios, and
measured the cumulative time of reading data for different data
and systems scales. The experiments demonstrated that our
approach improves read performance by 10% to 31.5% over
that of file-based staging. Furthermore, as the number of cores
increased, the performance of multi-tiered staging approached
that of in-memory staging.

IV. CONCLUSION

This poster presented the design of a multi-tiered data stag-
ing framework that leverages multiple levels of the memory
hierarchy for data staging to support data intensive coupled
simulation workflows. Our framework utilizes both DRAM and
SSD storage to implement a virtual shared-space abstraction to
support coupling and data exchange. Furthermore, it leverages
user-provided hints about data access pattern to improve data
placement. Our experiments demonstrates that our framework
can dynamically manage and optimize data placement across
deep memory hierarchy levels to support coupled data inten-
sive simulation workflows in an efficient and scalable manner.
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