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In this paper, we propose a new font and size identification method for ultra-low resolution Arabic word
images using a stochastic approach. The literature has proved the difficulty for Arabic text recognition
systems to treat multi-font and multi-size word images. This is due to the variability induced by some
font family, in addition to the inherent difficulties of Arabic writing including cursive representation,
overlaps and ligatures. This research work proposes an efficient stochastic approach to tackle the problem
of font and size recognition. Our method treats a word image with a fixed-length, overlapping sliding
window. Each window is represented with a 102 features whose distribution is captured by Gaussian
Mixture Models (GMMs). We present three systems: (1) a font recognition system, (2) a size recognition
system and (3) a font and size recognition system. We demonstrate the importance of font identification
before recognizing the word images with two multi-font Arabic OCRs (cascading and global). The cascad-
ing system is about 23% better than the global multi-font system in terms of word recognition rate on the

Ultra-low resolution

Arabic Printed Text Image (APTI) database which is freely available to the scientific community.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

This work focuses on the recognition of ultra-low resolution
Arabic text (<100 dpi), typically obtained with screen rendered
images. Recognizing Arabic text with OCR is a challenging task
which has to cope with several difficulties. A screen-rendered text
is on ultra-low resolution and is generally anti-aliased to make it
look better to the human eye. The same character of the same log-
ical description (font, size, etc.) is often rendered differently within
the same document depending on its position. Generally, the
appearance of screen-rendered text depends on the used font, size,
background, position, operating system, application and used anti-
aliasing algorithm (Wachenfeld et al., 2006). Therefore, all these
difficulties added to a multi-font, multi-size and multi-style text
make the development of a recognition system complex.

Moreover, the Arabic script is represented by a cursive script for
printed as well as handwritten text and is composed of inter-re-
lated characters written from right to the left. Some of these char-
acters change their shapes according to the place where they occur
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in the word. Most of them have four shapes: isolated, initial, med-
ial and final. More than half of the Arabic letters may include dots
in their shapes. The number of dots is one, two or three and they
can occur above or below the letter body, but never simultaneously
bellow and above. The presence of these dots and their position al-
low us to differentiate between letters that belong to the same
shape family. Some Arabic letters include a “loop” character, gen-
erally called an “occlusion shape” which differs from one character
to another (Kanoun et al., 2011) (see Fig. 1(a)). Thus, the Arabic
script recognition is a very complex task.

The domain of Arabic text recognition can be segmented into
printed text (AL-Shatnawi et al., 2011) and handwritten text (Lor-
igo et al.,, 2006; AlKhateeb et al., 2011). Handwritten Arabic text
images can be acquired off-line, typically from a scanner or camera,
or on-line with a graphical tablet or touch-screen. The cursive nat-
ure of both handwritten and printed Arabic texts adds an inherent
difficulty to segment into characters. For this reason, most of the
recognition methods have converged into state-based statistical
models able to segment and recognize characters at the same time,
typically using Hidden Markov Models (Khorsheed, 2007; Al-Muh-
taseb et al., 2008; Slimane et al., 2008). Other approaches have
been proposed such as, template matching that has reported de-
cent performances on easier to segment on-line Arabic handwrit-
ing (Sternby et al., 2009).

In spite of the numerous research works concerning Arabic
text recognition, the obtained performances are still mostly
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Fig. 1. An example of Arabic words: (a) Dots, occlusions and pseudo-words, (b) the
word “Groups” written with a vertical ligature and a vertical overlap.

unsatisfactory. Moreover, commercial systems are not yet avail-
able for large vocabulary applications. The encountered difficulties
are similar to those faced for handwritten Latin script, but often
more complex due to the diversity of Arabic character shapes,
the short bindings between successive characters, the lengthening
of the horizontal bindings and the presence of vertical bindings. To
our knowledge, commercialized Arabic OCR systems are limited to
recognize a reduced number of fonts in the context of cleanly
acquired inputs. For more details concerning Arabic script recogni-
tion, a good survey is presented in (Lorigo et al., 2006). On the basis
of the difficulties in Arabic OCR and the great number of Arabic
fonts (Ben Amara et al., 2004), several research works (Slimane
et al,, 2010; Jung et al., 1999; Ben Amara et al., 2003; Bapst et al.,
1998) focused on the subdivision of printed Arabic word recogni-
tion in two complementary steps: the font identification and the
mono-font word recognition.

While previous research studies were focused on high-resolu-
tion images typically acquired with scanners, this paper addresses
a low-resolution scenario. So far, no work has been published
about font and size recognition using low resolution Arabic docu-
ments. However, low resolution Arabic text images are becoming
more frequent, either directly embedded in web sites as menus
or decorations, or resulting from screen capture tools on rendered
documents. Low resolution text images can also be acquired when
taking a picture of a document with a mobile phone camera. How-
ever, such images present further variabilities such as distortion or
illumination problems that are out of the scope of this paper.

In this paper, we propose a new robust method, in the frame-
work of the a priori approach, for font and size recognition of Ara-
bic word images at ultra-low resolution. The method is based on
word image modelling with a sequence of typographical features
extracted from a sliding window. This method presents many
advantages. First, no a priori segmentation into characters/frag-
ments of characters is needed, which is an important feature for
Arabic text where characters are tied to each other and difficult
to separate. Second, we use versatile and powerful GMMs that
are able to finely model the distributions of our features, quite
wide-scoped and largely multi-dimensional. Thirdly, we can use
the same features for the different recognition systems.

Optical font recognition (OFR) is useful and necessary, espe-
cially in the following domains (Ben Amara et al., 2004):

o Text font knowledge may improve the recognition rate of OCR
systems, because we believe that mono-font OCR may give
more accurate results than omni-font OCR.

e Document indexing and information retrieval, where word
indexes are generally printed in fonts different from those of
the running text.

e Text style recognition for document reproduction, where
knowledge of the font is necessary in order to reproduce the
document.

e Recognition of logical document structures, where knowledge
of the font used in a word, line, or text block may be useful
for defining its logical label (chapter title, section title or
paragraph).

The remainder of this paper is organized as follows. Section 2
introduces some complexities of the Arabic script. Section 3 pre-
sents some related work. In Section 4, we describe our different
systems for font and size recognition. Finally, Section 5 is dedicated
to the word image database used for the evaluation and the recog-
nition results, and it is followed by a conclusion.

2. Characteristics of Arabic script

With a quite large user base of about 300 million people world-
wide (Cheriet et al., 2006; Zhu et al., 2001), Arabic is very impor-
tant in the culture of many people. Compared to printed Latin
script, we can underline several important differences:

e Arabic is written from right to left.

e It is semi-cursive whether printed or handwritten. Each charac-
ter has a connection point right and/or left linked on the
baseline.

e The concept of uppercase and lowercase does not exist in Arabic
script.

2.1. Arabic alphabet

The Arabic alphabet is richer than its Latin equivalent. It con-
tains 28 letters (15 with dots and 13 without), most of which
change shape according to their appearance at the beginning, mid-
dle or end of the word (see Table 1). Six letters have just two modes
of appearance and cannot be connected to a following letter, i.e.
their “begin” shapes correspond to their “isolated” shapes and
their “middle” shapes correspond to their “end” shapes. Taking
into account positioning, the number of different shapes rises to
more than 100. All of them do not have a fixed character width
(all character shapes do not have the same height and width)
and also no fixed size.

In addition to this “positioning” variability, there are extra char-
acters appearing as variations of some basic characters. The “j;
(TaaaClosed)” is the same character “C> (Taaa)”, but it is used just
at the end of Arabic names; it cannot be used in verbs. Other char-
acters are created by the combination of “s (Hamza)” and “|
(Alif)” or “s (Hamza)” and “9 (Waaw)”. They are almost pro-
nounced the same way but their use depends on their position in
the word. Taking into account these extra characters, there are
overall 120 different shapes.

2.2. Calligraphic features

The Arabic word can be made up of one or more components
(pseudo-word or PAW for Piece of Arabic Word) and the characters
of the same connected component can be ligatured horizontally
and vertically. The ligature is also dependent on the used font (in
some fonts, up to four vertical ligatures are generated) (see
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Fig. 2). Fig. 1(b) shows a vertical ligature of three characters Alif,
Miim and Jiim. Finally, vertical overlaps can occur at the intersec-
tion of pseudo-words and also within words for some sequence of
characters.

To our knowledge, there are over 450 Arabic fonts (Ben Amara
et al.,, 2004), all of which are used somewhere in the Muslim world.
Fig. 2 shows ten of the mostly used fonts. They are also those we
used in our experiments. Generated from the same input text, the
lines of Fig. 2 illustrate well the varied complexity of shapes
depending on the font. Some fonts are simpler with no or few over-
laps and ligatures (Andalus, Tahoma). Some other fonts are more
complex, richer in overlaps, ligatures and flourishes (Diwani Letter).

3. Review of font and size recognition approaches

A review of the literature shows that, during the last two dec-
ades, several works have focused on font recognition for many

scripts: Arabic (Abuhaiba et al., 2005), Chinese (Yang et al.,
2006), Cyrillic (Ma and Doermann, 2005), English (Ramanathan
et al., 2009), French (Zramdini and Ingold, 1998), Greek, Hangul,
Kannada, Korean (Einsele-Aazami, 2008), Spanish, Thai, etc. Printed
script recognition is far from being solved and still remains an open
research subject for many languages. Font recognition is princi-
pally treated with two different approaches: the a priori approach
(also termed independent content approach or global approach)
and the a posteriori approach (also termed dependent content ap-
proach or local approach) (Zramdini and Ingold, 1998).

The a priori font recognition approach consists of identifying
the text font without any knowledge of the characters that appear
in the text entity (text block, text line or word image). This ap-
proach is based on global features and does not require connected
components analysis or segmentation techniques. Systems based
on this approach differ by the text entity level analysis and the fea-
tures used. There are principally three classes. The first class is
based on the characterization of text block images by texture fea-
tures, e.g., based on Gabor filters (Zhu et al, 2001; Ma and
Doermann, 2005; Ramanathan et al., 2009), high order statistical
moments (Avilés-Cruz et al., 2004; Avilés-Cruz et al., 2005; Avilé-
Cruz et al., 2006) and Hilbert-Huang transforms (Yang et al.,
2006; Mallikarjunaswamy and Karunakara, 2010). The second class
is based on the characterization of text line or word images with
typographical features, e.g., based on textons theory (Schreyer
et al., 1999), vertical projection profile heights, density of black
pixels, variance of horizontal projection profile derivative, text
density, letter size, orientation and spacing, etc (Zramdini and In-
gold, 1993; Zramdini and Ingold, 1998; Kim et al., 2004). The third
class is based on clusters of word images (Khoubyari and Hull,
1996) or on stroke pattern analysis of decomposed word images
using wavelets (Zhang et al., 2004).

The a posteriori font recognition approach consists of recogniz-
ing the font of a text using the knowledge of characters appearing in
the text. This approach can therefore use features based on local
properties of individual letters. Indeed, the letter shape depends
on the font family (Times, Helvetica, etc.) and style (roman, italic,
bold), such as the letters “g” and “g”, “a” and “a”, etc. Systems based
on this approach differ in the features used for character descrip-
tion. There are mainly four classes. The first class is based on texture
features such as Gabor filters (Ha et al., 2005), or wavelets (Fu et al.,
2006; Ding et al., 2007). The second class is based on typographical
features such as density of black pixels, projection profile codes,
skeleton templates, stroke templates, linear interpolation analysis,
etc. (Lin et al., 2001; Tsai et al., 2001; Kim et al., 2002; Sun et al.,
2006; Jamjuntr and Dejdumrong, 2009). The third class is based
on statistical features such as bitmaps, zoning features, Fourier
descriptors, Zernike moments, Discrete Cosine Transform coeffi-
cients, Fourier coefficients, Karhunen-Loeve features or Eigenchar-
acters, contour profiles, geometric invariant moments, projection
histograms, etc. (Ozturk et al., 2001). The fourth class is based on
an automatic extraction of spatial local features using non-negative
matrix factorization (Lee et al., 2003). In (Jeong et al., 2003), the
authors propose a system based on the hybridization of the a priori
approach (at the word image level) and a posteriori approach.

For Arabic font and script recognition, systems based on the a
priori approach can be subdivided into two categories: segmenta-
tion-free systems and segmentation-based systems. Considering
the difficulties in Arabic script segmentation and recognition dis-
cussed before, most systems are segmentation-free and employ
the a priori approach at text block level with texture features based
on Gabor filters (Borji and Hamidi, 2007), wavelets (Imani et al.,
2011), fractal geometry (Ben Moussa et al., 2006; Ben Moussa
et al., 2010), wavelets and fractal geometry (Zaghden et al.,
2006), Gray Level Co-Occurrence Matrix (Bataineh et al., 2011;
Bataineh et al., 2012) and Scale Invariant Feature Transform (Zahe-
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Fig. 2. Fonts used to generate the APTI database: (A) Andalus, (B) Arabic
Transparent, (C) Advertising Bold, (D) Diwani Letter, (E) DecoType Thuluth, (F)
Simplified Arabic, (G) Tahoma, (H) Traditional Arabic, (I) DecoType Naskh, (J) M
Unicode Sara.

di and Eslami, 2011). In (Khosravi and Kabira, 2010), the authors
describe a system at text line level using Sobel-Roberts features.
In (Abuhaiba et al., 2005), the authors introduce a system at word
level using statistical features based on horizontal and vertical pro-
jection profiles, Walsh coefficients, invariant moments, geometri-
cal features, etc. In (Ben Amara et al., 2004), the authors propose
a system at pseudo-word level using wavelet features. Only one
system is segmentation-based (Abuhaiba, 2003). Finally, only one
system is based on the a posteriori approach which performs font
recognition of isolated characters (Chaker et al., 2010). This last
system is based on the dissimilarity index computed on the polyg-
onal approximation of the character.

The detailed study of research works concerning the a priori
font recognition approach shows that the systems which use tex-
ture features at the level of text block images are robust to noisy
and low resolution text image. These systems identify the font
for more than one script (e.g., Latin, Greek and Cyrillic) and lan-
guages (e.g., Chinese and English) (Zhu et al., 2001). On the other
hand, these systems are reliable only for uniform and homoge-
neous text block images (all words should have the same font).
Moreover, the systems which use typographical features at the le-
vel of text lines and words are reliable only for noise-free and high
resolution text images.

Concerning the works related to the a posteriori font recogni-
tion approach, they are based on feature analysis of individual
characters. They do not work well when characters are inter-con-
nected such as in Arabic or Cyrillic scripts. In (Kim et al., 2004),
the authors consider that, for line-level font recognition, it is as-
sumed that all text lines of a document are written in the same
font. This is relevant for postal automation applications that handle
international mail, where every line of an address is usually writ-
ten in the same language, typeface, size and style. However, a text
line in a document may contain words with different fonts and
scripts (e.g., multi-script text). As an example, a word in Korean
can be followed by a word in English in the same line. In addition,
most OCR systems maintain words in the document to apply a lex-
icon-driven semantic analysis of the character recognition results.
Document indexing and retrieval are also performed with respect
to words since the keyword in a user query or a thesaurus is
matched against every word in the document image. Therefore,
font recognition at word level is necessary in these cases. Yet most
OFR systems have different performances on different text entities

(words, lines, paragraphs). They are also dependent on document
content and language (Zramdini and Ingold, 1993).

Throughout the state of art, it appears that almost all studies
deal with resolutions greater than 100 dpi. In this paper, our objec-
tive is to recognize fonts at an ultra-low resolution (down-sampled
to 72 dpi) and synthetic Arabic word image. As stated above, the a
posteriori approach is not well-suited for Arabic font recognition
because the word segmentation into characters is very difficult
for complex fonts. To our knowledge, no segmentation technique
could perfectly segment Arabic omni-font words. Thus, the a priori
approach without word segmentation is considered to be more
appropriate for font recognition in Arabic word images. Consider-
ing that the larger the text entity is, the better texture features per-
form, we confirm that the presented features in the previous
section are inappropriate for font recognition of Arabic word
image.

Some authors have proposed to improve the overall OCR perfor-
mance by performing a stroke width estimation or font-size recog-
nition. Such information can be used to ease the segmentation into
character, to estimate the baseline or to use specific models for the
recognized font-size. Besides, font-size recognition can also be
used when regenerating the recognized text into a word processor
for edition purposes. The most frequently used method to deter-
mine the stroke width are based on the projection profiles and
the distribution of run lengths (Mehran et al., 2005; Omidyeganeh
et al., 2005). However, it has been noted that the performances of
stroke width estimation using projection profiles are degrading
when the input images are skewed (Shirali-Shahreza et al., 2006).
Some authors are proposing to estimated the font-size using only
the detected dots in the text image, making the system less sensi-
tive to skew (Shirali-Shahreza et al., 2006). The disadvantage of
this last approach is the need to binarize the images. Also, the
font-size recognition is arguably less precise using only the dots in-
stead of using full character information.

Another method is presented in (Bushofa and Spann, 1997)
where the stroke width is estimated using line and character con-
tour information.

Table 2 summarizes some recognition techniques and recogni-
tion rates of some OFR systems. Note that since we do not use
the same database for evaluation, most of the performance results
reported in the literature cannot be directly compared with our
OFR system.

Most of the performance results reported either in the literature
or by manufacturers of OFR systems are derived from test datasets
that are font-specific, small or based on high quality images.

Regarding the classification, many models have been used in
the literature such as weighted Euclidean distance (Zhu et al,,
2001; Yang et al., 2006; Khoubyari and Hull, 1996; Ha et al,
2005), decision trees (Abuhaiba et al., 2005) and support vector
machines (SVM) (Ramanathan et al., 2009; Imani et al., 2011).
These different approaches present all advantages and disadvan-
tages that have conducted their choice considering the specificities
of the datasets. For example, Euclidean distance based decision
systems are known to perform well in the case of small datasets.
SVMs are known for their ability to build discriminant models that
are robust if the training and testing conditions remains similar. In
our case, we benefited of the availability of APTI, a very large data-
base. It encouraged us to use a generative approach based on GMM
models that are able to model in a precise way class-conditional
probability density functions provided that the datasets are large.
The results reported in the papers should be interpreted as refer-
ence results for the freely available APTI database. We invite
researchers to test their systems and use this database as a bench-
marking database for the recognition of Arabic font-families, font-
sizes or word images at ultra-low resolution.
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4. Proposed approach

In this article, we propose three systems: a font recognition sys-
tem, a size recognition system and a hybrid system for font and
size recognition. As presented in Fig. 3, they work in two steps:
(1) training, (2) [font/size/font and size| recognition. All of them
share the same architecture and the same feature extraction.

The proposed technique is based on the sliding window for fea-
ture extraction. The obtained feature vectors are used to train the
[font/size/font and size] GMM models using the expectation max-
imization (EM) algorithm. The recognition is performed through a
simple score comparison of the trained GMM models. The CPU cost
of our approach increases linearly with the number of fonts and
font-sizes, and increases also linearly with the width of the word.

4.1. Feature extraction

All word images in our dataset are in gray level. Some features
are extracted from the gray level images, others require a binariza-
tion. The used binarization technique is the fixed threshold meth-
od. Each word image is normalized to a size of 30 pixels height and
then transformed into a sequence of feature vectors computed
from a narrow analysis window of four pixels sliding from right
to left over the word image. In our settings, the uniform analysis
window is shifted by one pixel. We performed several tests to
determine the optimal size of the window and the normalized
height. A feature vector is extracted from each analysis window.
As a result, no segmentation into letters is made and the word im-
age is transformed into a sequence of feature vectors where the
number of rows corresponds to the number of analysis windows,
and the number of columns is equal to the number of components
of each feature vector. The feature extraction is divided into two
parts. The first part extracts, for each window:

. Number N; of connected black components.

. Number N, of connected white components.

. Ratio Ny /Ns,.

. Position of the smallest black connected component divided

by the height of the window.

5. Sum of perimeter P of all components in the window divided
by the perimeter of window P,,.

6. Compactness (p?/(4mA))where p is the shape perimeter in
the window and A the area.

7. Gravity center of the window, of the right and left half and of

the first third, the second and the last part of the window:

1 ¢ 1

where W the width and H the height of the window.
8. Position of the horizontal projection histogram maxima/
height of window.
9. Number of local maxima of the horizontal projection
histogram.
10. Number of local
histogram.
11. Density of pixels in the window.
12. Density of pixels in the first quarter, the second, the third
and the last part of the window.

AW N =

maxima of the vertical projection

The features described above from line 7-12 are computed using
the gray level values of the images. They are, therefore, extracting
as much as possible of the information available in the low resolu-
tion images. The second part of the feature extraction consists of
resizing the window into a normalized size of 20 pixels height
and computing the horizontal and vertical projection values. These

features are also computed using the gray level values of the pixels.
For each analysis window, the feature extraction, overall, results in
a vector of 51 coefficients.

Once we have a vector sequence, we calculate the so-called
delta between both vectors using the following formula:

vVl<n
< T, with T the number of analysis windows

AXp = Xni1 — Xn_1,

The delta is computed in a similar way as in speech recognition,
to include larger contextual information in an analysis window.
Including the delta, we obtain D x 1 feature vectors with, in our
case D = 102.

4.2. Modelling of the likelihoods with GMMs

GMMs are used to model the likelihoods of the features
extracted from the image. They are well-known as versatile and
flexible modelling tools able to approximate any probability den-
sity function. With GMMs, the probability density function
p(xn|My) or likelihood of a D-dimensional feature vector x, given
the model of a font category M, is estimated as a weighted sum
of multivariate Gaussian densities:

1
PXaMp) = > WiN (Xa, 1, i)

i=1

in which I is the number of mixtures and w; is the weight for mix-
ture i. The Gaussian densities A/ are parameterized by a mean D x 1
vector y;, and a D x D covariance matrix, X;. To simplify the compu-
tation, we make the hypothesis that the coefficients of the feature
vectors are not correlated. The covariance matrix is then simplified
to a diagonal matrix. This approximation is classically done when
using GMMs and, actually, is somehow compensated by the fact
that the probability density functions can still be approximated
by a weighted sum of simpler Gaussian densities. Considering the
hypothesis of feature vector independence, the log-likelihood of a
model My for the sequence of feature vectors, X = {x;,...,xy} is
computed as follows:

N
Sy = logp(X|My) = > _logp(xi|My)
i=1

Assuming equal a priori probabilities P(My) of each font f, the
[font/size/font and size] recognition is performed by selecting the
[font/size/font and size] f* leading to the highest value of S;. As
the local likelihood values p(x,|My) are usually very small, the glo-
bal likelihood S; is usually expressed in the log domain to avoid
running below machine representation limits.

During training, the expectation-maximization (EM) algorithm
(Dempster et al., 1977) is used to iteratively refine the component
weights, means and variances to monotonically increase the likeli-
hood of the training feature vectors. In our experiments, we used
the EM algorithm to build the models by applying a simple binary
splitting procedure to increase the number of Gaussian mixtures
through the training procedure. Fig. 4 shows the evolution of the
font recognition rate as a function of the number of Gaussians.
The Figure shows a saturation of the performance for most fonts
between 2048 and 8192 Gaussians. As our objective is here to max-
imize the recognition performance, we have chosen to use 8192
Gaussians as reference for the font and size recognition parts of
our system.

From a practical point of view, GMMs can be seen as one-state
Hidden Markov Models. We therefore used the HTK toolkit! to
implement our modelling scheme. At recognition time, the GMMs

1 http://htk.eng.cam.ac.uk/.
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Table 2
The characteristics and performances of some OFR systems.
References Languages Database No. of No. of No. of fonts Resolution Performances
styles sizes
Abuhaiba et al. (2005) Arabic 108,000 word images 3 3 3 300 90.8
Ben Moussa et al. (2006) Arabic 450 block images 10 300 98.0
Ben Moussa et al. (2010) Arabic 1000 block images 4 10 200 96.6
Latin 800 block images 8 200 99.3
Zaghden et al. (2006) Arabic 2500 block images 10 300 96.5
75 96.0
Bataineh et al. (2012) Arabic 700 block images 7 96 98.0
Abuhaiba (2003) Arabic 185,839 word images 4 3 3 300 77.4
Chaker et al. (2010) Arabic computer-generated database (size 10 100
not indicated)
Yang et al. (2006) Chinese 100 computer-generated text block 4 6 72 97.2
images
Ha et al. (2005) Chinese 165,400 character images 4 99.1
Fu et al. (2006) Chinese 150,200 character images 4 99.2
Ding et al. (2007) Chinese 2741,150 character samples 7 91.3
Lin et al. (2001) Chinese 31,995 character images 5 300 97.8
Tsai et al. (2001) Chinese 5401 character images 12 5 97.3
Zhu et al. (2001) Chinese 14,000 block images 4 6 100 99.1
English 4 8
Sun et al. (2006) Chinese 675 character images 20 Chinese and 20 300 97.0
English English
Ramanathan et al. (2009) English 216 block images 4 6 93.5
Zramdini and Ingold (1998) English 100 line images 7 4 10 300 96.9
Kim et al. (2004) English 168,000 word images 4 3 2 300 97.3
96,000 word images 4 3 2 300 99.1
Khoubyari and Hull (1996) English 1000 word images 33 300 85.0
Zhang et al. (2004) English 22,384 computer-generated word 4 2 96.1
images
Khosravi and Kabira (2010) Farsi 20,000 line images 10 100 94.2
Zahedi and Eslami (2011) Farsi/Arabic 1400 block images 20 300 ~ 100
Mallikarjunaswamy and Kannada 120 block images 4 90.6
Karunakara (2010)
Jeong et al. (2003) Korean 7200 Korean word images 2 99.1
Borji and Hamidi (2007) Persian computer-generated blocks (size not 4 7 82.0
indicated)
Imani et al. (2011) Persian 5000 block images 10 95.0
Avilés-Cruz et al. (2004) Spanish 800 window block images 4 8 300 100
75 97.2
Jamjuntr and Dejdumrong (2009) Thai character images (size not indicated) 10 84.0

are fed in parallel with the features extracted from the image. The
GMM issuing the highest likelihood score is selected and determines
the [font/size/font and size] hypothesis. Performances are evaluated
in terms of [font/size/font and size] recognition rates using an un-
seen set of word images.

5. Evaluation

To evaluate the performance of our recognition systems, exper-
iments have been conducted on some parts of the large APTI (Ara-
bic Printed Text Images) database (Slimane et al., 2009). In all tests,
recognition scores have been evaluated at word level.

5.1. APTI database

Available since July 2009, APTI has been freely distributed to the
scientific community for benchmarking purposes.? At the time of
writing this paper, more than 25 research groups all over the world
have started using the APTI database. To compare systems developed
by different groups, a first competition was held at ICDAR2011. The
goal of that competition was to evaluate the capacity of recognition
systems to handle different sizes and fonts using digitally low reso-
lution images for robust, screen-based OCR (Slimane et al., 2011,
2009).

2 http://diuf.unifr.ch/diva/APTI/.

The APTI database is developed using Arabic words already seg-
mented from text lines. APTI contains a mix of decomposable and
non-decomposable word images. The parsing procedure totalled
113,284 distinct Arabic words, leading to a pretty good coverage
of the Arabic words used in various texts. For more details about
the total number of pseudo-words, word images and characters
in APTI, we refer to Slimane et al. (2009).

APTI sizes, fonts and styles are widely used on computer
screens, Arabic newspapers and many other documents. The com-
bination of fonts, styles and sizes guarantees a wide variety of
images in the database.

In our tests for the different font/size/font and size recognition
systems, we used 1000 word images for each font and size. With 10
fonts and 10 font-sizes (6, 7, 8,9, 10, 12, 14, 16, 18 and 24), 100,000
word images in plain style were used in the training phase and an
additional 100,000 different word images were used for the test
phase. In our tests for the word recognition system, we used
18,897 word images for each font and size in the training phase
and an additional 18,868 different word images for each font and
size were used for the test phase.

5.2. Experimental results and discussion

In this section, we summarize all results of four recognition
experiments:

1. font recognition;
2. font-size recognition;
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3. font and size recognition;
4. word recognition.

5.2.1. Font recognition results

The font recognition results are shown in Table 3 (a). The results
are overall good excepted for two fonts “Arabic Transparent” and
“Simplified Arabic” (see Fig. 2, font B and F). The morphological
similarity between these two fonts explains such results. We per-
formed a confusion matrix analysis, clearly showing that most of
the errors are between these similar fonts. For this reason, we have
extended our tests by considering these two fonts as a single font
in the training and recognition step. A significant improvement in
the recognition rate was recorded from 80.8% to 99.5% for the “Ara-
bic Transparent” font and from 67.0% to 99.3% for the “Simplified
Arabic” font. The global average of font recognition rate increased
from 94.5% to 99.6%.

As shown in Table 3(a), we observe that the best results are
obtained for font-sizes between 10 and 16. Slight degradations
are observed for font-sizes below 10 and above 16. The reason
for this has to be found in the normalization procedure of all
images towards 30 pixels height that introduces up-scaling and
down-scaling variabilities for, respectively, the small font-sizes
and for the large font sizes.

The reached performance of 99.6% is the result of an overall
tuning of the proposed font recognition system, including a selec-
tion of features (some specific to low-resolution images) and a
systematic optimization of the GMMs parameters. An interesting
question is in the applicability of the obtained system on other
databases. For this reason, we have also attempted to compare
the performance of our font recognition system using high reso-
lution gray scale images obtained with a 300 dpi scanner. The
fonts of this database are the same as in APTI. We have used
1000 words for each font in the training step and 1000 different
words for each font in the test step. The obtained mean recogni-
tion rate for all fonts is 92%. This performance is below the one
measured on the APTI database. However, the system remains
relatively robust considering the extra variabilities due to the
scanning artefacts.

5.2.2. Size recognition results

Supposing that we know the font, we have developed a size
recognition system (to identify the exact size value among the
ten used sizes) for each font. For all fonts, we have good results
(Advertising Bold: 96.9%; Andalus: 99.3%; Arabic Transparent:
98.2%; M Unicode Sara: 98.9%; Tahoma: 98.8%; Simplified Arabic:
97.8%; Traditional Arabic: 96.2%; DecoType Naskh: 92.2%; DecoType
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Table 3

Recognition system results when where “Arabic Transparent” and “Simplified Arabic” are considered separately: (a) Font recognition rate, (b) Font and size recognition rates.
Font/size 6 7 8 9 10 12 14 16 18 24 Mean RR
(a)
Andalus 99.5 99.9 99.9 99.9 100.0 100.0 100.0 100.0 100.0 100.0 99.9
Arabic transparent 73.8 82.8 84.2 81.7 80.5 82.9 80.3 83.2 814 77.5 80.8
Advertising bold 99.3 99.8 99.7 99.7 99.8 99.9 99.8 99.8 99.8 99.7 99.7
Diwani letter 99.0 99.4 99.5 99.6 99.8 99.9 99.8 99.8 99.6 99.4 99.6
DecoType Thuluth 98.3 99.1 99.6 99.6 99.8 99.8 99.7 99.6 99.6 99.1 99.4
Simplified Arabic 65.6 69.2 69.8 67.6 67.4 66.1 65.2 64.9 66.5 67.6 67.0
Tahoma 98.9 99.7 99.7 100.0 100.0 100.0 100.0 100.0 100.0 100.0 99.8
Traditional Arabic 100.0 99.9 99.7 99.8 99.6 99.6 99.6 99.8 99.7 99.6 99.7
DecoType Naskh 95.3 98.2 98.7 99.3 99.6 99.7 99.7 99.8 99.9 99.9 99.0
M Unicode Sara 100.0 100.0 100.0 100.0 99.9 99.9 99.9 99.9 99.8 99.9 99.9
Mean RR 93.0 94.8 95.1 94.7 94.6 94.8 94.4 94.7 94.6 94.3 94.5
(b)
Andalus 99.3 99.4 99.1 929 98.8 99.3 99.1 98.8 98.9 99.5 99.1
Arabic transparent 80.5 82.2 85.6 823 84.6 85.1 82.5 81.1 823 80.2 82.6
Advertising bold 98.6 98.6 97.1 97.6 97.8 95.8 96.3 94.8 94.2 95.6 96.6
Diwani letter 95.1 91.2 92.9 91 91.9 90.7 88 90.2 90.6 96.2 91.8
DecoType Thuluth 96.4 92.7 92.8 89.7 92.1 89.4 88.2 89.2 91.7 954 91.8
Simplified Arabic 77.5 72.2 72.9 71.8 73.6 69 69.1 70 71.2 74.4 72.2
Tahoma 98.7 98.7 99 98.8 98.6 99 99.2 99.3 97.8 98.2 98.7
Traditional Arabic 98.7 95.5 94.5 95.6 96.1 96.5 93.9 92.5 95.1 98.7 95.7
DecoType Naskh 96.8 94 90.6 92.6 92.2 90.5 89.6 89.7 91.3 94.5 92.2
M Unicode Sara 99.2 99.7 98.8 98.9 99.2 98.7 98.3 98.5 98.1 99 98.8
Mean RR 94.1 924 923 91.7 92,5 914 90.4 90.4 91.1 93.2 91.9

Table 4

Word recognition results: (a) Global multi-font System, (b) Cascading multi-font system.
Font Character RR Word RR Font Character RR Word RR
(a)
Andalus 98.0 85.3 Simplified Arabic 98.6 88.2
Arabic transparent 99.3 91.2 Tahoma 98.6 83.5
Advertising bold 97.3 78.3 Traditional Arabic 92.7 62.3
Diwani letter 77.6 28.8 DecoType Naskh 87.2 49.8
DecoType Thuluth 86.4 47.0 M Unicode Sara 97.7 84.7
Mean RR 93.3 69.9
(b)
Andalus 99.6 99.1 Simplified Arabic 99.0 96.7
Arabic transparent 994 97.7 Tahoma 99.5 96.7
Advertising bold 98.9 96.5 Traditional Arabic 98.8 95.3
Diwani letter 96.7 914 DecoType Naskh 96.1 81.6
DecoType Thuluth 98.0 923 M Unicode Sara 99.1 95.7
Mean RR 98.4 93.7

Thuluth: 92.0%; Diwani Letter: 91.7%) with an average of 96.2% for
size recognition rate.

The size recognition system shows better performances for sim-
ple fonts with no or few ligatures (e.g., “Arabic Transparent”,
“Tahoma” and “M Unicode Sara”) than for complex fonts rich in
overlaps (e.g., “Diwani Letter” and “Decotype Naskh”)

5.2.3. Font and size recognition results

Instead of training two distinct systems for font and size recog-
nition, we have also investigated conjoint training and recognition
of 100 (font, size) classes. All results are described in Table 3(b).
We noticed that we have the same problem for font recognition re-
lated to the strong similarity between “Arabic Transparent” and
“Simplified Arabic”. Considering these fonts as different ones, the
mean recognition rate of our font and size recognition system is
about 91.9% (see Table 3(b)). And considering “Arabic Transparent”
and “Simplified Arabic” as the same font (one model for both
fonts), the mean recognition rates increase from 82.6% to 98.0%
for the “Arabic Transparent” font and from 72.2% to 97.9% for the
“Simplified Arabic” font. The global average of font and size recog-
nition rate increased to 96.1%. In this system, we also recognize
simple fonts better than complex ones.

5.2.4. Word recognition results

To show the impact of a font recognition system in a multi-font
OCR, we compare the results of two Arabic recognition systems for
ultra-low resolution word images. The first is a global multi-font
system working in two steps: feature extraction and word recogni-
tion using font-independent models. The second is a cascading sys-
tem working in four steps: font feature extraction, font recognition,
word feature extraction and word recognition using font-depen-
dent models. Both systems share the same word feature extraction
and are based on Hidden Markov models (HMMS). The evaluation
is carried on using HTK, a freely available toolkit for HMMSs (Young
et al., 2001). Mixture of Gaussians is used to model each character.
A Baum-Welch estimation procedure is used to iteratively refine
the model parameters including weights, means and variances. In
the training procedure, we applied a classical binary splitting pro-
cedure to increase the number of Gaussian mixtures up to 512
mixtures per HMM states. At recognition time, an ergodic HMM
is composed using all sub-models. All transitions from one sub-
model to the other are permitted. This approach allows recognizing
potentially any word in an open vocabulary fashion and no con-
straints from a dictionary. The recognition is done by computing
the best state sequence in the HMM using a Viterbi procedure.
Similar systems are presented in (Slimane et al., 2010).
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We report in Table 4 the word recognition results of the global
and cascading multi-font word recognition systems. The mean per-
formances of the global multi-font system (see Table 4(a)) are
69.9% and 93.3% for word and character recognition respectively.
In contrast, the average recognition rates are 93.7% and 98.4% for
word and character recognition using the cascading (see
Table 4(b)) system (Font Recognition system followed by
mono-font word recognition system). This result shows clearly
the potential benefit of using a cascading system, i.e. font identifi-
cation followed by word/text recognition: we earn more than 23%
on word recognition and 5% on character recognition correspond-
ing with an error reduction of 79% and 76%, respectively.

6. Conclusion

In this paper, a new, simple and robust method for font/size/
font and size recognition in ultra-low resolution Arabic text images
has been proposed. It is based on Gaussian Mixture Models
(GMMs) for the estimation of font/size/font and size model likeli-
hoods with respect to local features. The feature extraction uses
a fixed-length sliding window from right to left on the text image.
A main advantage of this approach is that no a priori segmentation
into characters is needed.

In an experimental evaluation on the APTI database, we have
demonstrated the high potential of the proposed font recognition
method in the context of single word recognition. Both the charac-
ter and word recognition error could be reduced by over 70% when
using font recognition first, followed by font-specific OCR.
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